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Abstract:

The accuracy of rockfall trajectory simulations eegs to a large extent on the calculation of theuad

of falling boulders on different parts of a slophese rockfalls could occur. The models commonlyduse
for rebound calculation are based on restitutiogffagents, which can only be calibrated subjediina

the field. To come up with a robust and objectivecpdure for rebound calculation, a stochastic thpa
model associated with an objective field data ctibe method was developed and tested in this study
The aims of this work were to assess the adequiattyscapproach and to evaluate the minimum amount
of field data required to obtain simulation reswiith a satisfactory level of predictability. Tolaeve
these objectives, the rebound calculation procedereloped was integrated into a three-dimensional
rockfall simulation model, and the simulated resultere compared with those obtained from field
rockfall experiments. For rocky slopes, the simala satisfactorily predict the experimental resulthis
approach is advantageous because it combines @rawsgelling of the mechanisms involved in the
rebound and of their related variability with anjesitive field data collection procedure which balic
only requires collecting the mean size of soil ®ckhe approach proposed in this study therefore

constitutes an excellent basis for the objectivaabilistic assessment of rockfall hazard.
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1. Introduction

As shown by the recent accidents occurring in Ma&086 in the French Alps and June 2006 on the
Gotthard highway in Switzerland, rockfall is onetloé main natural hazards that pose risks to regsale
areas, infrastructures, and populations in the ARgckfall is generally defined as the removal of
individual boulders from a cliff face (Varnes, 19A&halley, 1984; Selby, 1993; Cruden and Varnes,
1996). This study focuses on single falling rockshwa volume up to 1.3 nIn rockfall hazard
assessment, trajectory simulation models are isrgly used for designing protective measures sisch
nets and dams (Descoeudres, 1997; Peila et aB; Ni€ot et al., 2001, 2007) or for making hazaraps
(Kobayashi et al., 1990; Evans and Hungr, 1993;zéttizet al., 2002; Chau et al., 2004; Jaboyedbff e
al., 2005; Bourrier et al., 2008b; Frattini et 2008).

The most difficult process to simulate in suchdcépry models is the rebound, which describes the
impact of the falling boulder on the slope surfage. calculate such a rebound, a wide range of
algorithms is currently available, which are sumsed in Guzzetti et al. (2002), Dorren (2003), and
Heidenreich (2004). Rebound deterministic modelliagains highly speculative since the information
available on the mechanical and geometrical pragsedf the soil is not sufficient to perform a relat
deterministic prediction of boulder rebound. Intwadar, the characterisation of the spatial digttions

of the parameters required for rebound calculagemerally result from a field survey which, for gtiaal
reasons, cannot be exhaustive. Stochastic app®dhe therefore been proposed (Paronuzzi, 1989;
Pfeiffer and Bowen, 1989; Azzoni et al., 1995; Duadtd Heidenreich, 2001; Guzzetti et al., 2002;
Agliardi and Crosta, 2003; Jaboyedoff et al., 20Bdurrier et al., 2007, 2008b; Frattini et al., 8pfo
account for the variability of the rebound. Mosttbése approaches are based on two parameters, both

called restitution coefficients, which proved tortjaly represent the complexity of the rebound (Wu



51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71

72
73

74
75

1985; Bozzolo and Pamini, 1986; Chau et al., 199jiro et al., 2000; Chau et al., 2002; Heidenreich
2004). The problem is that stochastic variationtlué restitution coefficients only account for the
variability related to terrain characteristics. Naility due to the kinematics of the falling boatdis not
accounted for. In addition, estimating the valuéshese two parameters in the field is a difficialsk
mainly based on literature values that are assmtiatith certain surface characteristics of the elop
Overviews of commonly used values for restitutioeflicients are given in (Paronuzzi, 1989; Pfeiffer
and Bowen, 1989; Azzoni et al., 1992; Azzoni and Beitas, 1995; Chau et al., 2002; Agliardi and
Crosta, 2003; Scioldo, 2006). Most models are veepsitive to the values of these restitution
coefficients. In addition, the values in the litera vary significantly for identical surface chetexistics.
The resulting subjectivity in the choice of thesargmeter values therefore partly explains the large
variation in the results obtained when applyingfedént models, or even the same model used by
different operators, at the same site (Interreg2091; Berger and Dorren, 2006).

To overcome these difficulties, a more objectivborend calculation procedure based on a stochastic
impact model was developed. This procedure modelsariability associated with the rebound and only
requires collecting a very limited set of field aareters: the size of the falling boulder and tlzessi
characterising the rocks composing the slope seurf@ur first objective was to test and validate the
procedure developed. The second objective wasaia&e the minimum amount of field data required to
obtain simulation results with a satisfactory leskpredictability.

This paper first explains the rebound calculatioocpdure developed and its integration into a three
dimensional rockfall trajectory simulation modehéh the simulation results are compared with those

obtained from field rockfall experiments and disach

2. Full-scale rockfall experiments on a mountain slope

Full-scale rockfall experiments were carried outaim avalanche track in the Forét Communale de
Vaujany in France (N. 432, E. 63'). The study area covers an Alpine slope rangiagnft200 to 1400

m above sea level with a mean gradient ¢f I®e experimental site is part of a hillslope tisafiormed
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by a postglacial talus slope (Fig. 1), downslopmmfrrock faces consisting of the “Granite des Sept
Laux”, which belong to the crystalline Belledonneagsif. The talus cone mainly consists of rock

avalanche, snow avalanche, and rockfall deposiie Study site is ~ 100 m wide and 570 m long

(distance between the starting point and the |dwest road, measured along the slope). Between the
starting point and the lower forest road, it hasghape of a channel with a maximum depth and vafith

2 and 10 m, respectively. Since avalanches ocanysiear in this channel, it is denuded of trees.

Fig. 1.

The protocol was identical for all rockfall expednts. Before each boulder release, the volumeeof th
boulder was measured and the boulder was colouitbdbiodegradable paint so that it left tracesrafte

rebounding on the slope. The volume was estimagandasuring the height, width, and depth along the
three most dominant boulder axes and by assumatgthie boulders were rectangular. A total of 100
boulders were released individually, one afterdtieer. The mean volume was 0.8, rand the standard

deviation 0.15 rm(Fig. 2).

Fig. 2.

A front shovel was used to release the bouldersxdbe slope, starting with a free fall of 5 m. A®s as

the boulder stopped, the impact locations and stgppoints were captured with an Impulse LR 20@das
distance meter manufactured by Laser Technology,(lBentennial, CO, USA). In addition, the rockfall
trajectories were filmed by five digital camerashieh were placed so that the camera planes were
perpendicular to the channel, which is the preteroekfall path, and 30 m away (Fig. 1). The carmera
were fixed at a height of 10 m in trees. Additiodatails on the experiments are given in Dorreal.et

(2006).
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The digital films of the 100 rockfall trajectoriegere analysed using image processing softwaredcalle
AviStep 2.1.1 (developed by M. Delabaere, St. Deeida Réunion, France). This program extracts the
position and the velocity of a moving particle feach individual image in a digital film using the
following principle. First, in the first image ofaeh film, the field-measured rebound distances are
identified. Second, soil surface detection is cateld by linking the successive impact points inftimes
assuming that soil surface is linear between twgaich points. Third, the two-dimensional trajectofy
each falling boulder was analysed using a sequeho®vie images (Fig. 3). Finally, the analysisiu#
movie images provided the rebound heights, i.e.naximum vertical distance between the centrbaef t
boulder and the slope’s surface, as well as thegipo®f the boulder for every image (every 0.04®)is
makes it possible to determine the velocity.

Since the resolution of the movie images did ntivalfor a precise measurement of the rotational
velocity, only the translational kinetic enerBy,,s was calculated to reduce the uncertainty in tealte

The translational kinetic ener@y..s of a falling boulder is calculated as:

1
Etrans = E rﬂoV2 (1)

wherem, is the mass, and is the translational velocity of the boulder.
The experimental results therefore do not prowidermation on either the rotational kinetic enekgy

or the total kinetic energs., Which are defined as follows:
E =% | & 2)

and

E[Ot = E(rans + EI’OI (3)

wherely is the moment of inertia, andis the rotational velocity of the boulder.

Fig. 3.
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3. Trajectory simulation using a stochastic rebound ajorithm

The simulation model used is the 3D rockfall trégeg model Rockyfor3D, which has been developed
since 1998 (Dorren et al., 2006). This model sitadathe rockfall trajectory in 3D by calculating
sequences of parabolic free fall through the a@t s¥bounds on the slope, as well as impacts against
trees, if specified. Rolling is represented by gussce of short-distance rebounds and sliding ts no
modelled. Falling boulders are represented in thdahby spheres using a hybrid approach. This means
that, during parabolic free fall, the falling spbés represented by a single point (lumped masd) an
during the rebound calculation, by a real sphehe three major components of Rockyfor3D are 1) the
parabolic free fall calculation and its intersegtisith the topography, 2) the rebound calculatemg 3)

the fall direction calculation after rebound.

3.1.Parabolic free fall

The parabolic free fall is calculated with a staddalgorithm for a uniformly accelerated parabolic
movement through the air. This calculation deteasithe position and the normal (with respect to the
local slope)V,", tangentiaV;", and rotationat,™ velocities at the intersection with the slope @raphy,
represented by a Digital Elevation Model (DEM). #gch, Rockyfor3D simulates a 3D trajectory by
calculating the displacement of the boulder pasititong thex-, y-, andz-axes (Fig. 4). Here, theaxis
corresponds to its vertical position, thaxis to the east—west direction, and ykexis to the north—south
direction (Fig. 4A). By itsx andy coordinates, the 3D trajectory is linked to acfetaster maps with a
resolution between 1 and roughly 20 m. For thishgtinowever, the raster resolution was 2.5 m. The
raster maps provide information on the topograpb#MN), the slope surface characteristics, and the
release points (for this study, only one releasteracell was defined).

Knowing the position of the rebound and the slopgase characteristics defined by the raster maps a
this position, as well as the velocities beforeotett, the rebound calculation using the stochasiiact

model can be initiated.



150  Fig. 4.

151

152 3.2.Stochastic impact model

out

153 The rebound calculation determines the nordl, tangentialV,>", and rotationato®" velocities after
154 rebound based on the velocities before reboundedcahcident velocities, and on the parameters
155 determining the energy loss during the rebound. rEleund model initially integrated in Rockyfor3D
156 (Dorren et al., 2006) was replaced by a stochasiact model that calculates the velocity vectderaf

157  reboundv®" from the velocity vector before rebount following the expression:

v a a3 @ V"
158 v =AV"™ with vV =|V* | A=la, & al, V"=|V,"| (4)
wout a7 as 39 a)in

159 This means that each of the three velocities afeound V>, V,.>*", andw®") is calculated with the three
160 incident velocity component¥{", V", andew™) and three coefficients of matrix

161 For example, the tangential component of the veladter rebound/>" is expressed as follows:

162 V™ =aV"+a\'+ au" (5)

163 The coefficientsa, as well as the correlations between them, areactexised by normal probability
164 distribution functions. These allow the model te@mt for the high variability of the local sloparface
165 characteristics and the kinematics of the rebounsphere. Specific information can be found in Biear
166 et al. (2007, 2008b).

167

168 Fig. 5.

169

170 Because of the defined inter-relationships betwibenoutgoing and incident velocity components, the

171 stochastic impact model differs completely fromssiaal rebound algorithms. Most of these only use a

172 tangentialR and a normaR, restitution coefficient for different slope suréatypes (see Guzzetti et al.,
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2002; Dorren, 2003), which are defined by the umdrare not related to all three incident velocity
components. Many authors have already revealed tthst approach introduces errors in rebound

calculations. Thé&k andR, coefficients are defined as follows:

Vout
R=—5 (6)
Vi
VOUI
Rl =" \;in (7)

Contrary to classical models, the restitution doefhts R and R, that can be recalculated from the
velocities before and after rebound as predictethbystochastic impact model are not constant galue
They both depend on all the incident kinematic pesters and the terrain characteristics. Figureovsh
an example of the effect of the incident angletmmean restitution coefficien® andR, predicted by

the stochastic impact model.

Fig. 6.

The values of the coefficients defined in matrixA are derived from the statistical analyses of gdar
data set obtained from numerical simulations ofdotp (Bourrier et al., 2007, 2008a, 2008b). These
numerical simulations of impacts were previouslitcated from laboratory experiments of the impaict

a 10-cm spherical rock on a coarse soil composeapasfels ranging from 1 ¢cm to 5 cm (Bourrier et al.
2008b). The adequate agreement between the labpetperiments and the numerical simulations of
impacts proves that the impact simulations, andgsequently the stochastic impact model, satisfdgtori
express the energy transfers occurring during iimgact of a boulder on a coarse soil. Although the
calibration of the numerical model of impacts wadisfactory, one limitation could stem from the
differences in the size of the impacting and sodks during calibration and during application liist
study. However, the influence of the scale charfifpets was proved to be small by comparing theltesu

of the numerical simulations of impacts at diffdrecales (Bourrier, 2008).

8
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For this study, the parameters of the stochast@aahmodel were determined for five fixed ratiofjck
have the values 1, 2, 3, 4, and 5, between thegadithe falling bouldeR, and the mean radius of the
particles constituting the slope surfaRg For eachR/R, ratio, a fixed set of model parameters was
calculated. For larger ratios, the model has notgen calibrated, which means that it is currendy

suitable for rebounds of large boulders on findssoi

3.3.Calculation of the fall direction

The fall direction in the—y plane is primarily determined by the slope toppgsaat the rebound position
and is calculated by a probabilistic algorithm. iDgreach subsequent rebound, the model allows the
sphere to deviate from its direction before rebotmeards the direction of the aspect of the rastdirin
which the boulder rebounds (Figs. 5 and 7). Theesp the downslope direction of the maximum cdte
change in value from each cell in a raster to &gymbouring ones and represents the steepest slope
direction. The deviation angl& (Fig. 5) is determined by a random number thatndefwhether the
boulder is deviated between 0 and 22.5° from igiral direction, or 22.5-45°, or 45-50°. The frase

has a 72% probability of occurrence, the second lage a 24% probability, and the third one a 4%
probability (Fig. 7). These deviation angles aneirtinelated probabilities are based on the experiate
results presented in Dorren et al. (2005). If thikeese moves upslope, a maximum deviation of 2&5° i
allowed for both directions lateral to the direntlmefore rebound. If the boulder enters a deprassithe

DEM, the direction before and after rebound remamshanged.

Fig. 7.

3.4.Input data

The DEM used for the experimental site covers aa fitom the release point to the opposite rivekban

in the valley bottom. The DEM was created usingemse distance-weighted interpolation (see for
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instance Weber and Englund, 1992) of, on averdwgeex, y, z points per DEM cell. These points were
collected in the field with a detailed topograph®arvey using a laser distance meter and a comphes
topographical survey was conducted so that a measitg of 1 point/m was available in all directions
We created this DEM because, due to the surrourfdmegt cover, GPS measurements are not accurate
on the study site and a high-resolution, photogratrim or LiDAR-derived DEM was not available.
Verification with an available 10-m DEM and an amithoto showed that the accuracy of the created
DEM was about 1 m in the-yplane and 0.5-1.5 m in tlzairection.

At the release point, boulders were dropped frameight of 5 m. The simulated boulders were assumed
to be spherical, and the distribution of their voks was identical to the experimental distribu{iBiy.

2). The errors associated with volume estimatiorevtberefore the same in the experiments and in the
simulations. Volume estimation errors were redueasdmuch as possible by choosing the released
boulders in a quarry so that they were as spheaabssible.

The slope surface characteristics were determimdde field by identifying homogenous zones that ar
represented as polygons on a map (Fig. 1). Eacjypoldefines the size of the material covering the
slope. To represent the size of the surface materiahis polygon map, we used two different
approaches. The first one, which is called methdqtsixe classes”), describes the surface with tsize
probability classes according to Dorren et al. @0The second one, called method B (“mean sizeg,
more simplified description, which is based only the mean radiu®,, of the material covering the
slope. Method A aims at giving a precise descnptibthe size of the surface material and its Vianma

The method uses three roughness claRgrsRg,, andRgo. These classes represent the diameter of the
obstacle, corresponding to rocks covering the saiface, encountered by a falling boulder duringoy0
20%, and 10%, respectively, of the rebounds in mdgenous zone. For method A, the field survey
therefore consists of estimating the equivalentmdi@r of the rocks covering the soil surface
corresponding to the three clas$®g, Rgo andRgyo in each homogenous zone on the study slope.
During each rebound calculation, the mean radiysof the material encountered by the impacting

boulder was randomly chosen from the three matesiisé valuesRg,, Rgo, and Rgyo given their

10
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accompanying probabilities. In method B, only oream radiudR,,, value represented the material size in
each homogenous zone. Rebound was therefore deldidg consideringr,, the mean radius of the rock
encountered by the falling boulder in a given zone.

In the rebound model used, the value of RY&, ratio is rounded to the nearest integer with aimam

of 5. A set of rebound model parameteascpefficients) was determined depending on theevaluthe

RJ/Rn, ratio. Table 1 reports the values used for allgiblggons defined and shown on the map in Fig. 1.

Table 1.

3.5.Simulation scenarios

Rockfall trajectory simulations were carried ouingsmethod A (“size classes”) and method B (“mean
size”). For each method, 100, 1000, 2000, 5000,188D0 falling boulders were simulated. For ea¢h se
of simulations, the probability distribution funmtis of the velocity, translational kinetic energyd
passing height were compared with the corresporghpgrimental distributions at two “evaluation ke
(Figure 1). Evaluation line 1 (EL1) was located 183rom the starting point, measured along theeslop
directly in the centre of the viewing plane of camé. Evaluation line 2 (EL2) was located after 235

in the centre of the viewing plane of camera 5adidition, the spatial patterns of the trajectortbs,
passing frequencies per raster cell, and the sigppications of the simulated boulders were andlyse

The latter were compared with stopping locationseolred during the field rockfall experiments.

3.6.Rebound analysis

If the agreement between the experimental and abedlresults is satisfactory, the simulations can
collect additional information on the kinematicstiog falling boulders, which cannot be measuredhdur
the full-scale field experiments. First, precisduea of the rotational kinetic energy of the fallin

boulders at EL1 and EL2 can be obtained from sitiarla, whereas the rotation of the falling boulder

11
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cannot be precisely measured from the experimdittas. In the simulations, the rotational kinetic
energy of the falling bouldeE,; can therefore be compared with the translatiomadtic energy of the
falling boulderE;,sand with the total kinetic energy of the fallingutderE.

Information regarding the incident kinetic energy &ll rebounds can also be collected, whereasighis
not possible from field experiments. In particuliar, each rebound, the simulations provide infororat

on the distribution of the incident kinetic eneffggtween the tangential, normal, and rotationaldigaf

velocity components. Starting from Egs. 1, 2, andh® incident kinetic energ;E::t is divided into

Tot

normal incident energ;_zin”, tangential incident energlf_:“, and rotational incident energy"”. defined

as follows:

E,=E+E+E ®)
in 1 iny 2

E =§"L(\4 ) 9)
in _ 1 iny 2

E -5"1,(\4 ) (10)
in _ 1 iny 2

Erot _E Ib(a)l ) (11)

Finally, to compare the implemented rebound alborito classical rebound models based on the use of
restitution coefficients, th& and R, values obtained during the simulations were coegbutsing the

classical definition given in Eqs. 6 and 7.

4. Results

1000 rockfall simulations were required to provitable predictions, meaning that the variationhie t
means and standard deviations of the parametersunegbion EL1 and EL2 became < 5%. However, to
decrease the variation in the results as much asilpge, 10000 simulations were executed for both

methods.

12



292 4.1.Kinematic results at the evaluation lines
293 The comparisons between the experimental and sietul@sults at EL1 and EL2 show that both the
294 mean values and standard deviations were predictearately for boulder velocity, passing heightg] a
295 translational kinetic energy (Table 2). Howeverpiost cases, the simulated mean values and standard
296 deviations were slightly smaller than the experitabwmalues. In addition, the predictions obtainsthg
297 method B (“mean size”) were systematically clogethie experimental results than those obtainedyusin
298 method A (“size classes”). All relative errors (REpble 3) are < 21% for method B, whereas theghrea
299  up to 32% for method A.
300 The shapes of the distributions of the simulateahtjties were very similar for methods A and B (FBYy
301 These distributions were also similar to those iakthfrom the experimental results. On the confrémy
302 maximum values were overestimated by the simulatiorespective of the method used (Table 3).
303 The statistical Kolmogorov-Smirnov test was perfedrio compare all the simulated distributions with
304 the corresponding experimental distributions. ¥ tiesult of the test is O, it can be assumed that t
305 simulated and experimental results are similathé result is 1, this is not the case. The sintilari
306 hypothesis is rejected if the p-value associateh thie test is less than 0.05. The larger the pevid, the
307 more plausible the hypothesis that the two samipédsng to the same distribution. The results of the
308 Kolmogorov-Smirnov tests showed that method B (“me&e”) provided a better prediction of the
309 experimental distributions because the similaritgdthesis was only rejected once out of 6 compasiso
310 For method A (“size classes”), it was rejectedmes out of 6 comparisons. In addition, the p-value
311 obtained when comparing the simulated distributimnthe measured distributions were all betweet 0.0
312 and 0.3 whatever method was used, which meanghbatimulated distributions were not significantly
313 different from the experimental distributions. Batlethods A and B can therefore be considered $eitab
314 to simulate the experimental results.
315
316 Table 2.
317

13
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Table 3.

Table 4.

Fig. 8.

4.2.Rockfall trajectories

The numbers of boulders deposited with decreasltizide are presented in Fig. 9, for both the
experimental and simulated results. The simulatioegg methods A and B, provided values similar to
the experimental values for the distribution ofpgliomg points, especially for boulders reaching low
altitudes. Interestingly, predictions using meti#of'size classes”) resulted in a slight underestioraof

the percentage of passing boulders with decreaaltilgde. On the contrary, the simulations using
method B (“mean size”) provided a slight overestiora For boulders stopping just after the release
point and for boulders reaching long distances fthbenrelease point (> 350 m), both methods predlicte

larger percentages of passing boulders than theriexgntal results.

Fig. 9.

The comparison between simulated run-out zoneseapérimental stopping points (Fig. 10) showed
that, first, the simulated run-out zone was larfp@n the one observed during the experiments. Secon
discrepancies were observed for stopping pointatéacbelow the forest road. In the experiments, two
distinct deposit areas were observed, whereasirtidaged passing frequencies only highlighted ohe o

them located on the bottom left of the maps in EQ.

Fig. 10.

14
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4.3.Information gathered from simulations

Since we consider that the agreement between tiperimental and simulated results is highly
acceptable, we used the simulations to study kitieatgparameters that could not be measured in the
field, in particular the distribution of the rotamal velocity of the falling boulder (Fig. 11). Timeean
value of thek,/E;; ratio was 6% for EL1 and 8% for EL2. In additidhe associated standard deviation

was 7% for EL1 and 8% for EL2.

Fig. 11.

Further, the simulateE”/ " ratios (Fig. 12) showed that most of the incidemérgy was associated

ot
with the tangent-to-soil-surface component of theident velocity. This result was confirmed by the
distribution of the incidence angle (Fig. 13), whiaighlights the small values of this angle. Finathe
simulation results provided information on the wlgition of R, and R, restitution coefficients for all
rebounds, as shown in Fig. 14.

Fig. 12.

Fig. 13.

Fig. 14.
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5. Discussion

5.1.Comparison of the experimental and simulation ressul

The comparisons of the experimental and simulatedlits, using methods A and B, showed that the 3D
trajectory simulation could predict rockfall trajedges and kinematics. Reproducible simulation ltesu
were obtained from 1000 simulations onwards, winigtkes 3D trajectory simulation feasible. However,
in this study, there were fewer sources of varigbilhan in the daily practice of rockfall hazard
assessment. In particular, the rockfall startingigpmn and the boulder volumes were exactly knolmn.
practice, the latter are not always easy to predict

The differences between the observed and simuldisgdbutions, the maximum values in particular,
could stem from the fact that, in the experimetis, distributions were based on only 100 rockfall
experiments. They therefore do not represent tHleaBymptotic distribution that would have been
obtained from a very large number of experimentavéier, the global shape of the distribution, sash
the most probable value and the global distributibthe values, was satisfactorily represented.sTu
only the global characteristics of the distributoare compared, the simulated distributions can be
considered good predictions, which was confirmedHhwy results of the Kolmogorov-Smirnov test, in
particular for method B (“mean size”).

The comparisons between the simulated and the iexgyatal stopping points showed the capability of
the rockfall model to predict run-out distancesg(F4). However, Fig. 9 shows that method B (“mean
size”) approached the experimentally observed depa#iern best. Neither method A nor B reproduced
the number of boulders stopping in the upslopei@edtf the test site. These blocks stopped withim t
first 20-40 m from the release point due to slidongthe side with the largest surface after thst fir
rebound. Figure 9 shows that this accounted fo%~05 the released boulders. For large distances fro
the release point (350 m and farther), the diffeesnbetween the simulated and the experimental
maximum run-out distances (Fig. 9) resulted fromrbound algorithm not being adapted to the serfac

material consisting of soils composed of fine péd, which was found in the valley bottom (Fig).10
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The algorithm was specifically developed for rockyrfaces and therefore will not produce realistic
results for other soil types.

Although the simulated run-out zones were largantthe experimental run-out zones (Fig. 10), the 1%
pass frequency limit, i.e., the limit passed by D¥the boulders, correspond quite well to the
experimentally observed stopping points only (Ei@), especially for method B.

The existence of two deposit areas was not repestlry the simulations. The simulated passing
frequency maps show two main trajectory paths yyestaf the forest road, which converge into a single
path in the downslope section. The experiment@dtaries, however, also show two distinct paththa
downslope section. The difference between thesergrpntal and simulated patterns resulted from an
imperfect digital representation of the terrairthe DEM south-west of the middle forest road (Ri§).
This local discrepancy induced slight changes engattern of the trajectory path and in the shdpbeo

run-out zone associated with the 1/100 pass frexyugng. 10).

Fig. 15.

Finally, the comparison of the results obtainednibgthod A and method B raises questions on how
precise the parameter values estimated in the fimdt be. For methods A and B, the simulated
distributions of velocities, rebound heights, amgrgies (Fig. 8) as well as the run-out zones (8)g.
were very similar. The detail of the descriptiontlod slope surface characteristics therefore digitly
influences the simulation results. Our experieruas, however, that in the field it is easier ttreate
three size classes than a single one, as showig.idé: For example, on a slope covered with rafimer
scree (< 5 cm), quite some rocks measured 10 aframeter, and 10% of the surface covered with 20-
cm rocks, it is quite difficult to estimate a siaghalid, mean patrticle size. The “size classesthog
describes the mean size of the particles that co%, 20%, and 10% of the surface, with 70% =5 cm,

20% = 10 cm, and 10% = 20 cm. Since method B (“m&ae”) provided more accurate results, this
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implies that method A (“size classes”) could beduisethe field for a better estimate of the singiean

particle size, so that method B (“mean size”) cdwddised in the simulation.

Fig. 16.

5.2. Advantages and limitations of the approach

An advantage of the approach presented here isstimatation can be used to gather information that
cannot be obtained in the field (see section FB3t, the simulated distributions of the rotatibkiaetic
energies compared to the total kinetic energy dt &hd EL2 show that the translational velocity o t
boulder mainly determines the total boulder kinetiergy (Fig. 11). One could note a slight trerwisial

a downhill increase in thE,/E; ratio, which may be due to the specific topographyhe study site.
Although the rotational energy was smaller than thenslational energy, the knowledge of the
distribution between these two energies is esdeftiiadesigning effective protective structures.eTh
translational kinetic energy mainly determines tHesign of the structure (structural strength
performance), whereas the rotational kinetic enelgfermines the capability of the structure to prev
boulders from rolling over the structure (structahape efficiency).

Another advantage of the approach presented imsight obtained in the commonly used coefficidRts
and R,. The values of th& calculated from the simulated rebounds (Fig. I4)ia accordance with
common values for talus slopes, but they showttiatvariability ofR is even greater than assumed in
the literature. In contrast, the values of Ryecoefficients (Fig. 14) are extremely high compatedhe
common values, which generally range from 0.25.65.0The dependence Bf andR, recalculated from
the stochastic impact model on the incidence amglalains this phenomenon (Fig. 6). For small
incidence angles, which correspond to most of tle&fall impacts in the simulations (Fig. 13), treues

of R depend only slightly on the incidence angle; tbesrespond to common valueR € 0.7; Fig. 14).

On the contrary, the values Bf are very highR,> 1) compared to common values (Fig. 14). However,
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in the case of a vertical impact, tRg values predicted by the stochastic impact modig. &) are in
accordance with common experimental resis:(0.4). The main reason for these differences isttiea
common values dR, are generally obtained from experimental campaigmsiucted for boulders falling
vertically on a slope surface. This does not cpoad to the simulated impact cases because sioulati

incidence angles were, for the most part, < 50°sla®wvn in Fig. 13. The high values Bf in the
simulations explain that, although the incidentrmmak velocity Vnin was small for impacts that were

parallel to the slope’s surface, the normal velooitthe boulder after a rebound can be very higtabise

of the energy transfer from the rotational to thenslational kinetic energy. This phenomenon is not
accounted for in classical rebound algorithms, wheiit is included in the stochastic impact model.

The values oR, should therefore be chosen with caution when petifag a rockfall trajectory analysis
using classical rebound algorithms. However, theartance oR, is generally subordinate ®. Indeed,
properly modelling the transfer of the tangentiaident energy between the falling boulder andstbie

during a rebound is essential because Fig. 12 shmatshe tangential incident energy is, in mosesa
determinant for the total incident energy (93%haf (:alculateoEtin / E:”t ratios are > 0.75).

The two main points of interest in the rebound wialiton procedure developed herein are, first, ipetyg
modelling the mechanisms governing the reboundedkas their associated variability and, second, th
more objective field data collection procedure. IBgints are of great interest for rockfall hazard
mapping, which demand a satisfactory predictionthef variability of both the stopping points and the
kinematics of the falling boulders. Following theoposed approach, hazard mapping can be greatly
improved because it allows the reliable spatiatatizrisation of the passing frequencies as weif dse
mean and standard deviation values of the rocldaktrgies (intensity). Rockfall hazard mapping
approaches based on combinations of intensity aoldapility, such as those developed in Switzerland
(Raetzo et al., 2002; Jaboyedoff et al., 2005),tbharefore be used with increased confidence.

However, this work is limited by the partial chaexcof the validation. From a theoretical pointvaw,

the amount of experimental data is not (and almeser is) sufficient to validate simulated rarerdge
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Since the performance and analysis of 1000 fullesazckfall experiments would take roughly 10 years
one must rely on simulations to predict extremengsjezven though they are not fully validated.

Another limitation of this study is that the stostia impact model developed can only be used okyroc
slopes. However, similar approaches could be dpeeldo characterise the rebound of a boulder on all
types of soil provided that large data sets comgppa$eeproducible and precisely defined impactstese
available for statistical analysis. To create thaes®@ sets, the direct use of laboratory or figlgegiments

IS not suitable. However, they can be generategh fnamerical simulations that have previously been

calibrated using these experiments. That is exaahe the challenge lies.

6. Conclusions

This paper has investigated a newly developed attichimpact model, which was implemented in an
existing 3D rockfall trajectory model to calculatelocities of simulated boulders after a reboundhen
slope. The first objective of this study was toeasssthe adequacy of the approach proposed. For this
purpose, a full-scale experimental program magessible to assess the predictive capacity ofttiak
Comparisons between experimental and simulatedtseshwow very acceptable agreements. The second
objective of the study was to evaluate the minimammount of field data required to obtain accurate
simulation results. The main advantages of theldped approach are the small number of parameiers t
be assessed in the field and the clear physicahimgaf these parameters. Basically, only the nezm

of the rocks covering the surface of the slopeeguired. This can be measured objectively in takl fi
The method developed does not work for bouldersastipg fine soils. We believe, however, that a
similar objective stochastic rebound model could dexeloped, based on a similar combination of
numerical and laboratory experiments.

The stochastic feature of this new approach isxaelient basis for continuing integrating probagtit
information in rockfall hazard management. As tadkaspatially distributed probabilistic informaticam

rockfall trajectories is provided, such as the pagheights and kinetic energy distributions asl aslthe
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passing frequencies for each position on a sldpe ptoposed approach offers a complete data set for

positioning and designing rockfall protective stures as well as for hazard zoning.
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Fig. 5. Definitions of outgoing®", V,°", andw®") and incident\;", V", andw'™) velocity components
used in the stochastic impact model and of theatievi angles characterising changes in boulder fall
direction due to the rebound.

Fig. 6. Predictions of the mean values of BaandR, coefficients versus the incident angl®using the
stochastic impact model.

Fig. 7. Plan viewxX-y plane) illustrating the principle used for caldirg the fall direction after rebound.
The deviation of the boulder from its direction dref rebound is only allowed towards the aspect.

Fig. 8. Distribution of the velocities, passing digs, and translational kinetic energy for obseraad
simulated trajectories for EL1 scaled to the observalues for both methods A (“size classes”) and B
(“mean size”).

Fig. 9. Percentage of passing boulder versus disttlom the release point for the experiments, otkth
A (“size classes”) and method B (“mean size”).

Fig. 10. Map of the simulated pass frequenciegrfethods A (“size classes”) and B (“mean size”) and
the observed stopping points (white dots).

Fig. 11. Distribution of the simulated rotation@hdtic energy compared with the total kinetic ewyefiay

EL1 and EL2 using method B (“mean size”).

Fig. 12. Distribution of the simulated tangentiatident energyEtin compared with the total incident

energy Et'”t for all the simulated rebounds using method B ¢msize”).

Fig. 13. Distributions of the incidence angleover all the simulations using method B (“mea®?3iz

Fig. 14. Distribution of the tangential and normestitution coefficientd andR, over all simulations
using method B (“mean size”).
Fig. 15. Hillshade of the DEM showing the stud sibwnslope from camera 5. The white dotted circle

outlines the imperfect digital representation oé tierrain. Black arrow 1 shows the main simulated
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trajectory. Black arrow 2 indicates the second ntedjectory and its deviation due the artefacthia t
DEM. The small grey circles represent the stoppiogjtions of the experimental boulders.
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658 Table 1.

Zone Rgo (M) | RGo (M) [ Rgo (M) | Ry (M) | Description

1 0.20 0.15 0.07 0.10 Inside the avalanche channel

2 Inf Inf Inf Inf River

3 0.30 0.10 0.45 0.18 Zone covered with talus aimlegthe channel

4 0.50 0.30 0.10 0.25 Old road on talus slope, rma/@vith single blocks
5 0.40 0.20 0.10 0.25 Talus slope downslope of haiflatest road

6 0.50 0.25 0.75 0.25 Rough talus slope downsldpeiddle forest road
7 0.50 0.28 0.90 0.95 E?éjoﬂgiztregtarréagf the talus slope downslope of
8 0.40 0.25 0.50 0.25 Small block accumulation

9 0.20 0.05 0.10 0.10 North-east forested parlostslope

10 0.50 0.30 0.10 0.10 Irregular forest road omstalope

11 0.05 0.05 0.05 0.05 Soils in valley bottom

12 0.02 0.05 0.10 0.03 Fine soils in valley bottom

13 0.25 0.15 0.10 0.10 South-west forested péelo$ slope

14 0.10 0.20 0.30 0.10 Upper forest road
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Table2.

Velocity (m. s% Passing height (m) Trans. kin. en. (kJ)

Std. Std. Std.

Mean Dev. Max. Mean Dev. Max. Mean Dev. Max.
EL1° observed 125 5.2 28.1 14 11 5.0 205 169 786
EL1 method A 11.% 4.2 27.7 1.2 0.9 104 175 126 1081
EL1 method B 12.7 4.3 30.3 14 1.0 11.0 213 152 1332
EL2 observed 13.8 55 28.9 1.6 1.4 6.2 245 196 958
EL2 method A 10.9 4.7 29.6 1.2 1.0 155 167 139 1174
EL2 method B 121 5.1 31.8 14 11 12.7 207 173 1575

2EL = Evaluation line.
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Table 3.
RE velocity (%) RE passing height (%) RE Trans. kin en. (%)
Std. Std. Std.

Mean Dev. Max. Mean Dev. Max. Mean Dev. Max.
EL1 method A -8 -19 -1 -14 -18 108 -15 -25 38
EL1 method B 2 -17 8 0 -9 120 4 -10 69
EL2 method A =21 -15 2 -25 -29 150 -32 -29 23
EL2 method B -12 -7 10 -13 =21 105 -16 -12 64
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663 Table 4.

664

Velocity Passing height Trans. kin. en.

KS test KS test KS test

0: not rejected | P-value |0: not rejected | P-value |0: not rejected| P-value

1: rejected 1: rejected 1: rejected
EL1 method A 0| 0.2225 1 0.0385 0 0.1772
EL1 method B 0.2172 0 0.0570 0 0.1421
EL2 method A 1| 0.0033 1 0.0224 1 0.0223
EL2 method B 0.1022 1 0.0366 0 0.2911
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