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Bubble check: a simplified algorithm for
elementary check node processing in
extended min-sum non-binary LDPC
decoders

E. Boutillon and L. Conde-Canencia

A simplified algorithm for the check node processing of extended min-
sum non-binary LDPC decoders is proposed. This novel technique,
named bubble check, can reduce the number of compare operations
by a factor of three at the elementary check node level. As this signifi-
cant complexity reduction is achieved without any performance loss,
this technique becomes highly attractive for hardware implementation.

Introduction: Non-binary low density parity-check (NB-LDPC) codes
are constructed as a set of parity equations over a Galois field GF(q).
Even if they are now known to be an efficient alternative to binary
LDPC for the transmission of short frames, their major drawback
remains their high decoding complexity, especially at the check node
processors. In [1], we highlighted the interest of the extended min-
sum (EMS) algorithm applied to NB-LDPC [2, 3] because of the signifi-
cant complexity reduction it introduces compared to the belief propa-
gation (BP) algorithm. To be specific, the (q × log q)-BP-complexity
is reduced to nm × log nm, where nm is the size of the truncated prob-
ability messages in the decoder (nm ,, q). However, from a hardware
point of view, the EMS complexity is still in the order of nm

2 . In this
Letter, we introduce the bubble check algorithm, a technique that
reduces this complexity to the order of nm

���
nm

√
.

EMS elementary check node (ECN) processing: Let us consider a
forward/backward implementation of the node update [4]. The check
node equation can then be expressed by several elementary steps,
defined by a node update that assumes two input messages U, V and
one output message E. These three messages are log-likelihood-ratios
(LLR) sorted in increasing order, i.e. U ¼ [U(1), U(2), . . ., U(nm)],
with U(1) ¼ 0 and U (i) = − log(P(Ugf (i)/L)/P(Ugf (1)/L)). In this
equation, U gf (i) is the GF(q) index associated to U(i) and L are the
local hypotheses. Note that the same notation applies for V and E and
that we consider the opposite of the classical LLR definition, which sim-
plifies the global architecture of the decoder [5].

The EMS ECN generates E, the output vector containing the nm smal-
lest values in the set {U(i) + V( j)}, (i, j ) ] [1, nm]2. This set can be rep-
resented as a matrix TS, where TS(i, j ) ¼ U(i) + V( j ). As U and V are
sorted in increasing order, the elements of TS have the following
property:

Property 1: ∀ (i, j ) ] [1, nm]2, ∀ (i’, j’) ] [1, nm]2, i ≤ i’ and j ≤ j’
¼. TS (i, j) ≤ TS(i’, j’)

EMS ECN algorithm: To obtain the output vector E, the authors in [3]
use a sorter that contains nm competing elements from TS. This sorter is
in fact a subset B of the elements of the matrix TS, which is initialised
with the first column of TS and dynamically updated at each step of the
algorithm, as follows:
For k ¼ 1 to nm loop
Step 1: Extract the smallest value in B, i.e., TS(i, j). This element
becomes a new element of E.
Step 2: Replace the extracted value in the sorter by TS(i, j + 1).

To extract the smallest value in one clock cycle, the authors in [3]
propose the parallel insertion of the new incoming value in B. Since
this operation is performed nm times, the global complexity of the
EMS is dominated by nm

2 . Note that we omit the explanation of the
GF(q) computations that are also performed at the EMS ECN because
no novelty is introduced concerning these.

New approach to EMS ECN processing: The principle is to exploit the
properties of the values in TS to minimise the size of the sorter and thus
reduce the order of complexity of the EMS. From property 1, it follows
that TS(1, 1) is the minimum value of TS and it will thus be extracted to
occupy the first position of E (i.e., E(1) ¼ TS(1, 1) ¼ 0). For the second
position of E, there are two candidates: TS(2, 1) and TS(1, 2). If, for
example, TS(2, 1) is extracted (i.e. E(2) ¼ TS(2, 1) , TS(1, 2)), then
the two candidates for the third position are TS(3, 1) and TS(1, 2),
and so on. Note that, for each position, all the candidates belong to a
different row and a different column in TS.
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Fig. 1 presents all the possibilities for the kth position of E, with k ¼
5. In this Figure, a grey circle represents a value already extracted from
TS to E and a white circle represents a candidate (or a bubble) for the kth
position. The name bubble check comes from this graphical represen-
tation, i.e. the algorithm uses bubbles to go through the elements of
matrix TS. Let nb be the number of bubbles for the kth position, in
Figs. 1a, c, e, nb ¼ 2 and in Figs. 1b, d, nb ¼ 3.
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Fig. 1 Candidate values in TS to occupy fifth position (k ¼ 5) of E

Grey circle represents element already fed to E and white circle represents can-
didate element (or bubble). In a, c and e, nb ¼ 2. In b and d, nb ¼ 3

At this point, the key question is: what is the maximum number of
bubbles needed to perform the algorithm? For each k, the maximum
value of nb corresponds to the worst case, i.e. the already extracted
values have a triangular shape in TS. If k 2 1 is a triangular number,
(i.e. k 2 1 ¼ t × (t 2 1)/2, for a given integer t) then the maximum
value of nb is t. Consequently, for all k, nb can be bounded by the
triangular root as:

nb ≤ c(k) = 1 +
��������������
1 + 8(k − 1)

√

2

⌈ ⌉
(2)

where ⌈x⌉ represents the smallest integer greater than or equal to x.

Complexity reduction: The maximum theoretical size of the sorter is
given by (2) which means that, if we reduce the size of B from nm to
c(nm), the complexity of the EMS ECN will be no longer dominated
by nm

2 but by nm × c(nm). In a practical implementation of the EMS
ECN, for a typical value of nm ¼ 15, c(nm) ¼ 5, which means that
with this new approach the number of compare operations is reduced
by a factor of three.

Bubble check algorithm for EMS ECN: Based on these heuristics, we
propose the bubble check algorithm, which is novel in that once the
element TS(i, j) is moved from B to E, it can be replaced by either
TS(i + 1, j) or TS(i, j + 1). To implement this, we introduce a ‘horizon-
tal’ flag, H. If H ¼ 1, then TS(i, j) is replaced by TS(i, j + 1) in B; if H ¼
0, then TS(i, j) is replaced by TS(i + 1, j ). Step 2 of the EMS algorithm
is modified as follows:

Modified step 2: Flag control: change the value of H.

(i) if (i ¼ 1) then H ¼ 1, H̄ = 0
(ii) if ( j ¼ 1 and i ≥ nb) then H ¼ 0, H̄ = 1
(iii) if TS(i + H̄ , j + H ) has never been introduced in B then include
TS(i + H̄ , j + H ) in B, else include TS(i + H, j + H̄ ) in B

Fig. 2 shows an example of the EMS ECN bubble check for inputs
U ¼ {0, 7, 15, 21, 25, . . .} and V ¼ {0, 6, 13, 17, 21, . . .}. The size
of the sorter is nb ¼ 4 and the output vector after eight clock cycles is
E ¼ {0, 6, 7, 13, 13, 15, 17, 20}. The flag changes from H ¼ 1 to
H ¼ 0 at the seventh clock cycle.
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Fig. 2 Example of ECN processing with bubble check algorithm

a Initial configuration: k ¼ 1, E(k) ¼ TS(1, 1) ¼ 0, H ¼ 1
b k ¼ 7, E(k) ¼ TS (4, 1) ¼ 17. Since i ¼ nb ¼ 4, H ¼ 0, then following bubble
in sorter is TS(5, 1)
c k ¼ 8, E(k) ¼ TS (3, 2) ¼ 20, H ¼ 0. Following bubble in sorter is TS (4, 2)

Simulation results: We simulated the EMS ECN bubble check and the
EMS ECN [3] with ultra-sparse NB-LDPC codes designed in GF(64)
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and characterised by a fixed variable node degree dv ¼ 2 [6]. We con-
sidered horizontal shuffle scheduling, forward/backward processing
and nm ¼ 16. Fig. 3 shows simulation results for codewords of length
N ¼ 192 symbols and rate R ¼ 1/2, with nb ¼ 2, 3, 4, 5 and nb ¼

c(nm) ¼ 6. The bubble check presents no performance loss for nb ≥ 4.
For nb ¼ 3 and 2, the performance loss is around 0.04 and 0.4 dB,
respectively. The simulation of other code lengths and rates (not
shown in this Letter) confirms that the performance of the bubble
check algorithm with nb ¼ 4 bubbles remains identical to the perform-
ance of the EMS algorithm. This shows that, in practice, the complexity
can be chosen to be even lower than the theoretical by using nb , c

(nm), without performance loss.
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Fig. 3 Simulation results for N ¼ 192, R ¼ 1/2, nm ¼ 16 and 20 decoding
iterations

‘EMS’ corresponds to EMS ECN algorithm defined in [3]. ‘Bubble check’ is the
EMS ECN bubble check presented throughout

Conclusion: The bubble check is presented as an original algorithm for
EMS ECN processing of NB-LDPC decoders. We believe that the
ELECTR
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-complexity reduction it introduces is a key feature for practical

implementation.
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