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Abstract—Let $R$ be a class of generators of node-labelled infinite trees, and $L$ be a logical language for describing correctness properties of these trees. Given $R \in R$ and $\varphi \in L$, we say that $R_\varphi$ is a $\varphi$-reflection of $R$ just if (i) $R$ and $R_\varphi$ generate the same underlying tree, and (ii) suppose a node $u$ of the tree $[R]$ generated by $R$ has label $f$, then the label of the node $u$ of $[R_\varphi]$ is $f$ if $u$ in $[R]$ satisfies $\varphi$; it is $f$ otherwise. Thus if $[R]$ is the computation tree of a program $R$, we may regard $R_\varphi$ as a transform of $R$ that can internally observe its behaviour against a specification $\varphi$. We say that $R$ is (constructively) reflective w.r.t. $L$ just if there is an algorithm that transforms a given pair $(R, \varphi)$ to $R_\varphi$. In this paper, we prove that higher-order recursion schemes are reflective w.r.t. both modal $\mu$-calculus and monadic second order (MSO) logic. To obtain this result, we give the first characterisation of the winning regions of parity games over the transition graphs of collapsible pushdown automata (CPDA): they are regular sets defined by a new class of automata. (Order-$n$ recursion schemes are equi-expressive with order-$n$ CPDA for generating trees.) As a corollary, we show that these schemes are closed under the operation of MSO-interpretation followed by tree unfolding à la Caucal.

I. INTRODUCTION

An old model of computation, recursion schemes were originally designed as a canonical programming calculus for studying program transformation and control structures. In recent years, higher-order recursion schemes (HORS) have received much attention as a method of constructing rich and robust classes of possibly infinite ranked trees (or sets of such trees) with strong algorithmic properties. The interest was sparked by the discovery of Knapik et al. [2] that HORSs which satisfy a syntactic constraint called safety generate the same class of trees as higher-order pushdown automata. Remarkably these trees have decidable monadic second-order (MSO) theories, subsuming earlier well-known MSO decidability results for regular (or order-0) trees [3] and algebraic (or order-1) trees [4]. We now know [5] that the modal $\mu$-calculus (local) model checking problem for trees generated by arbitrary order-$n$ recursion schemes is $n$-EXPTIME complete (hence these trees have decidable MSO theories); further [6] these schemes are equi-expressive with a new variant class of higher-order pushdown automata, called collapsible pushdown automata (CPDA).

Let $T$ be a class of finitely-presentable infinite structures (such as trees or graphs) and $L$ be a logical language for describing correctness properties of these structures. The global model checking problem asks, given $t \in T$ and $\varphi \in L$, whether the set $[t]_\varphi$ of nodes defined by $\varphi$ and $t$ is finitely describable, and if so, whether it is decidable. Our first contribution is a solution of the modal $\mu$-calculus global model checking problem for transition graphs of CPDA (the problem is equivalent to characterising winning regions of parity games played over the transition graphs of CPDA). To this end, we introduce a new kind of finite-state automata. Recall that an order-$n$ collapsible stack is an order-$n$ stack in which every symbol (except the bottom-of-stack) has a back pointer to some deeper stack of order less than $n$. For a fixed $n$, these (deterministic) automata take as input order-$n$ collapsible stacks represented as well-bracketed sequences of symbols that have back pointers. When reading a symbol, the transition to a new state depends on, not just the current state, but also the state of the automaton when the symbol pointed to was read. These automata are closed under Boolean operations and have decidable acceptance and emptiness problems. We show that (Theorem 4) the winning regions of parity games played over the transition graphs of CPDA are regular i.e. recognizable by these (deterministic) automata. The proof is by induction on the order, and uses a sequence of game reductions that preserve regular sets.

An innovation of our work is a new approach to global model checking, by “internalising” the semantics $[t]_\varphi$. Let $\varphi \in L$, and $R$ be a HORS over $\Sigma$ (i.e. the node labels of $[R]$, the tree generated by $R$, are elements of the ranked alphabet $\Sigma$). We say that $R_\varphi$, which is a HORS over $\Sigma \cup \Sigma$ (where $\Sigma$ consists of a marked copy of each $\Sigma$-symbol), is a $\varphi$-reflection\(^1\) of $R$ just if $R$ and $R_\varphi$ generate the same underlying tree; further, suppose a node $u$ of $[R]$ has label $f$, then the label of the node $u$ of $[R_\varphi]$ is $f$ if $u$ in $[R]$ satisfies $\varphi$, and it is $f$ otherwise. Equivalently we can think of $[R_\varphi]$ as the tree that is obtained from $[R]$ by distinguishing the nodes that satisfy $\varphi$. Our second contribution is the result that HORS are (constructively) reflective w.r.t. the modal $\mu$-calculus (Theorem 2). I.e. we give an algorithm that, given a modal $\mu$-calculus formula $\varphi$, transforms a HORS to its $\varphi$-reflection. The proof relies on the closure of CPDA under regular tests (Theorem 3) i.e. we

\(^1\)In programming languages, reflection is the process by which a computer program can observe and dynamically modify its own structure and behaviour.
can endow the model of CPDA with the ability to test if the current configuration belongs to a given regular set without increasing its expressive power as tree generators.

The class of trees generated by HORSs is closed under two further logical operations. In a ranked tree, a node $u$ may be represented by its unique path from the root, given as a finite word $\text{path}(u)$ over an appropriate alphabet. Let $B$ be a finite-state word automaton over the alphabet. We say that $R_B$ is a $B$-reflection of $R$ just if $R$ and $R_B$ generate the same underlying tree; further if a node $u$ of $[R]$ has label $f$, then the label of node $u$ of $[R_B]$ is $f$ if $B$ accepts $\text{path}(u)$, and it is $f$ otherwise. We show that if a class $C$ of tree generators is reflective w.r.t. modal $\mu$-calculus, and w.r.t. regular paths (i.e. there is an algorithm that transforms a given pair $(B, R)$ to $R_B$), then it is also reflective w.r.t. MSO. We then obtain two pleasing consequences. First, trees that are generated by HORSs are reflective w.r.t. MSO (Corollary 2). Secondly, if one starts with a tree $t$ generated by an order-$n$ recursion scheme and some MSO-interpretation $I$, then the unfolding of the graph $I(t)$ is isomorphic to a tree generated by an order-$(n+1)$ recursion scheme (Corollary 3). It follows that the class of trees generated by HORSs is closed under the operation of MSO-interpretation followed by tree unfolding à la Caucal.

Related work: Vardi and Piterman [7] studied the global model checking problem for regular trees and prefix-recognizable graphs using two-way alternating parity tree automata. Extending their results, Carayol et al. [8] showed that the winning regions of parity games played over the transition graphs of higher-order pushdown automata (i.e. without collapse) are regular. Recently, using game semantics, Broadbent and Ong [9] showed that for every order-$n$ recursion scheme $S$, the set of nodes in $[S]$ that are definable by a given modal $\mu$-formula is recognizable by an order-$n$ (non-deterministic) collapsible pushdown word automaton. (Here we show in Theorem 2(i) that the nodes are recognizable by a deterministic CPDA.) In a different but related direction, Kartzow [10] showed that order-2 collapsible stacks can be encoded as trees in such a way that the set of stacks reachable from the initial configuration corresponds to a regular set of trees. (Since his notion of regularity on 2-stacks encompasses ours, it follows from our Theorem 4 that the winning regions of 2-CPDA parity games are regular sets of trees with Kartzow’s encoding.)

Outline: In Section II we give the basic definitions. Section III introduces a notion of regular set of collapsible stacks, given by a new kind of finite-state automata. In Section IV, we characterise the winning regions of parity games played over the transition graphs of CPDA. Section V presents the reflection results.

II. Preliminaries

An alphabet $A$ is a (possibly infinite) set of letters. In the sequel $A^+$ denotes the set of finite words over $A$, and $A^\omega$ the set of infinite words over $A$. The empty word is written $\varepsilon$.

Higher-Order Recursion Schemes: Types are generated from the base type $o$ using the arrow constructor $\to$. Every type $A$ can be written uniquely as $A_1 \to \cdots \to A_n \to o$ (arrows associate to the right), for some $n \geq 0$ which is called its arity; we shall often write $A$ simply as $\langle A_1, \cdots, A_n, o \rangle$. We define the order of a type by $\text{ord}(o) := 0$ and $\text{ord}(A \to B) := \max(\text{ord}(A) + 1, \text{ord}(B))$. Let $\Sigma$ be a ranked alphabet i.e. each symbol $f$ has an arity $\text{ar}(f) \geq 0$; we assume that $f$’s type is the $(\text{ar}(f) + 1)$-tuple $(o, \cdots, o, o)$. We further shall assume that each symbol $f \in \Sigma$ is assigned a finite set $\text{Dir}(f)$ of $\text{ar}(f)$ directions (typically $\text{Dir}(f) = \{1, \cdots, \text{ar}(f)\}$), and we define $\text{Dir}(\Sigma) := \bigcup_{f \in \Sigma} \text{Dir}(f)$. Let $D$ be a set of directions; a $D$-tree is just a prefix-closed subset of $D^*$. A $\Sigma$-labelled tree is a function $t : \text{Dom}(t) \to \Sigma$ such that $\text{Dom}(t)$ is a $\text{Dir}(\Sigma)$-tree, and for every node $\alpha \in \text{Dom}(t)$, the $\Sigma$-symbol $t(\alpha)$ has arity $k$ if and only if $\alpha$ has exactly $k$ children and the set of its children is $\{\alpha i \mid i \in \text{Dir}(t(\alpha))\}$. $t$ is a ranked tree.

For each type $A$, we assume an infinite collection $\text{Var}^A$ of variables of type $A$, and write $\text{Var}$ to be the union of $\text{Var}^A$ as $A$ ranges over types; we write $t : A$ to mean that the expression $t$ has type $A$. A (deterministic) recursion scheme is a tuple $S = \langle \Sigma, N, R, I \rangle$ where $\Sigma$ is a ranked alphabet of terminals; $N$ is a set of typed non-terminals; $I \in N$ is a distinguished initial symbol of type $o$; $R$ is a finite set of rewrite rules – one for each non-terminal $F : (A_1, \cdots, A_n, o) \to$ of the form $F \xi_1 \cdots \xi_n \to e$ where each $\xi_i$ is in $\text{Var}^A$, and $e$ is an applicative term of type $o$ generated from elements of $\Sigma \cup N \cup \{\xi_1, \cdots, \xi_n\}$. We shall use lower-case roman letters for terminals (e.g. $a, f, g$), and upper-case roman letters for non-terminals (e.g. $I, F, H$). The order of a recursion scheme is the highest order of the types of its non-terminals.

We use recursion schemes as generators of $\Sigma$-labelled trees. The value tree of (or the tree generated by) a recursion scheme $S$, denoted $[S]$, is a possibly infinite applicative term, but viewed as a $\Sigma$-labelled tree, constructed from the terminals in $\Sigma$, that is obtained by rewriting using the rules of $S$ ad infinitum, replacing formal by actual parameters each time, starting from the initial symbol $I$. See e.g. [6] for a formal definition.

Example 1. Let $S$ be the order-2 recursion scheme with non-terminals $I : o, H : (o, o), F : ((o, o), o)$; variables $x : o, \varphi : (o, o)$; terminals $f, g, a$ of arity 2, 1, 0 respectively;
and the following rewrite rules:

\[
\begin{align*}
I & \rightarrow Ha \\
Hx & \rightarrow F(fx) \\
F \varphi & \rightarrow \varphi(Fg)
\end{align*}
\]

The value tree \([S]\) (as shown above) is the \(\Sigma\)-labelled tree defined by the infinite term \(f(a(g(g \cdots))))\).

**Higher-Order Collapsible Stacks:** Fix a stack alphabet \(\Gamma\) and a distinguished bottom-of-stack symbol \(\bot \in \Gamma\). An order-0 stack is just a stack symbol. An order-(\(n+1\)) stack \(s\) is a non-null sequence (written \([s_1 \cdots s_\ell]\)) of order-\(n\) stacks such that every \(\Gamma\)-symbol \(\gamma \neq \bot\) that occurs in \(s\) has a link to a stack (of order \(k\) where \(k \leq n\)) situated below it in \(s\); we call the link a \((k+1)\)-link. The order of a stack \(s\) is written \(\text{ord}(s)\); and we shall abbreviate order-\(n\) stack to \(n\)-stack. As usual, the bottom-of-stack\(^2\) symbol \(\bot\) cannot be popped from or pushed onto a stack. We define \(\bot_k\), the empty \(k\)-stack, as: \(\bot_0 = \bot\) and \(\bot_{k+1} = [\bot_k]\).

The set \(\text{Op}_{\alpha^n}\) of order-\(n\) stack operations consists of the following four types of operations:

1. \(\text{pop}_k\) for each \(1 \leq k \leq n\)
2. \(\text{push}^k_{\alpha}\) for each \(1 \leq k \leq n\) and each \(\alpha \in (\Gamma \setminus \{\bot\})\)
3. \(\text{push}_j\) for each \(2 \leq j \leq n\).
4. \(\text{collapse}\).

First we introduce the auxiliary operations: \(\text{top}_i\), which takes a stack \(s\) and returns the top \((i-1)\)-stack of \(s\); and \(\text{push}_i^\alpha\), which takes a stack \(s\) and pushes the symbol \(\alpha\) onto the top of the \((i-1)\)-stack of \(s\). Precisely let \(s = [s_1 \cdots s_{\ell+1}]\) be a stack with \(1 \leq i \leq \text{ord}(s)\), we define

\[\text{top}_i [s_1 \cdots s_{\ell+1}] = \begin{cases} s_{\ell+1} & \text{if } i = \text{ord}(s) \\ s_{\ell+1} & \text{if } i < \text{ord}(s) \end{cases}\]

and define \(\text{push}_i^\alpha [s_1 \cdots s_{\ell+1}]\) by

\[
\begin{cases} [s_1 \cdots s_\ell & \text{if } \text{ord}(s) > 1 \\ [s_1 \cdots s_{\ell+1} & \text{if } \text{ord}(s) = 1 \alpha] \end{cases}
\]

We can now explain the four operations in turn. For \(i \geq 1\) the order-\(i\) \(\text{pop}\) operation, \(\text{pop}_i\), takes a stack and returns it with its top \((i-1)\)-stack removed. Let \(1 \leq i \leq \text{ord}(s)\) we define \(\text{pop}_i [s_1 \cdots s_{\ell+1}]\) by

\[
\begin{cases} [s_1 \cdots s_\ell] & \text{if } i = \text{ord}(s) \text{ and } \ell \geq 1 \\ [s_1 \cdots s_i \text{pop}_i s_{i+1}] & \text{if } i < \text{ord}(s) \end{cases}
\]

We say that a stack \(s_0\) is a prefix of a stack \(s\) (of the same order), written \(s_0 \preceq s\), just if \(s_0\) can be obtained from \(s\) by a sequence of (possibly higher-order) \(\text{pop}\) operations.

\(^2\)Thus we require an order-1 stack to be a non-null sequence \([a_1 \cdots a_\ell]\) of \(\Gamma\)-symbols such that for all \(1 \leq i \leq \ell\), \(a_i = \bot\) iff \(i = 1\).

Take an \(n\)-stack \(s\) and let \(i \geq 2\). To construct \(\text{push}_i^{\alpha,i}\) \(s\) we first attach a link from a fresh copy of \(\alpha\) to the \((i-1)\)-stack that is immediately below the top \((i-1)\)-stack of \(s\), and then push the symbol-with-link onto the top \((i-1)\)-stack of \(s\). As for \(\text{collapse}\), suppose the \(\text{top}_{i-1}\)-symbol of \(s\) has a link to (a particular copy of) the \(k\)-stack \(u\) somewhere in \(s\). Then \(\text{collapse}\) \(s\) causes \(s\) to “collapse” to the prefix \(s_o\) of \(s\) such that \(\text{top}_{k+1} s_o\) is that copy of \(u\). Finally, for \(j \geq 2\), the order-\(j\) \(\text{push}\) operation, \(\text{push}_j\), simply takes a stack \(s\) and duplicates the top \((j-1)\)-stack of \(s\), preserving its link structure.

To avoid clutter, when displaying \(n\)-stacks in examples, we shall omit the bottom-of-stack symbols and \(1\)-links (indeed by construction they can only point to the symbol directly below), writing e.g. \([\bot_1][\alpha\gamma]\) instead of \([\bot_1][\bot_2][\alpha\gamma]\).

**Example 2.** Take the 3-stack \(s = [[[\alpha]]] [[[]]] \] . We have

\[
\begin{align*}
\text{push}_1^{\beta,2} s &= [[[\alpha]]] [[[][\alpha\beta]]] \\
\text{collapse}(\text{push}_1^{\beta,2} s) &= [[[\alpha]]] [[[[\alpha\beta]]]] \\
\text{push}_1^{\gamma,3}(\text{push}_1^{\beta,2} s) &= [[[\alpha]]] [[[[\alpha\beta]]]] \\
\end{align*}
\]

Then \(\text{push}_2\theta\) and \(\text{push}_3\theta\) are respectively

\[
[[[\alpha]]] [[[][\alpha\beta]]] [[\alpha\beta]]]] \quad \text{and} \quad [[[[\alpha]]] [[[[\alpha\beta]]]]].
\]

We have \(\text{collapse}(\text{push}_2\theta) = \text{collapse}(\text{push}_3\theta) = \text{collapse}\theta = [[[\alpha]]].\)

**Important Remark.** Our definition of collapsible stacks allows non-constructible stacks such as

\[
[[[\bot\alpha]]] [[[[\bot\beta]]]]
\]

From now on, by an \(n\)-stack \(s\), we mean a constructible one i.e. we assume there exists \(\theta \in \text{Op}_{\alpha^n}\) such that \(s = \theta_{\bot_n}\).

**Collapsible Pushdown Automata:** An order-\(n\) (deterministic) collapsible pushdown automaton \((n\text{-CPDA})\) is a 6-tuple \((\mathcal{A} \cup \{\varepsilon\}, \Gamma, Q, \delta, q_0, F)\) where \(\mathcal{A}\) is an input alphabet and \(\varepsilon\) is a special symbol, \(\Gamma\) is a stack alphabet, \(Q\) is a finite set of states, \(q_0\) is the initial state, \(F \subseteq Q\) is the set of final states and \(\delta : Q \times \Gamma \times (\mathcal{A} \cup \{\varepsilon\}) \rightarrow Q \times \text{Op}_{\alpha^n}\) is a transition (partial) function such that, for all \(q \in Q\) and \(\gamma \in \Gamma\), if \(\delta(q, \gamma, \varepsilon)\) is defined then for all \(a \in \mathcal{A}\), \(\delta(q, \gamma, a)\) is undefined (i.e. if some \(\varepsilon\)-transition can be taken, then no other transition is possible).

In the special case where \(\delta(q, \gamma, \varepsilon)\) is undefined for all \(q \in Q\) and \(\gamma \in \Gamma\) we refer to \(\mathcal{A}\) as an \(\varepsilon\)-free \(n\text{-CPDA}\)
and we omit $\varepsilon$ in the definition of $A$ i.e. we denote it as $A = \langle A, \Gamma, Q, \delta, q_0, F \rangle$.

Configurations of an $n$-CPDA are pairs of the form $(q, s)$ where $q \in Q$ and $s$ is an $n$-stack over $\Gamma$; the initial configuration is $(q_0, s_n)$ and final configurations are those whose control state belongs to $F$.

An $n$-CPDA $A = \langle A \cup \{\varepsilon\}, \Gamma, Q, \delta, q_0, F \rangle$ naturally defines an $(A \cup \{\varepsilon\})$-labelled transition graph $G(A) := (V, E)$ whose vertices $V$ are the configurations of $A$ and whose edge relation $E$ is given by: $((q, s), (q', s')) \in E$ iff $\delta(q, top(s), a) = (q', op(s))$ and $s' = op(s)$. Such a graph is called an $n$-CPDA graph.

In this paper we will use $n$-CPDA for three different purposes: as words acceptors, as generators for infinite trees and as generators of the graph underlying a parity game.

Using an $n$-CPDA as a Words Acceptor: A order-$n$ CPDA $A = \langle A \cup \{\varepsilon\}, \Gamma, Q, \delta, q_0, F \rangle$ accepts the set of words $w \in A^*$ labeling a run from the initial configuration to a final configuration (interpreting $\varepsilon$ as a silent move). We write $L(A)$ for the accepted language.

Using an $n$-CPDA as an Infinite Tree Generator: Fix an $n$-CPDA $A = \langle A \cup \{\varepsilon\}, \Gamma, Q, \delta, q_0, F \rangle$. Take the $\varepsilon$-closure $G_\varepsilon(A)$ of $G(A)$ defined as follows: first add an $a$-labelled edge from $v_1$ to $v_2$ whenever there is a path from $v_1$ to $v_2$ labelled by a word that matches $a^{\varepsilon}$, and there is no outgoing $\varepsilon$-labelled from $v_2$; then remove any vertex (in the path) that is the source of an $\varepsilon$-labelled edge. Owing to the restriction we imposed on $\delta$, the resulting graph is deterministic and $\varepsilon$-free.

In $G(A)$ there exists a unique configuration $v_0$ which is reachable from the initial configuration by a (possibly empty) sequence of $\varepsilon$-labelled edges, and the source of a non-$\varepsilon$-labelled edge. Trivially, $v_0$ is a vertex of $G_\varepsilon(A)$. Now, let $T$ be the tree obtained by unfolding $G_\varepsilon(A)$ from $v_0$. Then $T$ is deterministic.

Finally, in order to define a $\Sigma$-labelled tree $t$ for a ranked alphabet $\Sigma$, it suffices to identify a total function $\rho : Q \to \Sigma$ such that for all $q \in Q$ and $\gamma \in \Gamma, \langle a \mid (q, \gamma, a) \in \text{Dom}(\delta) \rangle = \text{Dom}(\rho(q))$, and then to define $t$ by $t(u) := \rho(q_u)$ for every node $u \in \text{Dom}(T)$, where $q_u$ is the state of the last configuration of $u$.

In [6] (a version of) the following equi-expressivity result was proved.

**Theorem 1.** (i) Let $S$ be an order-$n$ recursion scheme over $\Sigma$ and let $t$ be its value tree. Then there is an order-$n$ CPDA $A = \langle A \cup \{\varepsilon\}, \Gamma, Q, \delta, q_0, F \rangle$, and $\rho : Q \to \Sigma$ such that $t$ is the tree generated by $A$ and $\rho$.

(ii) Let $A = \langle A \cup \{\varepsilon\}, \Gamma, Q, \delta, q_0, F \rangle$ be an order-$n$ CPDA, and let $t$ be the $\Sigma$-labelled tree generated by $A$ and a given map $\rho : Q \to \Sigma$. Then there is an order-$n$ recursion scheme over $\Sigma$ whose value tree is $t$.

Moreover the inter-translations between schemes and CPDA are polytime computable.

Using an $n$-CPDA to Define a Parity Game: We start by recalling the definition of parity game. Let $G = (V, E \subseteq V \times V)$ be a graph. Let $V_E \cup V_A$ be a partition of $V$ between two players, Éloïse and Abelard. A game graph is such a tuple $G = (G, V_E, V_A)$. A colouring function $\rho$ is a mapping $\rho : V \to C \subseteq \mathbb{N}$ where $C$ is a finite set of colours. An infinite two-player parity game on a game graph $G$ is a pair $G = (G, \rho)$.

Éloïse and Abelard play in $G$ by moving a token between vertices. A play from some initial vertex $v_0$ proceeds as follows: the player owning $v_0$ moves the token to a vertex $v_1$ such that $(v_0, v_1) \in E$. Then the player owning $v_1$ chooses a successor $v_2$ and so on. If at some point one of the players cannot move, she/he loses the play. Otherwise, the play is an infinite word $v_0v_1v_2\cdots \in V^\omega$ and is won by Éloïse just in case $\liminf \rho(v_i)_{i \geq 0}$ is even. A partial play is just a prefix of a play.

A strategy for Éloïse is a function assigning, to every partial play ending in some vertex $v \in V_E$, a vertex $v'$ such that $(v, v') \in E$. Éloïse respects a strategy $\Phi$ during a play $\Lambda = v_0v_1v_2\cdots$ if $v_i+1 = \Phi(v_i \cdots v_i)$, for all $i \geq 0$ such that $v_i \in V_E$. A strategy $\Phi$ for Éloïse is winning from a position $v \in V$ if she wins every play that starts from $v$ and respects $\Phi$. Finally, a vertex $v \in V$ is winning for Éloïse if she has a winning strategy from $v$, and the winning region for Éloïse consists of all winning vertices for her. Symmetrically, one defines the corresponding notions for Abelard. It follows from Martin’s Theorem [11] that, from every position, either Éloïse or Abelard has a winning strategy.

Now let $A = \langle A \cup \{\varepsilon\}, \Gamma, Q, \delta, q_0, F \rangle$ be an order-$n$ CPDA and let $(V, E)$ be the graph obtained from $G(A)$ by removing edge-labels. Let $Q_E \cup Q_A$ be a partition of $Q$ and let $\rho : Q \to C \subseteq \mathbb{N}$ be a colouring function (over states). Altogether they define a partition $V_E \cup V_A$ of $V$ whereby a vertex belongs to $V_E$ iff its control state belongs to $Q_E$, and a colouring function $\rho : V \to C \subseteq \mathbb{N}$ where a vertex is assigned the colour of its control state. The structure $G = (G(A), V_E, V_A)$ defines a game graph and the pair $G = (G, \rho)$ defines a parity game (that we call a $n$-CPDA parity game).

The Global Model-Checking Problem: Fix a $\Sigma$-labelled tree $t$ given by a recursion scheme or by a CPDA, and a logical formula $\varphi$ (e.g. a $\mu$-calculus formula, or an MSO formula with a single free first-order variable). We denote by $\{t\}_\varphi$ the set of nodes of $t$ described by $\varphi$.

The **local model checking problem** asks whether $u \in \{t\}_\varphi$ for a given node $u$. Decidability of this problem was first proved in [5]. The **global model checking problem** asks for a finite description of the set $\{t\}_\varphi$, if there is one. As $\{t\}_\varphi$ is in general an infinite set, there are several non-equivalent ways to represent it finitely. However there are two natural approaches.

- **Exogenous:** Given a $\Sigma$-labelled tree $t$ and a formula $\varphi$, output a description by means of a word acceptor
device recognizing $|t_\varphi| \subseteq \text{Dir}(\Sigma)^*$.

- **Endogeneous:** Given a $\Sigma$-labelled tree $t$ and a formula $\varphi$, output a finite description of the $(\Sigma \cup \{\varphi\})$-labelled tree $t_\varphi$ — where $\Sigma = \{\sigma \mid \sigma \in \Sigma\}$ is a marked copy of $\Sigma$ — such that $\text{Dom}(t_\varphi) = \text{Dom}(t)$, and $t_\varphi(u) = t(u)$ if $u \in |t_\varphi|$ and $t_\varphi(u) = t(u)$ otherwise.

In case the $\Sigma$-labelled tree $t$ is generated by an order-$n$ recursion scheme, it is natural to consider order-$n$ CPDA both as words acceptors for $|t_\varphi|$ (in the exogeneous approach) and as tree generator for $t_\varphi$ (in the endogeneous approach). In the latter case, order-$n$ schemes and CPDA can be used interchangeably.

**Example 3.** Let $S$ be the order-2 recursion scheme with non-terminals $I : o, F : ((o,o),o,o)$ (and variables and terminals as in Example 1) and the following rewrite rules:

$$
\begin{align*}
I \rightarrow & F g(\alpha) \\
F \varphi z \rightarrow & f(F \varphi(\varphi x)) x
\end{align*}
$$

where the arities of the terminals $f, g, a$ are 2, 1, 0 respectively. The value tree $t = [S]$ is the $\Sigma$-labelled tree depicted above.

Let $\varphi = p_g \land \mu X.(\varphi_1 p_a \lor \varphi_1 \varphi_1 X)$, where $p_g$ (resp. $p_a$) is a propositional variable asserting that the current node is labelled by $g$ (resp. $a$), be the $\mu$-calculus formula defining the nodes which are labelled by $g$ such that the length of the (unique) path to an $a$-labelled node is odd.

An exogeneous approach to the global model checking problem is to output a 2-CPDA accepting the set $|t_\varphi| = \{1^m21^k \mid n+k \text{ is odd}\}$, which in this special case is regular.

An endogeneous approach to this problem is to output the following recursion scheme:

$$
\begin{align*}
I \rightarrow & H g a \\
H z \rightarrow & f(H g z) z \\
H z \rightarrow & f(H g z) z
\end{align*}
$$

with non-terminals $I : o, H : (o,o)$; and a variable $z : o$. The value tree of this new scheme is depicted on the right.

Our first contribution of the paper addresses the global model checking problem for trees generated by recursion scheme. (The theorem will be proved in Section V).

**Theorem 2 (\(\mu\)-Calculus Reflection).** Let $t$ be a $\Sigma$-labelled tree generated by an order-$n$ recursion scheme $S$ and $\varphi$ be a $\mu$-calculus formula.

(i) There is an algorithm that transforms $(S, \varphi)$ to an order-$n$ CPDA $A$ such that $L(A) = |t_\varphi|$.

(ii) There is an algorithm that transforms $(S, \varphi)$ to an order-$n$ recursion scheme that generates $t_\varphi$.

**Remark 1.** Note that (ii) implies (i). To see why this is so, assume that we can construct an order-$n$ recursion scheme generating $t_\varphi$. Thanks to Theorem 1, we can construct in polynomial time an order-$n$ CPDA $A$ which, together with a mapping $\rho : Q \rightarrow \Sigma \cup \Sigma$ generates $t_\varphi$. Taking $\{q \in Q \mid \rho(q) \in \Sigma\}$ as a set of final states, $A$ accepts $|t_\varphi|$.

**Winning Regions:** The key ingredient of the proof of Theorem 2 is a precise characterisation of the winning regions of parity games defined by CPDA. This exploits the close connection between $\mu$-calculus and parity games [13]. Hence, an important part of this article is devoted to an effective characterisation of the winning regions of $n$-CPDA parity games. Section III introduces a new class of automata accepting sets of configurations of $n$-CPDA, and in Section IV we prove that for any $n$-CPDA parity game one can effectively represent the winning regions by such an automaton.

### III. Regular Sets of Collapsible Stacks

We start by introducing a class of automata with a finite state-set that can be used to recognize sets of collapsible stacks. Let $s$ be an order-$n$ collapsible stack. We first associate with $s = s_1, \ldots, s_\ell$ a well-bracketed word of depth $n$, $\tilde{s} \in (\Sigma \cup \{1,1\})^*$:

$$
\tilde{s} := \begin{cases} [s_1 \cdots s_\ell] & \text{if } n \geq 1 \\
s & \text{if } n = 0 \text{ (i.e. } s \in \Sigma) \end{cases}
$$

In order to reflect the link structure, we define a partial function $\text{target}(s) : \{1, \ldots, |s|\} \rightarrow \{1, \ldots, |s|\}$ that assigns to every position in $\{1, \ldots, |s|\}$ the index of the end of the stack targeted by the corresponding link (if exists; indeed this is undefined for $\downarrow, [ \downarrow )$). Thus with $s$ is associated the pair $(\tilde{s}, \text{target}(s))$; and with a set $S$ of stacks is associated the set $\tilde{S} = \{ (\tilde{s}, \text{target}(s)) \mid s \in S \}$.

**Example 4.** Let $s = [[ \downarrow \alpha ]][[ \downarrow ]][\downarrow \alpha \beta \gamma]$]. Then $\tilde{s} = [[[ \downarrow \alpha ]][[ \downarrow ]][\downarrow \alpha \beta \gamma]]$, and $\text{target}(14) = 13, \text{target}(15) = 11$ and $\text{target}(16) = 7$.

We consider deterministic finite automata working on such representations of collapsible stacks. The automaton reads the word $\tilde{s}$ from left to right. On reading a letter that does not have a link (i.e. $\text{target}$ is undefined on its index) the automaton updates its state according to the current state and the letter; on reading a letter that has a link, the automaton updates its state according to the current state, the letter and the state it was in after processing the targeted position. A run is accepting if it ends in a final state. One can think
of these automata as a deterministic version of Stirling’s dependency tree automata [14] restricted to words.

Formally, an automaton is a tuple \((Q, A, q_{in}, F, \delta)\) where \(Q\) is a finite set of states, \(A\) is a finite input alphabet, \(q_{in} \in Q\) is the initial state, \(F \subseteq Q\) is a set of final states and \(\delta : (Q \times A) \cup (Q \times A \times Q) \rightarrow Q\) is a transition function.

With a pair \((u, \tau)\) where \(u = a_1 \cdots a_n \in A^*\) and \(\tau\) is a partial map from \(\{1, \ldots, n\} \rightarrow \{1, \ldots, n\}\), we associate a unique run \(r = r_0 \cdots r_n\) as follows:

- \(r_0 = q_{in}\);
- for all \(0 \leq i < n\), \(r_{i+1} = \delta(r_i, a_{i+1})\) if \(i + 1 \notin \text{Dom}(\tau)\);
- for all \(0 \leq i < n\), \(r_{i+1} = \delta(r_i, a_{i+1}, r_{\tau(i+1)})\) if \(i + 1 \in \text{Dom}(\tau)\).

The run is accepting just if \(r_n \in F\), and the pair \((u, \tau)\) is accepted just if the associated run is accepting.

To recognize configurations instead of stacks, we use the same machinery but now add the control state at the end of the coding of the stack. We code a configuration \((p, s)\) as the pair \((\tilde{s} \cdot p, \text{target}(s))\) (hence the input alphabet of the automaton also contains a copy of the control state of the corresponding CPDA).

Finally, we say that a set \(K\) of \(n\)-stacks over alphabet \(\Gamma\) is regular just if there is an automaton \(B\) such that for every \(n\)-stack \(s\) over \(\Gamma\), \(B\) accepts \((\tilde{s}, \text{target}(s))\) iff \(s \in K\). Regular sets of configurations are defined in the same way.

Remark 2. Non-deterministic automata are strictly more powerful than deterministic automata. Let \(L\) be the set of words with links \((\tilde{s}, \text{target}(s))\) such that \(\text{target}(s)\) is injective: \(\forall x, y, \text{target}(s)(x) = \text{target}(s)(y) \Rightarrow x = y\). Then \(L\) is not accepted by a deterministic automaton but its complement is accepted by a non-deterministic automaton. Since \(L\) is also not accepted by a non-deterministic automaton, the model of non-deterministic automaton is not closed under complement.

Closure Properties: Regular sets of stacks (resp. configurations) form an effective Boolean algebra.

Property 1. Let \(H, K\) be regular sets of \(n\)-stacks over an alphabet \(\Gamma\). Then \(L \cup K, L \cap K\), and \(\text{Stacks}(\Gamma) \setminus L\) are also regular (here \(\text{Stacks}(\Gamma)\) denotes the set of all \(n\)-stacks over \(\Gamma\)). The same holds for regular sets of configurations.

We can endow the model of CPDA with the ability to test if the current configuration belongs to a given regular set without increasing its expressive power as tree generators.

Theorem 3. Given an order-\(n\) CPDA \(A\) with a state-set \(Q\) and an automaton \(B\) (that takes \(\mathcal{A}\)-configurations as input), there exist an order-\(n\) CPDA \(\mathcal{A}[B]\) with a state-set \(Q'\), a subset \(F \subseteq Q'\) and a mapping \(\chi : Q' \rightarrow Q\) such that:

(i) restricted to the reachable configurations, the respective \(\varepsilon\)-closures of \(G(A)\) and \(G(\mathcal{A}[B])\) are isomorphic

(ii) for every configuration \((q, s)\) of \(\mathcal{A}[B]\), the corresponding configuration of \(A\) has state \(\chi(q)\) and belongs to \(L(B)\) if and only if \(q \in F\).

Proof (Sketch): Fix an order-\(n\) CPDA \(A\) and an automaton \(B\). We wish to construct a new order-\(n\) CPDA \(\mathcal{A}[B]\) that simulates \(A\) and in the meantime computes the state reached by \(B\) after processing the current stack. To this end, we associate with every stack a finite amount of information describing the behaviour of \(B\) when reading it.

Let \(Q\) be the state set of \(B\). Let \(S\) be an order-\(n\) stack and let \(s_k\) be its top \(k\)-stack. If \(s_k\) was simply a stack without links, it could be described, from the point of view of \(B\), by the mapping \(\tau\) from \(Q\) to \(Q\) such that if \(B\) starts reading \(s_k\) in state \(q\) then it finishes reading it in state \(\tau(q)\). However, if one simply extracts \(s_k\) from \(S\), there may be “dangling links” of order greater than \(k\). As the number of these links is unbounded, it is impossible to specify individually the \(Q\)-state that should be attached to the target of each of these links. Our idea is to associate with \(s_k\) a mapping \(\tau_k^S\) which abstracts the behaviour of \(B\) on \(s_k\) but in the context of \(S\) (i.e. the information will only be pertinent when \(s_k\) is the top \(k\)-stack of \(S\)).

Thus \(s_k\) gives rise to a mapping \(\tau_k^S : Q^{n-k} \rightarrow (Q \rightarrow Q)\) that, given a tuple \((q_0, \ldots, q_{k-1})\), defines a transformation from \(Q\) to \(Q\). We use states \(q_0, \ldots, q_{k-1}\) to define the values of the states attached to the respective targets of the links (of order \(n, \ldots, k+1\) respectively) in \(s_k\): for \(n\)-links, we consider the run induced by reading \(S\) (we stop when \(s_k\) is reached) starting from \(q_0\) (this gives the value for the respective targets of the \(n\)-links), for \((n-1)\)-links, we consider the run induced by reading \(\text{top}_n(S)\) (we stop when \(s_k\) is reached) starting from \(q_{n-1}, \ldots\); and for \((k+1)\)-links, we consider the run induced by reading \(\text{top}_{k+2}(S)\) (again we stop when \(s_k\) is reached) starting from \(q_{k+1}\).

At any point in the computation of the CPDA \(\mathcal{A}[B]\) where a stack \(S\) of \(\mathcal{A}\) is simulated, the \(\text{top}_1\) symbol is a pair, consisting of the stack symbol \(\text{top}_1(S)\), and an \(n\)-tuple \((\tau_{n-1}, \ldots, \tau_0)\) where \(\tau_i\) is equal to \(\tau_{i+1}, \ldots, \tau_k\) for technical reasons, we do not care for the top \((i-1)\)-stack of \(S\) when defining \(\tau_i\).

The result is finally obtained by first showing that the state of \(B\), after reading the whole stack, can be recovered from the \(\tau_i\), and then proving that the values of the \(\tau_i\) can be maintained (for the top elements only) when simulating any stack action.

Emptiness: The closure under regular tests implies decidability of emptiness of automata with respect to constructible stacks.

Proposition 1. For a fixed \(n \geq 2\), the question of whether there is an order-\(n\) constructible stack that is accepted by a given automaton is decidable in \((n-1)\)-ExpTIME.

Proof (Sketch): Consider the stateless \(n\)-CPDA that allows us to construct all possible stacks. Now take its
closural $A'$ under regular test with respect to $B$ and use $A'$ as a words acceptor (final states are the set $F$ as given in Theorem 3). Then, the given automaton $B$ accepts at least one constructible stack iff $L(A') \neq \emptyset$. As the latter is decidable in $(n-1)$-EXPTIME, we get the expected result [6].

It is to be noted that if we no longer require the accepted stack to be constructible the problem becomes less intractable.

Proposition 2. For a fixed $n \geq 2$, the question of whether there is an order-$n$ possibly non-constructible stack that is accepted by a given automaton is NP-complete.

Proof (Sketch): Upper-bound is by a small model property argument. Lower-bound is by reducing 3-SAT.

IV. WINNING REGIONS OF CPDA GAMES

The main result of this section is a characterisation of winning regions by regular sets.

Theorem 4. Let $G$ be an $n$-CPDA parity game. Then the winning region for Éloïse (resp. for Abelard) is a regular set which can be effectively constructed.

Proof (Sketch): As the complete proof of Theorem 4 requires a lot of machinery, we will only focus on the key steps. Let us also stress that this proof borrows several ideas [6], [8] but also extend in a non trivial way their results (decidability of CPDA games of [6] and characterisation of winning region of HOPD games — i.e. games generated by CPDA without links — of [8]). The full version [1] provides a self contained proof of the result.

The proof is by induction on the order, and the induction step can be divided in three sub-steps (for order-1, the result is a classical one [15]). Assume one starts with an $n$-CPDA parity game $G$ (using colours $\{0, \ldots, d\}$) generated by some $n$-CPDA $A$. One does the following steps:

1) One builds a new $n$-CPDA $A_{rk}$ that mimics $A$ and that is rank-aware in the following sense. Take an $n$-CPDA $A$ and assume that states are coloured by integers. Consider a finite run $\lambda$ of $A$ and assume that the top$_1$-element in the last configuration of $\lambda$ has an $n$-link: then the link rank is defined as the smallest colour encountered since the creation of the original copy of the current $n$-link. An $n$-CPDA is rank-aware just if there is some function $\rho$ from its stack alphabet into the set of colours such that at any point in a run of the automaton, if the top$_1$-element has an $n$-link, then applying $\rho$ to it gives the link rank. Then from $A_{rk}$ one naturally gets a new parity game $G_{rk}$ and a transformation $\nu_1$ from any vertex $v$ in $G$ to a vertex $\nu_1(v)$ in $G_{rk}$ such that Éloïse wins in $G$ from $v$ iff she wins from $\nu_1(v)$ in $G_{rk}$. One also proves that regular sets of configurations are preserved by $\nu_1^{-1}$: hence it suffices to prove that winning regions are regular for games generated by rank-aware $n$-CPDA.

2) We now construct a new $n$-CPDA game that makes no use of $n$-links. This game mimics $G_{rk}$ except that whenever a player wants to perform a push$_h^{-1}$ action on the stack, this is replaced by the following negotiation between the players:

- Éloïse has to provide a vector $\vec{R} = (R_0, \ldots, R_d) \in (2^{G_{rk}})^{d+1}$ — here $Q_{rk}$ are the control states of $A_{rk}$ — whose intended meaning is the following: she claims that she has a strategy such that if the newly created link (or a copy of it) is eventually used by some collapse then it leads to a state in $R_i$ where $i$ is the smallest colour visited since the original copy of the link was created.

- Abelard has two choices. He can agree with Éloïse’s claim, pick a state $q$ in some $R_i$ and perform a pop$_n$ action whilst going to state $q$ (through an intermediate dummy vertex coloured by $i$); this is the case where Abelard wants to simulate a collapse involving the link. Alternatively Abelard can decide to push the symbol $(\gamma, \vec{R})$ without appending a link to it.

Later in the play, if the top$_1$-element is of the form $(\gamma, \vec{R})$, and if the player controlling the current configuration wants to simulate a move to state $q$ that collapses the stack, then this move is replaced by one that goes to a dead end vertex. This is deemed winning for Éloïse iff $q \in R_i$ where $i$ is the link rank found on the current top$_1$-element, which corresponds to the smallest colour visited since the original copy of symbol $(\gamma, \vec{R})$ was pushed onto the stack (recall that $A_{rk}$ is rank-aware). The intuitive idea is that, when simulating a collapse (invoking an order-$n$ link), Éloïse wins iff her initial claim on the possible reachable states by following the link was correct. Otherwise she loses.

Call $G_{II}$ (If for $n$-link free) this new game. Then one can define a transformation $\nu_2$ from any vertex $v$ in $G_{rk}$ to a vertex $\nu_2(v)$ in $G_{II}$ such that Éloïse wins in $G_{II}$ from $v$ iff she wins from $\nu_2(v)$ in $G_{II}$. One also proves that regular sets of configurations are preserved by $\nu_2^{-1}$: hence it suffices to prove that winning regions are regular for order-$n$ games that have no $n$-links.

Let us briefly explain how $\nu_2$ works as it motivated our definition of automata recognising collapsible stacks. $\nu_2$ takes a collapsible stacks and transforms it into a stack where every symbol $\gamma$ with an $n$-link is replaced by some symbol $(\gamma, \vec{R})$ without any link. Hence, one needs to explain how $\vec{R}$ is defined. Consider the stack obtained by removing every symbol above $\gamma$ and by collapsing (hence the new top$_n$ stack is the targeted one), and let $R$ be the set of states such that Éloïse wins in $G_{rk}$ from this state with this new stack content: then $\vec{R} = (R_0, \ldots, R_n)$. An automaton deciding whether a configuration in $G_{II}$ is winning will process the stack and encode on its control state a subset of states (of the CPDA) that are the winning ones at every position of the stack. To decide if a configuration is winning in $G_{rk}$ one computes on-the-fly its image under $\nu_2$ and simulates the
previous automaton. This image can be inferred as the only information needed (i.e. \( R \)) is precisely what is computed by the automaton and the information is available following the \( n \)-links in our model of automata.

**Example 5.** Assume we are playing a two-colour parity game. Let

\[
s = \{ [\alpha] [\alpha][\beta] \}, \quad R = \{ r \mid r, [[\alpha]] \} \text{ is winning for Éloïse in } G_{rk} \} \text{ and } \overline{R} = \langle r, R \rangle. Then \]

\[
\nu_2(s) = \{ [\alpha] [\alpha][\beta] (\gamma, \overline{R}) \} \{ [\alpha][\beta] (\gamma, \overline{R}) \}. \]

3) The last step is to construct an \((n-1)\)-CPDA game from which one can reconstruct the winning region in \( G_{\text{iff}} \). This can be done using the concept of abstract pushdown games developed in [8] and noting that order-\( n \) games that have no \( n \)-links are a special class of such games. Then using induction hypothesis and extending the results in [8] one concludes that the winning regions are regular in \( G_{\text{iff}} \).

Since the class of \( n \)-CPDA graphs is closed under Cartesian product with finite structures, Theorem 4 directly leads to a characterisation of \( \mu \)-calculus definable sets over those graphs.

**Corollary 1.** The \( \mu \)-calculus definable sets over CPDA-graphs are regular.

**Proof (Sketch):** Take a CPDA-graph \( G \) and a \( \mu \)-calculus formula \( \varphi \). From \( \varphi \), it is well known (see for instance [12]) how to construct a finite rooted graph \( G_{\varphi} \) and a parity game \( G \) over the synchronized product of \( G \) and \( G_{\varphi} \) such that, for any vertex \( v \in G \) the formula \( \varphi \) holds at \( v \) iff Éloïse wins in \( G \) from \((v, r)\) where \( r \) is the root of \( G_{\varphi} \). As the class of CPDA graphs is closed under Cartesian product with finite graphs, \( G \) is a CPDA parity game. Hence to decide whether \( \varphi \) holds in a configuration \( v \) it suffices to simulate on \((v, r)\) the automaton (constructed in Theorem 4) accepting the (regular) winning region for Éloïse in \( G \). This easily implies that the set of vertices where \( \varphi \) holds in \( G \) is itself regular.

V. MODAL \( \mu \)-CALCULUS AND MSO REFLECTIONS

Our first task is to prove Theorem 2.

**Proof of Theorem 2:** We concentrate on (ii) as it implies (i) (cf. Remark 1). Fix an order-\( n \) recursion scheme \( S = (\Sigma, N, R, I) \) and let \( t \) be its value tree. Let \( \varphi \) be a \( \mu \)-calculus formula. Using Theorem 1, we can construct an \( n \)-CPDA \( A = (\mathcal{A} \cup \{\varepsilon\}, \Gamma, Q, \delta, q_0, F) \) and a mapping \( \rho : Q \rightarrow \Sigma \) such that \( t \) is the tree generated by \( A \) and \( \rho \).

Let \( U \) be the unfolding of \( G(A) \) from its initial configuration and \( U_r \) be the \( \varepsilon \)-closure of \( U \). A node \( \pi \) of \( U_r \) is a path in \( G(A) \) starting from the initial configuration of \( A \) and ending in some configuration \((q_\pi, s_\pi)\). By definition, there exists an isomorphism \( h \) from \( U_r \) to \( \text{Dom}(t) \) such that for all nodes \( \pi \) of \( U_r \), \( t(h(\pi)) = \rho(q_\pi) \).

Assume that for every state \( q \) of \( A \), we have a predicate \( p_q \) that holds at a node \( \pi \) of \( U_r \) iff \( q = q_\pi \). Then the formula \( \varphi \) can be translated to a formula \( \varphi' \) on \( U_r \) (i.e. \( h([U_r, \varphi']) = [t, \varphi] \)) as follows: for each \( a \in \Sigma \), replace every occurrence of the predicate \( p_a \) in \( \varphi \) by the disjunction \( \bigvee_{q \in \mathbb{F}A, \rho(q) = a} p_q \).

In turn \( \varphi' \) can be translated to a formula \( \varphi_{\text{iff}} \) on \( U \) (i.e. \( h([U_r, \varphi']) = [U, \varphi_{\text{iff}}] \)). Take the formula \( \varphi_{\text{iff}} \) obtained by replacing in \( \varphi' \) every sub-formula of the form \( \xi_a \psi \) by \( \xi_a \mu X.[(\psi \land (\xi_a \text{true}) \lor \exists \alpha \xi_a \psi) \land \exists \alpha \xi_a \psi] \), i.e. replace the assertion \( \text{“take an } a \text{-edge to a vertex where } \psi \text{ holds”} \) by the assertion \( \text{“take an } a \text{-edge to some vertex from which one can reach, via a finite sequence of } \varepsilon \text{-edges, a vertex where } \psi \text{ holds and which is not the source vertex of an } \varepsilon \text{-labelled edge”} \).

As unfolding preserves \( \mu \)-calculus definable properties, we have that \( \pi \in [U_r, \varphi'] \text{ iff } \pi \in [U, \varphi_{\text{iff}}] \text{ iff } (q_\pi, s_\pi) \in [G(A)]_{\varphi_{\text{iff}}}. \) Using Corollary 1 we know that the set of configurations of \( G(A) \) that satisfy \( \varphi_{\text{iff}} \) is regular, i.e. \( [G(A)]_{\varphi_{\text{iff}}} \) is accepted by some automaton \( B \).

Using Theorem 3, we construct a new \( n \)-CPDA \( A' \) with a set \( Q' \) of state together with a set \( F \subseteq Q' \) and a mapping \( \chi : Q' \rightarrow Q \) such that:

- restricted to the reachable configurations, the respective \( \varepsilon \)-closures of \( G(A) \) and \( G(A') \) are isomorphic
- for any configuration \((q, s)\) of \( A' \), the corresponding configuration of \( A \) has state \( \chi(q) \) and belongs to \( L(B) \) if and only if \( q \notin F \).

It follows at once that the tree \( t_{\varphi} \) is defined by \( A' \) with the mapping \( \rho' \) defined as follows: for all \( q \in Q' \), \( \rho'(q) := \rho(q) \) if \( q \notin F \), and \( \rho'(q) := \rho(q) \) otherwise.

**Remark 3.** There are two natural questions concerning complexity. The first one concerns the algorithm in Theorem 2: it is \( n \) time exponential in both the size of the scheme and the size of the formula. This is because we need to solve an order-\( n \) CPDA parity game built by taking a product of an order-\( n \) CPDA equi-expressive with \( S \) (thanks to Theorem 1 its size is polynomial in the one of \( S \)) with a finite transition system of polynomial size in that of \( \varphi \). The second issue concerning complexity is how the size of the new scheme (obtained in the second point of Theorem 2) relates to that of \( S \) and \( \varphi \). For similar reasons, it is \( n \) time exponential in the size of \( S \) and \( \varphi \).

It is natural to ask if trees generated by HORS are reflective w.r.t. MSO. (Modal \( \mu \)-calculus and MSO are equivalent for expressing properties of a deterministic tree at the root, but not other nodes; see e.g. [16]. Indeed one would need backwards modalities to express all of MSO in \( \mu \)-calculus.) Consider the following property (definable in MSO but not in \( \mu \)-calculus) on nodes \( u \) of a tree: “\( u \) is the right son of an \( f \)-labelled node, and there is a path from \( u \) to an \( a \)-labelled node which contains an odd occurrences of \( g \)-labelled nodes”. Returning to the scheme of Example 1
one would expect the following answer to the global model-checking problem for the corresponding MSO formula:

\[
\begin{align*}
I & \rightarrow F \phi a \\
F \phi x & \rightarrow f (F g (\phi x)) (g x) \\
F g x & \rightarrow f (F g (\phi x)) (g x)
\end{align*}
\]

Corollary 2 (MSO Reflection). Let \( t \) be a \( \Sigma \)-labelled tree generated by an order-\( n \) recursion scheme \( S \), and \( \phi(x) \) be an MSO-formula.

(i) There is an algorithm that transforms \((S, \phi)\) to an order-\( n \) CPDA \( A \) such that \( L(A) = \{ t \}_A \).

(ii) There is an algorithm that transforms \((S, \phi)\) to an order-\( n \) recursion scheme that generates \( t \).

Proof (Sketch): As before, we concentrate on (ii) which implies (i). Using the well-known equivalence between MSO and automata (see [17]), the question of whether a node \( u \) of \( t \) satisfies \( \phi(x) \) can be reduced to whether a given parity tree automaton \( B \) accepts the tree \( t_u \) that is obtained from \( t \) by marking the node \( u \) (and no other node).

In order to construct \( t \), we first annotate \( t \) with information on the behaviour of \( B \) on the subtrees of \( t \). We mark \( t \) by \( \mu \)-calculus definable sets to obtain an enriched tree denoted \( \bar{t} \). With each pair \( (q, d) \in Q \times \text{Dir}(\Sigma) \), we associate a formula \( \psi_{q,d} \) such that \( t, u \models \psi_{q,d} \iff \text{the } d\text{-son of } u \text{ exists and } B \text{ has an accepting run on } t[u,d] \text{ starting from } q \) (here \( t[u,d] \) is the subtree of \( t \) rooted at \( v \)). By Theorem 2, \( \bar{t} \) can be generated by an \( n \)-CPDA.

Let \( \Sigma' \) be the alphabet of \( \bar{t} \). For every node \( u \), one can decide, using the annotations on \( \bar{t} \) and considering only the path from the root to \( u \), whether \( B \) accepts \( t_u \). Precisely, there is a regular \( L \subseteq (\Sigma' \cup \text{Dir}(\Sigma'))^* \) such that a node \( u \) of \( \bar{t} \) satisfies \( \phi \) iff the word obtained by reading in \( \bar{t} \) the labels and directions from the root to the node \( u \) belongs to \( L \).

Finally an \( n \)-CPDA generating \( t \) is obtained by taking a synchronised product between an \( n \)-CPDA accepting \( \bar{t} \) and a finite deterministic automaton recognising \( L \).

Remark 4. In a \( \Sigma \)-labelled tree, a node \( u \) may be identified with the word obtained by reading the node-labels and directions along the unique path from the root to \( u \). Call this word \( \text{path}(u) \in (\Sigma \cup \text{Dir}(\Sigma))^* \). Let \( R \) be a class of generators of \( \Sigma \)-labelled trees, and \( B \) be a finite-state word automaton over the alphabet \( \Sigma \cup \text{Dir}(\Sigma) \). Let \( R \in \mathcal{R} \) and we write \([R]\) for the tree defined by \( R \). We say that \( R_B \) is a \( B \)-reflection of \( R \) just if (i) \( \text{Dom}(R) = \text{Dom}(R) \), and (ii) suppose a node \( u \) of \([R]\) has label \( f \), then the label of node \( u \) of \([R_B]\) is \( f \) if \( B \) accepts \( \text{path}(u) \), and it is otherwise. We say that \( R_B \) is reflective w.r.t. regular paths just if there is an algorithm that transforms a given pair \((R, B)\) to \( R_B \). The proof of Corollary 2 can be trivially adapted to obtain the following (more general) result.

Theorem 5. Let \( R \) be a class of generators of \( \Sigma \)-labelled trees. If \( R \) is reflective w.r.t. modal \( \mu \)-calculus and w.r.t. regular paths, then it is also reflective w.r.t. MSO.

A natural extension of this result is to use MSO to define new edges in the structure and not simply to mark certain nodes. This corresponds to the well-know mechanism of MSO-interpretations [18]. Furthermore to obtain trees, we unfold the obtained graph from one of its nodes. As MSO-interpretations and unfolding are graph transformations which preserve the decidability of MSO, we obtain a tree with a decidable MSO-theory. Combining these two transformations provides a very powerful mechanism for constructing infinite graphs with a decidable MSO-theory. If we only use MSO-interpretations followed by unfolding to produce trees starting from the class of finite trees, we obtain the class of value trees of safe recursive schemes [19], [20]. This class of trees is conjectured to be a proper subclass of the value trees of recursion schemes.

We present here a definition of MSO-interpretations which is tailored to our setting. An MSO-interpretation over \( \Sigma \)-labelled trees is given by a domain formula \( \varphi_d(x) \), a formula \( \varphi_\sigma(x) \) for each \( \sigma \in \Sigma \) and a formula \( \varphi_\varphi(x,y) \) for each direction \( d \in \text{Dir}(\Sigma) \). When applied to a \( \Sigma \)-labelled tree \( t \), \( \mathcal{I} \) produces a graph, denoted \( \mathcal{I}(t) \), whose vertices are the vertices of \( t \) satisfying \( \varphi_\varphi \). A vertex \( u \) of \( \mathcal{I}(t) \) is coloured by \( \sigma \) iff \( u \) satisfies \( \varphi_\sigma \) in \( t \). Similarly there exists an edge labelled by \( d \in \text{Dir}(\Sigma) \) from a vertex \( u \) to a vertex \( v \) iff the pair \((u,v)\) satisfies the formula \( \varphi_\varphi(x,y) \) in \( t \).

We say that \( \mathcal{I} \) is well-formed if for all \( \Sigma \)-labelled trees \( t \), every vertex \( u \) of \( \mathcal{I}(t) \) is coloured by exactly one \( \sigma \in \Sigma \) and has exactly one out-going edge for each direction in \( \text{Dir}(\sigma) \). Here we restrict our attention to well-formed interpretations,\(^4\) which ensures that after unfolding of the interpreted graph, we obtain a deterministic tree respecting the arities of \( \Sigma \).

Consider the MSO-interpretation \( \mathcal{I} \) which removes all nodes below a node labelled by \( g \). All colours are preserved except for \( g \) which is renamed to \( g \). Finally all edges are preserved and a loop labelled by \( g \) is added to every node previously coloured by \( g \). It is easily seen that \( \mathcal{I} \) is a well-formed interpretation. By applying \( \mathcal{I} \) to the tree \( t \) of the example above and then unfolding it from its root, we obtain the tree on the right which is generated by the scheme on the left.

\(^4\)Given an MSO-interpretation \( \mathcal{I} \), we can decide if it is well-formed. In fact, we can construct an MSO-formula \( \varphi_I \) which holds on the complete binary tree iff \( \mathcal{I} \) is well-formed [3].
Let \( I \) be generated by an order-\( n \) recursion scheme \( S \) and let \( I \) be a well-formed MSO-interpretation. The unfolding of \( I(t) \) from any vertex \( u \) can be generated by an order-(\( n+1 \)) recursion scheme.

**Corollary 3.** Let \( t \) be a \( \Sigma \)-labelled tree given by an order-\( n \) recursion scheme \( S \) and let \( I \) be a well-formed MSO-interpretation. The unfolding of \( I(t) \) from any vertex \( u \) can be generated by an order-(\( n+1 \)) recursion scheme.

**Remark 5.** A natural question is whether every tree generated by order-(\( n+1 \)) recursion scheme can be obtained by unfolding a well-formed MSO-interpretation of a tree generated by an order-\( n \) recursion scheme. This is for instance true when considering the subfamily of safe recursion schemes [2], [20]. A positive answer for general recursion schemes would imply safe schemes of any given order are as expressive (for generating trees) as unsafe ones of the same level. This can be established by induction on the order with the base case following from the definition of safety. However already at order 2, unsafe recursion schemes are widely conjecture to generate more trees then safe ones (see for instance the so-called Urzyczyn language in [21]).

**Conclusions and Further Directions:** Using a constructive notion of logical reflection, we have shown: (i) The global model checking problem may be approached fruitfully from a new, internal angle. (ii) The class of trees generated by HORS is robust: it is closed under both modal \( \mu \)-calculus and MSO reflections, and the operation \( \text{a la} \) Caucau of MSO-interpretation followed by tree unfolding.

We believe that our results on reflection is relevant to verification and program transformation; demonstrating that it is so is our most pressing future work.
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Appendix

Non-deterministic automata are strictly more powerful than deterministic automata.

Indeed, let \( L \) be the set of words with links \((s, \text{target}(s))\) such that \( \text{target}(s) \) is injective: \( \forall x, y, \text{target}(s)(x) = \text{target}(s)(y) \Rightarrow x = y. \)

Then one has the following two results.

**Proposition 3.** The set \( L \) cannot be recognised by a deterministic automaton.

**Proof:** Assume \( A = (Q, A, q_0, F, \delta) \) accepts \( L \). Take any input \( \langle u, \tau \rangle \) in \( L \) with strictly more than \(|Q|^2 \) links. Let \( r \) be the (accepting) run of \( A \) over \( \langle u, \tau \rangle \). Then by the pigeon hole principal, there are two pairs \((i, i')\) and \((j, j')\) such that:

- \( i < i' \) and \( j < j' \);
- \( i = \tau(i' + 1) \) and \( j = \tau(j' + 1) \);
- \( r_i = r_j \) and \( r_{i'} = r_{j'} \).

Consider the input \( \langle u, \tau' \rangle \) where \( \tau'(k) = \tau(k) \) if \( k \neq j' + 1 \) and \( \tau'(j' + 1) = \tau'(i' + 1) \); hence \( \langle u, \tau \rangle \) is obtained by changing the link from \( j' + 1 \) to have the same target as the one from \( i' + 1 \). It follows from how \((i, i')\) and \((j, j')\) were defined that \( r \) is also a run over \( A \). However \( \langle u, \tau' \rangle \) is not in \( L \), leading a contradiction. \( \qed \)

**Proposition 4.** The complement \( \overline{L} \) of \( L \) can be recognised by a non-deterministic automaton.

**Proof:** The language \( \overline{L} \) consists of the words with two links having the same target: to recognised this language, a non-deterministic automaton guesses by going into a special state the target. Then whenever reading a letter that points to that position one increments a counter from 0 to 1 and then from 1 to 2 and when the counter is 2 it loops in a final state: hence a word is accepted iff it belongs to \( \overline{L} \). \( \qed \)

Hence one can concludes.

**Proposition 5.** Non-deterministic automata are strictly more expressive than deterministic ones.

**Proof:** The deterministic model being closed by complementation, if \( \overline{L} \) was recognised by a deterministic automaton, it would be the same for \( L \), contradicting Proposition 3. \( \qed \)

We aim to establish the following:

**Proposition 2.** Given fixed \( n \geq 2 \) and some automaton \( A \), deciding whether there exists some order-\( n \) collapsible stack (resp. configuration) that it accepts is \( \text{NP-complete} \).

A. **The upper-bound**

First we show that the problem lives in \( \text{NP} \).

We extend the notion of a run of an automaton \( A \) on \( \langle \overline{s}, \text{target}(s) \rangle \) for some order-\( n \) stack \( s \) so that \( A \) can also have a run on a stack of order less than \( n \) contained within \( s \) without explicit reference to its context. So let \( 1 \leq k \leq n \) and let \( t \) be some \( k \)-stack contained within \( s \) (if \( k = n \) then we must have \( s = t \)). Of course \( t \) might contain some ‘dangling links’ which are those links bearing an order greater than \( k \). We allow \( A \) to handle such links by means of an \((n - k)\)-tuple \((Q_n, \ldots, Q_{k+1})\) so that the automaton is allowed to ‘pretend’ that an \( i\)-link points to a position associated with a state in \( Q_i \).

More formally suppose that \( A = (Q, \Sigma, q_0, \delta, F) \) where \( \Sigma = \{[,],, \mid 1 \leq i \leq n\} \cup \Gamma \) for some integer \( n \) and some stack alphabet \( \Gamma \). Given an order-\( n \) stack \( s \) over \( \Gamma \) we choose (without loss of generality) to represent \( s \) using indexed brackets so that \([i],[i],\) delimit an \( i\)-stack. We also assume that \( \text{target}(s) \) is only used to define links of order at least 2 (i.e. 1-links are ignored). We define a partial function

\[
ord(s) : \{1 \cdots |\overline{s}|\} \rightarrow \{2 \cdots n\}
\]

that specifies the order of a link from any given element of the stack \( s \) (and is undefined on positions in \( \overline{s} \) labelled with a bracket). Given an order-\( k \) stack \( t \) (for \( 1 \leq k \leq n \)) contained in \( s \), we define \( t \) to be the corresponding subsequence of \( \overline{s} \) and \( \text{target}(t) \) (resp. \( ord(t) \)) to be the natural restriction of \( \text{target}(s) \) (resp. \( ord(s) \)) to the positions in \( t \).

**Remark 6.** Note that for some position \( i \in \{1 \cdots |\overline{t}|\} \) of \( \overline{t} \), if \( i \in \text{Dom}(ord(t)) \) with \( ord(t)(i) \leq k \), then \( i \in \text{Dom}(\text{target}(t)) \).

Suppose that \( \overline{t} = a_1 \cdots a_m \). Given \((n - k)\) subsets \( Q_n, \ldots, Q_{k+1} \) of \( Q \), a \((Q_n, \ldots, Q_{k+1})\)-run of \( A \) on \( \langle \overline{t}, \text{target}(t), \text{ord}(t) \rangle \) is a sequence of states \( q_0 q_1 \cdots q_m \in Q^* \) such that:

- for all \( 0 \leq i < m, q_{i+1} = \delta(q_i, a_{i+1}) \) if \( i + 1 \notin \text{Dom}(ord(t)) \) (and so \( i + 1 \notin \text{Dom}(\text{target}(t)) \))
- for all \( 0 \leq i < m, q_{i+1} = \delta(q_i, a_{i+1}, q) \) for \( q \in Q_{\text{ord}(t)(i+1)} \) if \( i + 1 \in \text{Dom}(\text{ord}(t)) \) with \( ord(t)(i + 1) > k \)
- for all \( 0 \leq i < m, q_{i+1} = \delta(r_i, a_{i+1}, q_{\text{target}(t)(i+1)}) \) if \( i + 1 \in \text{Dom}(\text{ord}(t)) \) with \( \text{ord}(t)(i + 1) \leq k \).

**Remark 7.** In the special case when \( k = n \) (and so \( t = s \)) \((\cdot)\)-runs of \( A \) on \( \langle \overline{t}, \text{target}(t), \text{ord}(t) \rangle \) are exactly the (ordinary) runs of \( A \) on \( \langle \overline{t}, \text{target}(t) \rangle \).

Let \( k \geq 2 \) and \( t \) be a \( k \)-stack contained with the \( n \)-stack \( s \). The string \( \overline{t} \) must be of the form:

\[
[k_k^{-1}]_{k-1}[k_{-1}^{-1}][k_{-1}^{-1}][k_{-1}^{-1}] \cdots [k_{-1}^{-1}]_{k-1} \overline{t}_{k-1} \overline{t}_{k-2} \cdots \overline{t}_{k-1}
\]

We say that the \( k\)-height of \( t \) is \( l \).

**Lemma 1.** Suppose that \( A \) has a \((Q_n, \ldots, Q_{k+1})\)-run \( \rho \) on \( \langle \overline{t}, \text{target}(t), \text{ord}(t) \rangle \) starting with \( q \) and ending with \( q' \), then there exists a \( k \)-stack \( t' \) (residing in an \( n \)-stack \( s' \)) of \( k\)-height bounded by \((|Q|+1)|Q|^2 \) such that \( A \) has a \((Q_n, \ldots, Q_{k+1})\)-run \( \rho' \) on \( \langle \overline{t}', \text{target}(t'), \text{ord}(t') \rangle \) starting
with \( q \) and ending with \( q' \). Moreover the \((k-1)\)-stacks occurring inside \( t' \) all occur inside \( t \) as well.

**Proof:** The run \( \rho \) must be of the following form:

\[
qp_1r_1q_1p_2r_2q_2 \ldots p_{i-1}r_{i-1}q_iq'
\]

where \( p_i \) is the state reached upon reading the \( i \)th occurrence of \( q \) and \( q_i \) is the state reached upon reading the \( i \)th occurrence of \( q \) for \( 1 \leq i \leq l \). Let \( R_i := \{q_j : 1 \leq j < i\} \). Observe that \( R_i \subseteq R_{i+1} \) for every \( 1 \leq i < l \). Since each \( R_i \subseteq Q \) there can be at most \( |Q|+1 \) distinct \( R_i \) (remember \( \emptyset \)) and thus at most \((|Q|+1)|Q|^2\) distinct triples \((p_i, q_i, R_i)\) with \( 1 \leq i \leq l \).

Let \( \rho' \) be the subsequence of \( \rho \):

\[
\rho' := qp_1r_1q_1p_2r_2q_2 \ldots p_{i-1}r_{i-1}q_iq'
\]

such that:

- \( i_1 \) is the greatest \( j \) such that \((p_j, q_j, R_j) = (p_1, q_1, \emptyset)\)
- For \( 1 \leq j' < j \), \( i_{j'+1} \) is the greatest \( j \) such that \((p_j, q_j, R_j) = (p_{i_{j'+1}}, q_{i_{j'+1}}, R_{i_{j'+1}})\).
- \( R_j = R_{j'} \cup \{q_{i_{j'+1}}\} \).

We can easily check the following two properties of \( \rho' \):

**Property 2.**

- Given a triple \((p'_{j'}, q'_{j'}, R'_{j'})\) for some \( 1 \leq j' < j \), there is at most one such that \((p_{i_j}, q_{i_j}, R_{i_j}) = (p'_{j'}, q'_{j'}, R'_{j'})\).
  
  Thus \( l \leq (|Q|+1)|Q|^2 \).
- Given \( 1 \leq j \leq m \), if \( u \in R_{i_j} \), there exists a \( 1 \leq j' < j \) such that \( u = q_{i_{j'}} \). Let us write \( \text{witness}(u, j) \) to denote the position of \( u \).

The first item is due to the fact that we always select the right-most element of the sequence that satisfies a given equality and the second follows immediately from the definition of \( R_{i_j} \) and the way that \( R_{i_j+1} \) is generated from \( R_{i_j} \) and \( q_{i_j} \).

We now define the \( k \)-stack \( t \) in terms of \( \bar{t} \), \( \text{target}(t') \) and \( \text{ordl}(t') \) as follows:

- The string \( \bar{t} \) is given by:

  \[
  \bar{t} := [k \underbrace{[k-1w_{i_1}]_{k-1} \ldots [k-1w_{i_k}]_{k-1}}_{k-1}]
  \]

  For any position \( \alpha' \) in \( \bar{t} \) let us write \( \alpha \) to denote the corresponding position in \( \bar{t} \).
- \( \text{ordl}(t') \) is the restriction of \( \text{ordl}(t) \) to \( t' \).
- For any stack-alphabet position \( \gamma' \) in \( \bar{t} \) we have \( \text{target}(t')\gamma' = \text{target}(t)\gamma' \) if \( \text{ordl}(t')\gamma' \leq k-1 \). If \( \text{ordl}(t')\gamma' = k \), then \( \text{target}(t') := \text{witness}(u, j) \) where \( u \) is the state in position \( \text{target}(t)\gamma' \) in \( \rho \).

Links internal to the \((k-1)\)-stacks are preserved from \( t \). Now consider a position \( \gamma' \) in \( \bar{t} \) (and \( \rho' \)) which resides in a \( w_{i_j} \). Since the state \( p \) at position \( \text{target}(t)\gamma' \) in \( \rho \) occurs at a position prior to \( \gamma \), it must be a state \( u := q_{i_j} \) with \( j' < i_j \). This means that \( u \in R_{i_j} \). By the second item of Property 2, \( \text{witness}(u, j) \) is thus well-defined. Moreover, since this occurs at a \( j_k \)-labelled position, \( t' \) is a correctly formed \( k \)-stack.

We claim that \( \rho' \) is a \((Q_n, \ldots, Q_{k+1})\)-run of \((\bar{t}, \text{target}(t'), \text{ordl}(t')) \) on \( A \). This is verified by an easy induction with the hypothesis that an initial segment of \( \rho' \) is a \((Q_n, \ldots, Q_{k+1})\)-run of the corresponding initial segment of \((\bar{t}, \text{target}(t'), \text{ordl}(t')) \) on \( A \). The induction-step prevails since the construction of \( \rho' \) together with the handling of \( k \)-links in the definition of \( \text{target}(t') \) ensures that every transition made by \( A \) when reading \((\bar{t}, \text{target}(t'), \text{ordl}(t')) \) with \( \rho' \) was made when reading \((\bar{t}, \text{target}(t), \text{ordl}(t)) \) with run \( \rho \).

Finally note that the first item of Property 2 tells us that \( t \) has \( k \)-height bounded by \((|Q|+1)|Q|^2 \), as required.

Note that the following lemma also holds and is established by the standard pumping-argument for finite-automata. (As links are ignored in \((Q_n, \ldots, Q_2)\)-runs \( A \) may as well be a conventional finite automaton for the purposes of this lemma):

**Lemma 2.** If \( A \) has a \((Q_n, \ldots, Q_2)\)-run (for some \( Q_n, \ldots, Q_2 \subseteq Q \)) starting in state \( q \) and ending in state \( q' \) on a \( 1 \)-stack \( t \) contained in \( s \), then it has a \((Q_n, \ldots, Q_2)\)-run starting in state \( q \) and ending in state \( q' \) on a \( 1 \)-stack \( t' \) with height at most \( |Q| \).

Given an integer \( k \), let us define a sequence of integers \((\psi(k))_{1 \leq i \leq k+1} \) by \( \psi_{1}(k) := k + 2 \) and \( \psi_{i+1} := ((k+1)k^2)^{k-1}\psi_{i}(k) + 2 \). As a consequence of the previous two lemmas we get:

**Lemma 3.** Let \( t \) be a \( k \)-stack contained within an \( n \)-stack \( s \) (for \( 1 \leq k \leq n \)) and let \( Q_n, \ldots, Q_k \subseteq Q \). If an automaton \( A \) has a \((Q_n, \ldots, Q_{k+1})\)-run from \( q \) to \( q' \) on \((\bar{t}, \text{target}(t), \text{ordl}(t)) \), then it has a \((Q_n, \ldots, Q_{k+1})\)-run from \( q \) to \( q' \) on \((\bar{t}, \text{target}(t'), \text{ordl}(t')) \) for some \( k \)-stack \( t' \) such that \( |\bar{t}| \leq \psi_{k}(|Q|) \).

**Proof:** Argue by induction on \( k \). The base case \((k = 1)\) is given by Lemma 2 (adding 2 to the length to account for the opening and closing brackets \[\{, [\] \}).

For the induction step suppose that the result holds for \( k < n \). Let \( t \) be a \((k+1)\)-stack contained in \( s \) where

\[
\bar{t} := [k+1 \underbrace{u_1 \ldots u_m}_{k+1}]
\]

Suppose further that there is a \((Q_n, \ldots, Q_{k+2})\)-run \( \rho \) on \((\bar{t}, \text{target}(t), \text{ordl}(t)) \). We write \( p_i \) and \( q_i \) respectively for the state in \( \rho \) that arises for entering and exiting the \( k \)-stack \( s_i \) (for \( 1 \leq i \leq m \)).

Let \( R_i := \{q_j : 1 \leq j \leq i\} \). Since \((k+1)\)-links from elements in a stack \( s_i \) must point to the end of a stack \( s_j \) for \( 1 \leq j < i \), we have it that there is a \((Q_n, \ldots, Q_{k+2}, R_i)\)-run on \( s_i \) starting in \( p_i \) and ending in \( q_i \) for each \( 1 \leq i \leq m \).
The induction hypothesis thus tells us that we can replace each \( s_i \) with a stack \( u'_i \) such that \( |s'_i| \leq \psi_k(|Q|) \).

It follows that there is a \((k + 1)-stack \ t'\) containing \(k\)-stacks \( u \) with \(|u| \leq \psi_k(|Q|)\) such that there is a \((Q_n, \ldots, Q_{k+2})\)-run on \( \langle t', \text{target}(t'), \text{ordl}(t') \rangle \). To finish the induction-step we appeal to Lemma 1.

As a corollary to the previous lemma, taking the case when \( k = n \), we may conclude that if an automaton \( A \) recognises any stack, then it must accept a small stack:

**Lemma 4.** Let \( A \) be an automaton recognising some \(n\)-stack. It must accept an \(n\)-stack \( s \) such that \( |s| \leq \psi_n(|Q|) \), where \( Q \) is the state-space of \( A \).

Since \( \psi_n(x) \) is a polynomial it follows that an automaton \( A \) recognising some stack must have a witness to this fact that is polynomial in the size of \( A \). Since membership can be decided in linear-time, it follows that the stack-emptiness problem is indeed in NP.

**B. The lower-bound**

Now we show NP-hardness. We do this by reducing 3-SAT to the emptiness problem.

We say that a propositional formula \( \varphi \) is in 3-conjunctive normal form (3-CNF) if it is of the form:

\[
( x_1 \lor y_1 \lor z_1 ) \land ( x_2 \lor y_2 \lor z_2 ) \land \cdots \land ( x_k \lor y_k \lor z_k )
\]

where \( x_i, y_i, z_i \) (for \( 1 \leq i \leq k \)) are either propositional atoms or negations of propositional atoms. The problem 3-SAT takes as input a propositional formula in 3-CNF and asks whether there is a valuation satisfying it. It is well known that this problem is NP-complete.

Consider an alphabet \( \Gamma \):

\[
\Gamma_\varphi := \{ t, \text{ff}, \text{tt}, \circ \cdot \ldots \cdot \circ \cdot k \}
\]

Take a propositional formula \( \varphi \) in 3-CNF. Without loss of generality we may assume that every conjunctive clause contains exactly three atoms – if need be we can repeat a (negation of an) atom in a disjunctive clause without affecting satisfiability. So we have:

\[
\varphi = ( x_1 \lor y_1 \lor z_1 ) \land ( x_2 \lor y_2 \lor z_2 ) \land \cdots \land ( x_k \lor y_k \lor z_k )
\]

Let \( p_1, \ldots, p_m \) be the propositional variables occurring in \( \varphi \). Let \( v \) be a valuation assigning a boolean value to each of the \( p_i \). We now define a string \( \Gamma(\varphi, v) \in \Gamma^* \) together with a partial function \( \text{target}(\varphi, v) \) from positions in \( \Gamma(\varphi, v) \) to other positions therein:

\[
\Gamma(\varphi, v) := v_1 \ldots v_m x'_1 y'_1 z'_1 \ldots x'_k y'_k z'_k
\]

where:

- \( v_i = v(p_i) \) for each \( 1 \leq i \leq m \).
- \( x'_i = \circ \) if \( x_i = p_j \) and \( x'_i = \bullet \) if \( x_i = \neg p_j \).
- \( y'_i = \circ \) if \( y_i = p_j \) and \( y'_i = \bullet \) if \( y_i = \neg p_j \).
- \( z'_i = \circ \) if \( z_i = p_j \) and \( z'_i = \bullet \) if \( z_i = \neg p_j \).

- \( \text{target}(\varphi, v)(x'_i) := v_j \) where \( x_i \) is the atom \( p_j \) or the negation of the atom \( p_j \) (and similarly for \( y'_i \) and \( z'_i \)) for \( 1 \leq i \leq k \).

**Remark 8.** It should be clear that \( v \) satisfies \( \varphi \) just in case for every \( 1 \leq i \leq k \) at least one of the following holds of \( \Gamma(\varphi) \):

- \( x'_i = \circ \) and \( \text{target}(\varphi, v)(x'_i) = \text{tt} \)
- \( x'_i = \bullet \) and \( \text{target}(\varphi, v)(x'_i) = \text{ff} \)
- \( y'_i = \circ \) and \( \text{target}(\varphi, v)(y'_i) = \text{tt} \)
- \( y'_i = \bullet \) and \( \text{target}(\varphi, v)(y'_i) = \text{ff} \)
- \( z'_i = \circ \) and \( \text{target}(\varphi, v)(z'_i) = \text{tt} \)
- \( z'_i = \bullet \) and \( \text{target}(\varphi, v)(z'_i) = \text{ff} \)

**Remark 9.** We can easily build a (not-necessarily constructible) 2-CPDA stack \( s_{\varphi, v} \) over the stack-alphabet \( \Gamma \) such that \( \langle s_{\varphi, v}, \text{target}(s_{\varphi, v}) \rangle \) encodes \( \langle \Gamma(\varphi, v), \text{target}(\varphi, v) \rangle \) in a trivial manner. Where

\[
\Gamma(\varphi, v) := v_1 \ldots v_m x'_1 y'_1 z'_1 \ldots x'_k y'_k z'_k
\]

we take \( s_{\varphi, v} \) to be:

\[
[2_1 \{ v_1 \} \ldots \{ v_m \} ] \cdot [ x'_1 \{ y'_1 \} \ldots x'_k \{ y'_k \} ] \cdot [ z'_1 \ldots z'_k ]
\]

and \( \text{target}(s_{\varphi, v}) \) to be derived from \( \text{target}(\varphi, v) \) by shifting each target one step to the right to point to a \( 1 \) position.

Bearing in mind that this is possible, we will continue to use the string with pointers \( \langle \Gamma(\varphi, v), \text{target}(\varphi, v) \rangle \) as this carries less baggage than \( \langle s_{\varphi, v}, \text{target}(s_{\varphi, v}) \rangle \).

We now construct an automaton \( A \) that recognise strings encoding valuations satisfying \( \varphi \). The pointers allow us to build such an automaton with only a polynomial number of states as they provide non-local access to the values assigned to atoms by a valuation. We thus do not need to have this information to hand locally, which would require an exponential number of states to represent all possible truth-value assignments.

We define:

\[
A_\varphi := \langle Q_\varphi, \Gamma, q_0, \delta_\varphi, F_\varphi \rangle
\]

where

- \( Q_\varphi := \{ q_0^n, q_1^n, \ldots, q_m^n, q_m^{n+1}, y_1^n, y_1^{n+1}, r_1^n, r_1^{n+1}, r_k^n, r_k^{n+1}, s_k^n, s_k^{n+1}, t_k^n, t_k^{n+1}, \text{fail} \} \)
- \( F_\varphi := \{ t_k^n \} \)
- We state once and for all that we only allow a transition to \( r_1 \) whilst reading a symbol \( \circ \) if \( x_i = p_j \). Likewise we only allow a transition to \( r_1 \) whilst reading a symbol \( \bullet \) if \( x_i = \neg p_j \). A similar restriction applies to \( s_i \) with \( y_i \) and \( t_i \) with \( z_i \). We do not re-state below these restrictions explicitly to assist with readability.
- \( \delta_\varphi(q_i^n, y_i) := q_i^{n+1} \) and \( \delta_\varphi(q_i^n, \text{ff}) := q_i^{n+1} \) for \( 0 \leq i \leq m - 1 \).
- \( \delta_\varphi(q_m^n, \circ, q_m^n) := r_1^n \) and \( \delta_\varphi(q_m^n, \bullet, q_m^n) := r_1^n \)
- \( \delta_\varphi(q_m^n, \circ, q_m^n) := r_1^n \) and \( \delta_\varphi(q_m^n, \bullet, q_m^n) := r_1^n \)
Forward induction on the length of the runs ending in $s$.

Let us first recall the statement of Theorem 3.

Proof: An easy induction on $m$.

Lemma 5. The $(j + 1)$th state in a run of $A_\varphi$ on $(\Gamma(\varphi, v), target(\varphi, v))$ is $q_j^{x(v)}$ for $1 \leq j \leq m$.

Proof: Given Remark 8 and Lemma 5 this is a straightforward induction on the length of the runs ending in $t_i^\varphi$.

The special case of Lemma 6 when $j = k$ gives the following:

Lemma 7. The automaton $A_\varphi$ recognises the language:

$$L_\varphi = \{ (\Gamma(\varphi, v), target(\varphi, v)) : v \text{ satisfies } \varphi \}.$$

Note that $L$ is non-empty iff $\varphi$ is satisfiable. Moreover note that $|Q_\varphi| \leq 4.|\varphi|$ and so (taking into account the size of $\delta_\varphi$) the size of $A_\varphi$ is $O(|Q_\varphi|^3)$ and so can be constructed in polynomial time. Given Remark 9 this thus reduces the polynomial-time reduction of 3-SAT to the regular stack emptiness problem, thereby showing it to be NP-hard.

Let us first recall the statement of Theorem 3.

Theorem 3. Given an order-$n$ CPDA $A$ with a state-set $Q$ and an automaton $B$ (that takes $A$-configurations as input), there exist an order-$n$ CPDA $A[B]$ with a state-set $Q'$, a subset $F \subseteq Q'$ and a mapping $\chi : Q' \rightarrow Q$ such that:

(i) restricted to the reachable configurations, the respective $\varepsilon$-closures of $G(A)$ and $G(A[B])$ are isomorphic

(ii) for any configuration $(q, s)$ of $A[B]$, the corresponding configuration of $A$ has state $\chi(q)$ and belongs to $L(B)$ if and only if $q \in F$.

Proof:

Fix an order-$n$ CPDA $A$ and an automaton $B$. We wish to construct a new order-$n$ CPDA $A[B]$ that computes $A$ and $B$ in parallel.

Let $Q$ be the state set of $B$. Let $S$ be an order-$n$ stack. Fix an internal $k$-stack $s$ of $S$. Reading $pop_k$s, the automaton $B$ induces a run (for some technical reason we do not care of top $(k-1)$ stack in $s$). We want to associate with $s$ a function describing its behaviour. However, if one simply extracts $s$ from $S$, there may be some “dangling” link of order greater than $k$. To define the transformation $s$ induces on $Q$, we need to know the $Q$-state that should be attached to the target of each of these links. Thus $s$ gives rise to a mapping $\tau_k : Q^{n-k} \times Q \rightarrow Q$ that, given a tuple $(q_n, \ldots, q_{k+1})$, defines a transformation from $Q$ to $Q$. We use states $q_{n-1}$, $\ldots$, $q_{k+1}$ to define the value of the states attached to the respective targets of the links (of order $n$, $\ldots$, $k+1$ respectively) in $s$: for $n$-links, we consider the run induced by reading $S$ (we stop when $s$ is reached) starting from $q_n$ (this give the value for the respective targets of the $n$-links), for $(n-1)$-links, we consider the run induced by reading $top_n(S)$ (we stop when $s$ is reached) starting from $q_{n-1}$, $\ldots$; and for $(k+1)$-links, we consider the run induced by reading $top_{k+2}(S)$ (again we stop when $s$ is reached) starting from $q_{k+1}$. We refer the reader to Table B for an illustration in the case where $s$ is the top $k$-stack (this is actually the only relevant case in the following as we will maintain the validity of the information on the $\tau_i$ only in that case) where we have more formally:

- $\tau_0(x_1, \ldots, x_2)_{(x_1)}$ is the function from $Q$ to $Q$ induced by reading (the segment of) $S$ starting from $top_2(S)$ (with state given by the input $x_1$ to the function), and stopping just after reading $top_1(S)$. (For each $k \geq 2$, the targets of the $k$-links emanating from the segment are attached $Q$-states according to the run induced by reading $S$ starting from $top_{k+1}(S)$ with state $x_k$.)

- For each $1 \leq i \leq n-2$, $\tau_i(x_{i-1}, \ldots, x_{i+2})_{(x_{i+1})}$ is the function from $Q$ to $Q$ induced by reading (the segment of) $S$ starting from $top_{i+2}(S)$ (with state given by the input $x_{i+1}$ to the function) and stopping just before reading $top_{i+1}(S)$. (With state given by the input $x_n$ to the function, and stopping just before reading $top_n(S)$.

A stack symbol of the CPDA $A[B]$, is a pair, consisting of a symbol $a$, which is a stack symbol of $A$, and an $n$-tuple of the form $t = (\tau_{n-1}, \ldots, \tau_0)$ where the $\tau_i$s are as above (i.e. $\tau_i$ is associated with the top $i$-stack).

For further use, we define $\tau_0^+(x_{i-1} \ldots x_i)_{(x_i)}$ to be the same as $\tau_0(x_{i-1} \ldots x_i)_{(x_i)}$; and for each $0 \leq k \leq n-3$,

$$\tau_{k+1}^+(x_k \ldots x_{k+3})_{(x_{k+2})} := \tau_k^+(x_k \ldots x_{k+2})_{(\tau_{k+1}(x_{k+1} \ldots x_{k+3})_{(x_{k+2}))}}.$$ 

Thus each $\tau_k^+$ is a function from $Q$ to $Q$ induced by reading (the segment of) $S$ starting from $top_{n+2}(S)$ (with state given by the input $x_{k+1}$ to the function), and stopping just after
reading $top_1(S)$, as indicated in Table B(ii). As each $\tau_i^+$ can be obtained from the $\tau_i$'s we assume that we can access them directly on reading the $top_i$ element of the stack. Note that, considering $\tau_n^+$ applied to the initial state of $B$ we deduce whether the current stack is accepted by $B$: hence this information will be maintained in the control state of $A[B]$ and is used to define $F$. The function $\Xi$ is the one erasing all auxiliary information used by $A[B]$ in its control state.

Now suppose $top_1(\tilde{S}) = (a_1(\tau_{n-1}, \ldots, \tau_0))$. For each order-$n$ stack action $\theta$ of $A$, we define the corresponding stack action of $A[P]$, $\hat{\theta}$, in Table B(iii). This complete the description of $A[B]$.

**Correctness:** The only case that are not trivial are $\text{pop}_k$ and $\text{collapse}$ (actually they are rigorously identical, hence we only prove the first one). Suppose $top_1(\tilde{S}) = (a_1(\tau_{n-1}, \ldots, \tau_0))$ and $top_1(\text{pop}_k(\tilde{S})) = (a_1'(\tau'_{n-1}, \ldots, \tau'_0))$. Note that for each $0 \leq i \leq k - 1$, we have $\tau'_i$ is correct because it is preserved by $\text{push}_j$, for each $j \geq k + 1$. For each $k \leq i \leq n - 1$, we have $\tau_i = \tau'_i$ as required, because $\text{pop}_{k+1}(\tilde{S}) = \text{pop}_{k+1}(\text{pop}_k(\tilde{S}))$.

We give here a fully detailed proof of Theorem 4:

**Theorem 4.** Let $G$ be an $n$-CPDA parity game. Then the winning region for Éloïse (resp. for Abelard) is a regular set than can be effectively constructed.

In the sequel, $n$-CPDA are used exclusively for defining games and therefore, we will omit initial state and final states when defining an $n$-CPDA, i.e. denote an $n$-CPDA as a tuple $\langle A, \Gamma, Q, \delta \rangle$ (hence considering it as a process defining an infinite graph rather than an accepting device).

Mainly for technical and to improve readability, we consider a version of CPDA in with we can rewrite the $top_1$ element $s$. Hence the statement of Theorem 4 is to be understood in this (richer) setting. Formally, if $s$ is a stack with links, then the stack $\text{rew}_{\beta}(s)$ is the one obtained by replacing the $top_1$ element of $s$ by $\beta$ without modifying the link from this element.

**Example 6.** Take the following 3-stack

$$s = [[[\alpha]]] [[[\alpha \beta \gamma]]]$$

then

$$\text{rew}_{\beta}(s) = [[[\alpha]]] [[[\alpha \beta \beta]]]$$

**C. First step: making a CPDA rank aware**

Fix an $n$-CPDA $A = \langle A, \Gamma, Q, \delta \rangle$, a partition $Q_E \cup Q_A$ of $Q$ and a colouring function $\rho : Q \rightarrow C \subset \mathbb{N}$. Denote by $G$ the induced parity game.

A partial play $\Lambda$ is a non-empty sequence of configurations $v_0v_1 \ldots v_m$ such that for all $i \in [m - 1]$, there is an edge in $G$ from $v_i$ to $v_{i+1}$. Note that we do not require $v_0$ to be the initial configuration.

We first define a generalisation of $n$-stacks, indexed $n$-stacks, in which every internal $k$-stack (for $0 < k < n$), i.e. a $k$-stack that is not the current $top_k$, stack, is labelled with a natural number. The erasure of an indexed $n$-stack is the $n$-stack obtained by erasing all the indices of its internal stacks. An indexed configuration is a pair formed by a control state and an indexed stack. We extend the notion of erasure to indexed configuration in the obvious way.

With any play $\Lambda = v_0v_1 \ldots$ we inductively associate a sequence of indexed configurations $\Lambda' = v'_0v'_1 \ldots$ such that the erasure of $\Lambda'$ equals $\Lambda$ (the erasure of a sequence of indexed configurations being defined as the sequence of the respective erasures).

The initial configuration $v'_0$, is obtained by indexing every internal stack by 0. Assume now that $v'_1 \cdots v'_m$ has been constructed, then we have the following cases:

- A $\text{push}_k$ operation is applied at configuration $v_m$ in $\Lambda$. Then all indices of the existing internal stacks are simply inherited; and indices for the new internal stacks are defined as follows. The indices of the internal stacks in the top $(k - 1)$-stack of configuration $v_{m+1}$ are copied from the former top $(k - 1)$-stack (hence one can think of this as a generalization of $\text{push}_k$ to indexed stacks); and, for each relevant $i$, the indices of the $\text{top}_i(\text{pop}_k(s))$ stacks (where $s$ denotes the stack in $v'_{m+1}$) are assigned index $(m + 1)$.

- A $\text{push}_{a}^{(i)}$ operation is applied at configuration $v_m$ in $\Lambda$. Then all previous indices are inherited and no new indices are needed.

- A $\text{pop}_k$ operation or a $\text{collapse}$ operation is applied at configuration $v_m$ in $\Lambda$. Then all indices are inherited (except those corresponding to the $\text{top}_i$ stacks in $v'_{m+1}$ which have now disappeared).

In the sequel, $\Lambda'$ will denote the indexed version of $\Lambda$. Then the following holds:

- The erasure of $\Lambda'$ equals $\Lambda$.

- For any indexed configuration $v'_m$, for any $k$-stack $s$ inside the indexed $n$-stack associated with $v'_m$, the index of $s$, if defined, is greater or equal to all indices of the $j$-stacks ($j < k$) contained in $s$.

The following proposition is crucial to the rest of the proof. In particular, it means that if we store some information on the stack, the index gives the "expiry date" of the stored information, that is the step in the computation starting from which the information has no longer been updated.

**Proposition 6.** Let $\Lambda$ and $\Lambda'$ be as above. For any indexed configuration $v'_m$, for any internal $k$-stack $s$ inside the indexed $n$-stack associated with $v'_m$ let $x$ be the index of
(i) Illustration of \( \tau_k[x_n,\ldots,x_{k+2}](x_{k+1}) \)

\[
\begin{array}{c}
\tau_3[x_n,\ldots,x_3](x_4) \\
\tau_2[x_n,\ldots,x_4](x_3) \\
\tau_3[x_n,\ldots,x_3](x_2) \\
\vdots \\
\tau_0[x_n,\ldots,x_2](x_1)
\end{array}
\]

(ii) Illustration of \( \tau_k^+ [x_n,\ldots,x_{k+2}](x_{k+1}) \)

\[
\begin{array}{c}
\tau_3^+[x_n,\ldots,x_3](x_4) \\
\tau_2^+[x_n,\ldots,x_3](x_2) \\
\tau_3^+[x_n,\ldots,x_3](x_2) \\
\vdots \\
\tau_0^+[x_n,\ldots,x_2](x_1)
\end{array}
\]

(iii) Definition of \( \tilde{\theta} \). Notation. Let \( t \) and \( t' \) be triples. We write \( rw t' \) for the action of replacing the top-of-stack element \((a, t)\), say, by \((a, t')\); and let \( 2 \leq k \leq n \).

\[
\begin{array}{c|c|c}
\theta & \tilde{\theta} \\
\hline
push_k & push_k ; rw (\tau_n, \ldots, \tau_k, t, \tau_{k-2}, \ldots, \tau_0) \\
& \text{where } t[x_n, \ldots, x_{k+1}](x_k) := \delta (\tau^+_k, [x_n, \ldots, x_{k+2}](x_k), 1 \cdots k_{-1}) \\
push_{k+1} & push_{k+1} (b, (\tau_n, \ldots, \tau_{k+1}), k) \\
& \text{where } t[x_n, \ldots, x_2](x_1) := \delta (\tau^+_{k+1}, [x_n, \ldots, x_2](x_1), b, \tau_{k+1}, [x_n, \ldots, x_{k+2}](x_k)) \\
pop_k & pop_k ; rw (\tau_n, \ldots, \tau_{k+1}, \tau_k, \tau_{k-1}, \ldots, \tau_0) \\
& \text{where } top_1(pop_k(S)) = (a', (\tau^'_{k+1}, \ldots, \tau^'_0)) \\
collapse & collapse ; rw (\tau_n, \ldots, \tau_{k+1}, \tau_k, \tau_{k-1}, \ldots, \tau_0) \\
& \text{where } top_1(collapse(S)) = (a', (\tau^'_{k+1}, \ldots, \tau^'_0))
\end{array}
\]

where \( \delta \) is the transition function of the automaton \( B \).

Table I

ILLUSTRATIONS AND DEFINITIONS.

If \( x \neq 0 \), then \( top_{k+1}(v_{x-1}) = s \). In particular one also has that \( top_1(v_{x-1}) = top_1(s) \).

We now introduce the notion of \( k \)-ancestor. Fix a partial play \( \Lambda = v_0 v_1 \ldots v_m \), let \( v_m = (q, s) \) be some configuration in \( \Lambda \) and let \( s' \) be some internal \( k \)-stack in \( s \). Then the \( k \)-ancestor of \( s' \) is the configuration \( v_i \) where \( i \) is the index of \( s' \) in the indexed version of \( v_m \).

We now introduce the notion of collapse rank. Fix a partial play \( \Lambda = v_0 v_1 \ldots v_m \) and assume that the \( top_k \) element of \( v_m \) has a \((k+1)\)-link for some \( k \). Then the collapse rank in \( v_m \) is the smallest colour visited since the \( k \)-ancestor of the pointed \( k \)-stack.

Finally, we give a notion of pop rank. Fix a partial play \( \Lambda = v_0 v_1 \ldots v_m \) and a configuration \( v_m = (q, s) \) in \( \Lambda \). Then the pop rank for \( k \) (for any \( 1 \leq k \leq n \)), when defined, is the smallest colour visited since the \( k \)-ancestor of \( pop_k(s) \). In particular, the pop rank for \( n \) is the smallest colour visited since the stack has height at least \( \text{height of } s \).

Consider a partial play \( \Lambda = v_0 v_1 \ldots v_m \) in \( S \) ending in a configuration \( v_m = (q, s) \) such that \( top_1(s) \) has an \( n \)-link (if the link is a \( k \)-link for some \( k < n \), the following concepts are not relevant). The link ancestor of \( v_m \) is the configuration \( v_j \) where the original copy of the \( n \)-link in \( top_1(s) \) was created, or \( v_0 \) if the link was present in the stack of the configuration \( v_0 \). The link rank of \( v_m \) is the minimum colour of a state occurring in \( \Lambda \) between \( v_m \) and its link ancestor \( v_j \) (inclusive) \( \text{i.e. } \min \{ \rho(v_j), \ldots, \rho(v_m) \} \).

Definition 1. An \( n \)-CPDA equipped with a colouring function \( \text{rank-aware from} \) a configuration \( v_0 \) if there exist functions \( \text{ColRk : } \Gamma \rightarrow \mathbb{N} \) and \( \text{LinkRk : } \Gamma \rightarrow \mathbb{N} \) such that for any partial play \( \Lambda = v_0 v_1 \ldots v_k \), the collapse rank and the link rank (if defined) of the configuration \( v_k = (q, s) \) are respectively equal to \( \text{ColRk(top_1(s))} \) and \( \text{LinkRk(top_1(s))} \). In other words, the collapse rank and the link rank are stored in the \( top_1 \)-element of the stack.

Remark 10. In the current setting, if the collapse ancestor (resp. the pop ancestor / the link ancestor) refers to a stack that was internal in the initial configuration (i.e. the \( k \)-ancestor is \( v_0 \)) then the collapse rank (resp. the pop rank / the link rank) is simply the smallest priority seen since the beginning of the play. Hence, it does not make much sense but it permits the construction to remain uniform.

The next lemma shows that we can restrict our attention
to CPDA games where the underlying CPDA is rank-aware.

**Lemma 8.** For any n-CPDA $A$ and any parity game $G$ on it, one can construct an n-CPDA $A_{rk}$ and an associated parity game $G_{rk}$ such that there exists a mapping $v_1$ from the configurations of $A$ to that of $A_{rk}$ satisfying the following conditions:

- for any configuration $v_0$ of $A$, $A_{rk}$ is rank-aware from $v_1(v_0)$;
- Éloise has a winning strategy in $G$ from some configuration $v_0$ iff she has a winning strategy in $G_{rk}$ from $v_1(v_0)$.
- both $v_1$ and $v_1^{-1}$ preserve regular sets of configurations;

The proof is a non-trivial generalisation of [19, Lemma 6.3] (which concerns 2-CPDA) to the general setting of n-CPDA and starting from an arbitrary configuration, and it occupies the rest of the section.

Fix an n-CPDA $A = (A, \Gamma, Q, \delta)$, a partition $Q_E \cup Q_A$ of $Q$ and a colouring function $\rho : Q \to C \subseteq \mathbb{N}$. Denote by $G$ the induced parity game. We define a rank-aware (to be proven) n-CPDA $A_{rk} = (A, \Gamma_{rk}, Q_{rk}, \delta_{rk})$ such that $Q \times C \subseteq Q_{rk}$ and

$$\Gamma_{rk} = \Gamma \times (C \cup \{\tau\}) \times (C \cup \{\tau, \hat{\imath}\}) \times (C^{(1, \ldots, n)} \cup \{\tau\})$$

The main configurations $((q, \theta), s)$ of $A_{rk}$ (by main we mean a configuration that is reached after simulating a transition of $A$; indeed simulating one transition of $A$ need several steps in $A_{rk}$, hence goes through intermediate configurations that we do not care about when stating our invariant) will satisfy the following invariant. First, $\theta$ is the minimal colour visited from the beginning of the path/run/play. Second, if $top_1(s) = (a, m_c, m_t, \tau)$ then the following holds.

- $m_c$ is the collapse rank.
- $m_t$ is the link rank if it makes sense (i.e. there is an n-link in the current top symbol) or is $\uparrow$ otherwise.
- $\tau$ is the pop rank, that is, for every $i = 1, \ldots, n$, $\tau(i)$ is the pop rank for $i$.

Let us now explain when one uses the $\tau$ symbol and how $v_1$ is defined. Let $(q, s)$ be some configuration in $A$. Then $v_1(q, s) = ((q, \rho(q), s'))$ where $s'$ is obtained by:

- Replacing every internal symbol $\gamma$ (i.e. that is not the top$_1$-element) by $(\gamma, \tau)$ otherwise.
- Replacing the top$_1$-element $\gamma$ by $(\gamma, \rho(q), \rho(q), \rho(q))$ if it has an n-link and by $(\gamma, \rho(q), \hat{\imath}, \rho(q))$ otherwise.

Hence at the beginning of the run the invariant holds.

The transition function of $A_{rk}$ mimics that of $A$ and updates the ranks as explained below. First, let us explain the meaning of symbols $\tau$. Such symbols will never be created using a push$_k$ action: hence they can only be duplicated (using push$_k$) from symbols originally in the stack. The meaning of a symbol $\tau$ is that the corresponding object (collapse rank, link rank or pop rank) has not been yet settled. However, it can be very easily computed as it necessarily equals the smallest colour visited so far (as noted in Remark 10): this is why we made the computation of the minimal colour visited so far in the control state of $A_{rk}$.

In order to save space and to make the construction more understandable, we do not formally describe $\delta_{rk}$ but rather explain how $A_{rk}$ is supposed to behave. It should be clear that $\delta_{rk}$ can be formally described to fit this informal description (and that some extra control states are actually needed). Note that the following description also contains the inductive proof of its validity, namely that $m_c, m_t$ and $\tau$ are as stated above. To avoid case distinction on whether the link rank is defined or not, we take the following convention that $\min(\hat{\imath}, i) = \hat{\imath}$ for every $i \in \mathbb{N}$.

Assume $A_{rk}$ is in some configuration $((q, \theta), s)$ with $top_1(s) = (a, m_c, m_t, \tau)$ and let $v_1(s_0 \cdots s_\ell)$ be the beginning of the run of $A_{rk}$ where we denote $v_1 = ((q, \theta), s_1)$ (hence $q_\ell = q$ and $s_\ell = s$). The following behaviours are those allowed in $((q, \theta), s)$.

1) For every $\delta(q, \alpha, a) = (q', \text{pop}_k)$ with $1 \leq k \leq n$, let $\text{pop}_k(s) = s'$ and let $top_1(s') = (a', m_c', m_t', \tau')$. Then on reading $a$, $A_{rk}$ goes to the configuration $((q', \theta', s'\prime)$ where $\theta' = \min(\theta, \rho(q'))$ and $s'\prime$ is obtained from $s'$ by replacing $top_1(s')$ by

a) $(a', \theta', \theta', (\theta', \ldots, \theta'))$ if $m_c' = \tau = \tau'$ and $\tau' = (\tau, \ldots, \tau)$.

b) $(a', \theta, \hat{\imath}, (\theta', \ldots, \theta'))$ if $m_c' = \tau = \hat{\imath}$ and $\tau' = (\tau, \ldots, \tau)$.

c) $(a', \min(m_c', \tau(k), \rho(q'))$, $\min(m_t', \tau(k), \rho(q'))$, $\tau''(i)$, with

$$\tau''(i) = \begin{cases} \min(\tau(i), \tau(k), \rho(q')) & \text{if } i \leq k \\ \min(\tau(i), \rho(q')) & \text{if } i > k \end{cases}$$

Cases (a) and (b) correspond to the case where one reach (possibly a copy) of a symbol that was in the stack from the very beginning and that never appeared as a top$_1$ element: then the value of the collapse rank, link rank (if defined this is case (a) otherwise it is case (b)) and pop ranks are all equal to $\theta'$.

We now explain case (c). Let $v_x$ be the $k$-ancestor of $top_k(\text{pop}_k(s))$. Then $x > 0$ as we would be otherwise in case (a) or (b). By Proposition 6, it follows that $top_k(\text{pop}_k(s)) = top_k(s_{x-1})$, and by induction hypothesis, at step $(x - 1)$, $m_c', m_t'$ and $\tau'$ had the expected meaning. Let $y$ be the index of the pointed stack in $s'$: $y$ is also the index of the pointed stack in $s_{x-1}$, and moreover $y < x$. The collapse rank in $v_{x+1}$ is $\min(\rho(q_y), \ldots, \rho(q_{x-1}), \rho(q_x), \ldots, \rho(q_n), \rho(q')) = \min(m_c', \tau(k), \rho(q'))$. Similarly, when defined, the link ancestor of $s'$ is the same as the one in $s_{x-1}$: hence the pop rank in $v_{x+1}$ is $\min(m_t', \tau(k), \rho(q'))$. 


For any \( i \leq k \), \( \text{top}_i(\text{pop}_i(s')) = \text{top}_1(s_{x-1}) \) and therefore the pop rank for \( i \) in \( v_{x+1} \) is obtained by updating \( \tau'(i) \) to take care of the minimum colour seen since \( v_x \) which (as for the collapse rank) is \( \min\{\tau(k),\rho(q')\} \): therefore the pop rank for \( i \) in \( v_{x+1} \) equals \( \min\{\tau(i),\tau(k),\rho(q')\} \).

For any \( i > k \), \( \text{pop}_i(s') = \text{pop}_i(s) \) and thus \( \text{top}_i(\text{pop}_i(s')) = \text{top}_i(\text{pop}_i(s)) \). Therefore the pop rank for \( i \) in \( v_{x+1} \) is obtained by updating the one in \( v_x \) to take care of the new visited colour \( \rho(q') \): hence the pop rank for \( i \) in \( v_{x+1} \) equals \( \min\{\tau(i),\rho(q')\} \).

2) For every \( \delta(q,\alpha,a) = (q',\text{push}_j) \) with \( 2 \leq j \leq n \), let \( \text{push}_j(s) = s' \) and let \( \text{top}_1(s') = (\alpha, m_e, m_i, \tau) \) (note that \( \emptyset \) does not appear in \( \text{top}_1(s') \)). Then, on reading \( a \), \( A_k \) goes to the configuration \( (q',\theta',s'') \) where \( \theta' = \min(\theta,\rho(q')) \) and \( s'' \) is obtained from \( s' \) when replacing \( \text{top}_1(s') \) by \( (\alpha, \min(m_c,\rho(q')) , \min(m_t,\rho(q')) , \tau') \) with

\[
\tau'(i) = \begin{cases} 
\min(\tau(i),\rho(q')) & \text{if } i \neq j \\
\rho(q') & \text{if } i = j 
\end{cases}
\]

Indeed, the ancestor of the pointed stack in the new configuration is the same as the one in \( s \). As by induction hypothesis \( m_e \) is the collapse rank in \( v_x \), the collapse rank in \( v_{x+1} \) is obtained by updating \( m_e \) to take care of the new visited colour, namely by taking \( \min\{m_c,\rho(q')\} \). Similarly, if defined, the link ancestors in \( v_x \) and \( v_{x+1} \) are identical and then the link rank in \( v_{x+1} \) is \( \min\{m_e,\rho(q')\} \).

For any \( i \neq j \), as \( \text{pop}_i(s) = \text{pop}_i(s') \), the \( i \)-ancestor of \( \text{top}_i(\text{pop}_i(s')) \) and the \( i \)-ancestor of \( \text{top}_i(\text{pop}_i(s')) \) are the same. Again using the induction hypothesis one directly gets that the pop rank for \( i \) in \( v_{x+1} \) equals \( \min\{\tau(i),\rho(q')\} \).

The index of the \( j \)-ancestor of \( \text{top}_j(\text{pop}_j(s')) \) is by definition \( \ell + 1 \). Hence as the only colour visited since \( v_{x+1} \) is \( \rho(q') \) it equals the pop rank for \( j \).

3) For every \( \delta(q,\alpha,a) = (q',\text{push}_{j,k}) \) with \( 1 \leq k \leq n \), and \( \beta \in (\Gamma \setminus \{\perp\}) \), on reading \( a \), \( A_{k} \) goes to \( (q',\theta',\ell') \) where \( \theta' = \min(\theta,\rho(q')) \), and applies \( \text{push}_{j,k}(\beta,m_e,m_i,\tau) \) where \( m_e' = \min(\tau(k),\rho(q')) \), \( m_i' = \rho(q') \) if \( k = n \) and \( m_i' = \tau' \) otherwise, and \( \tau'(i) = \min(\tau(i),\rho(q')) \) for every \( i \geq 2 \) and \( \tau(1) = \rho(q') \).

Indeed, the pointed stack in \( s' \) is \( \text{top}_k(\text{pop}_k(s)) \) and therefore the collapse rank in \( v_{x+1} \) is the minimum of the pop rank for \( k \) in \( s \) and of the new visited colour \( \rho(q') \), that is \( \min(\tau(k),\rho(q')) \).

If \( k = n \), the link ancestor of \( v_{x+1} \) is \( v_{x+1} \) itself and hence the link rank is the colour of the current configuration, namely \( \rho(q') \).

For any \( i \geq 2 \), as \( \text{pop}_i(s) = \text{pop}_i(s') \) one also has \( \text{top}_i(\text{pop}_i(s')) = \text{top}_i(\text{pop}_i(s)) \) and therefore the pop rank for \( i \) in \( v_{x+1} \) equals the minimum of the one in \( v_x \) with the new visited colour \( \rho(q') \), that is \( \min(\tau(i),\rho(q')) \). Finally as the \( 1 \)-ancestor of \( \text{pop}_1(s') \) is \( v_x \) then the pop rank for 1 is the current colour, namely \( \rho(q') \).

4) For every \( \delta(q,\alpha,a) = (q',\text{collapse}) \), let \( \text{collapse}(s) = s' \) and let \( \text{top}_1(s') = (\alpha', m_e', m_i', \tau') \). Then, on reading \( a \), \( A_k \) goes to the configuration \( (q',\theta',s'') \) where \( \theta' = \min(\theta,\rho(q')) \) and \( s'' \) is obtained from \( s' \) by replacing \( \text{top}_1(s') \) by

a) \( (\alpha',\theta',\theta',\ldots,\theta') \) if \( m_e' = \emptyset, m_i' = \emptyset \) and \( \tau' = (\emptyset, \ldots, \emptyset) \),

b) \( (\alpha',\theta',\ldots,\theta') \) if \( m_e' = \emptyset, m_i' = \emptyset \) and \( \tau' = (\emptyset, \ldots, \emptyset) \),

c) \( (\alpha',\min(m_e',\rho(q')),\min(m_t',\rho(q')) \), \( \tau''(i) = \begin{cases} 
\min(\tau'(i),m_c,\rho(q')) & \text{if } i \leq k \\
\min(\tau'(i),\rho(q')) & \text{if } i > k 
\end{cases}
\)

Cases (a) and (b) correspond to the case where one reach (possibly a copy) of a symbol that was in the stack from the very beginning and that never appeared as a \( \text{top}_1 \) element: then the value of the collapse rank, link rank (if defined this is case (a) otherwise it is case (b)) and pop ranks are all equal to \( \emptyset \).

We now explain case (c). Let \( x \) be the index of the pointed stack in \( (q,s) \). Then \( x > 0 \) as we would be otherwise in case (a) or (b). By induction hypothesis, \( m_e' \) and \( \tau' \) give the collapse rank / link rank / pop ranks in \( v_{x-1} \). Moreover the \( k \)-ancestor of the target of the top link in \( s' \) is the same as the one in \( v_{x-1} \). Therefore the collapse rank is obtained by taking the minimum of the one in \( v_{x-1} \) with \( \min(\rho(q_x),\ldots,\rho(q_n),\rho(q')) = \min\{m_e',\rho(q')\} \).

Similarly (if defined) the link ancestor in \( s' \) being the same as the one in \( v_{x-1} \), the link rank is obtained by taking the minimum of the one in \( v_{x-1} \) with \( \min(\rho(q_x),\ldots,\rho(q_n),\rho(q')) = \min\{m_e,\rho(q')\} \).

Let \( i \leq k \). The \( i \)-ancestor of \( \text{top}_i(\text{pop}_i(s')) \) is the same as the \( i \)-ancestor of \( \text{top}_i(\text{pop}_i(s_{x-1})) \). Therefore the pop rank for \( i \) in \( v_{x+1} \) is obtained by taking the minimum of the one in \( v_{x-1} \) with \( \min(\rho(q_x),\ldots,\rho(q_n),\rho(q')) = \min\{m_c,\rho(q')\} \).

Let \( i > k \). Then the \( i \)-ancestor of \( \text{top}_i(\text{pop}_i(s')) \) is the same as the \( i \)-ancestor of \( \text{top}_i(\text{pop}_i(s_{x-1})) \); indeed the collapse also modified that \( \text{top}_k \) stack. Therefore the pop rank for \( i \) in \( v_{x+1} \) is obtained by taking the minimum of the one in \( v_{x-1} \) with \( \min(\rho(q_x),\ldots,\rho(q_n),\rho(q')) = \min\{m_e,\rho(q')\} \).

5) For every \( \delta(q,\alpha,a) = (q',\text{rew}_{\beta,1}) \) with \( \beta \in (\Gamma \setminus \{\perp\}) \), on reading \( a \), \( A_k \) goes to state \( (q',\theta',\ell) \) where \( \theta' = \min(q,\theta) \) and applies \( \text{rew}_{\beta,1}(\beta,m_e,\min(\tau,k) \rho(q')) \) where \( m_e' = \min(m_e,\rho(q')) \), \( m_i' = \min(m_i,\rho(q')) \) and \( \tau'(k) = \min(\tau(k),\rho(q')) \) for every \( 1 \leq k \leq n \), if
we let $top_1(s) = (\alpha, m_c, m_t, \tau)$.

This case is trivial as we just need to update all information by considering the colour of the new control state.

From the previous description (and the included inductive proof) we conclude that, for any configuration $v_0$ of $A$, $A_{rk}$ is rank-aware from $v_1(v_0)$.

**Remark 11.** Note that building a rank-aware $n$-CPDA from a non-aware one increases the stack alphabet by $C^{n+3}$ and the state set by $C^{n+1}$ (recall that we need extra states, that where hidden in the previous description, mainly to store $\tau$).

Now, in order to prove the second point of Lemma 8, one considers the parity game $G_{rk}$ on $A_{rk}$ defined by

- using a similar partition as the one in $G$ from $Q$: $Q_{rkE} = Q_E \times C$ (the control states in $Q_{rk} \setminus Q \times C$ inducing configurations with exactly one successor can be controlled by any player),
- and extending $\rho$ to $Q_{rk}$ by letting $\rho((q, \theta)) = \rho(\theta)$ and assigning the maximal colour to states in $Q_{rk} \setminus Q \times C$ (hence not modifying the winner).

It is immediate that Éloïse has a winning strategy in $G$ from some configuration $v_0$ iff she has a winning strategy in $G_{rk}$ from $v_1(v_0)$.

Finally, the fact that both $\nu_1$ and $\nu_1^{-1}$ preserve regular sets of configurations is immediate: for this one basically needs to simulate an automaton on the image by $\nu_1$ (or $\nu_1^{-1}$) that can be computed on-the-fly (except for the very last steps of $\nu_1$ where one needs to know the control state before deducing the $top_1$ stack element as it is information on the colour of the control state. However, this is not a problem to have a slight — finite — delay in the final steps of the simulation).

**D. Second step: from $G_{rk}$ to $G_{hf}$. Removing the $n$-links**

Let $A_{rk} = (A_{rk}, \Gamma_{rk}, Q_{rk}, \delta_{rk})$ be the (rank-aware) $n$-CPDA generating the game $G_{rk}$ obtained in the previous step.

Consider the following informal description of a new game $G_{hf}$ defined from $G_{rk}$. The new games mimics $G_{rk}$ except that whenever a player wants to perform a $\text{push}_{1}^{\gamma,n}$ action on the stack, this is replaced by the following negotiation between the players:

- Éloïse has to provide a vector $\overrightarrow{R} = (R_0, \cdots R_d) \in (2^{Q_{rk}})^{d+1}$ — here $Q_{rk}$ are the control states of $A_{rk}$ — whose intended meaning is the following: she claims that she has a strategy such that if the newly created link (or a copy of it) is eventually used by some collapse then it leads to a state in $R_i$ where $i$ is the smallest colour visited since the original copy of the link was created.
- Abelard has two choices. He can agree with Éloïse’s claim, pick a state $q$ in some $R_i$ and perform a $\text{pop}_{n}$ action whilst going to state $q$ (through an intermediate dummy vertex coloured by $i$): this is the case where Abelard wants to simulate a collapse involving the link. Alternatively Abelard can decide to push the symbol $(\gamma, \overrightarrow{R})$ without appending a link to it.

Later in the play, if the $top_1$-element is of the form $(\gamma, \overrightarrow{R})$, and if the player controlling the current configuration wants to simulate a move to state $q$ that collapses the stack, then this move is replaced by one that goes to a dead end vertex which is winning for Éloïse iff $q \in R_i$ where $i$ is the link rank found on the current $top_1$-element and which corresponds to the smallest colour visited since the original copy of symbol $(\gamma, \overrightarrow{R})$ was pushed onto the stack (recall that $A_{rk}$ is rank-aware). The intuitive idea is that, when simulating a collapse (involving an order-$n$ link), Éloïse wins iff her initial claim on the possible reachable states by following the link was correct. Otherwise she loses.

There are now two tasks. The first one is to prove that the previous simulation game can be generated by an $n$-CPDA with the extra property that it never creates $n$-links. The second one is to prove that this game correctly simulates the original one (i.e. Éloïse wins in $G_{rk}$ from some vertex $v$ iff she wins in the $G_{hf}$ from the configuration $v_2(v)$ for some mapping $v_2$ — to be defined — transforming vertices of the first game into vertices of the second one). The first task (see Section D1) is simple as the initial $n$-CPDA defining $G_{rk}$ is rank aware and therefore comes with a function $\text{Link}_{Rk}$ as in Lemma 8. The second task (see Section D2) is more involved because we have to define $v_2$ and to prove that it preserves (arbitrary) winning configurations.

1) The simulation game: $G_{hf}$: As in $G_{rk}$, the player that control the current vertex has to make a move, i.e. apply a transition of the $n$-CPDA. In case this player wants to simulate a transition going to $q$ and performing a $\text{push}_{1}^{\gamma,n}$ action on the stack, the play goes as follows.

- The CPDA goes in a new control state $q^{\gamma}$ and no operation on the stack is performed.
- From $q^{\gamma}$, Éloïse has to move to a new control state $q^{\gamma'}$ and can push any symbol of the form $(\gamma, \overrightarrow{R})$ where $\overrightarrow{R} = (R_0, \cdots R_d) \in (2^{Q_{rk}})^{d+1}$. Here we assume that the symbol comes with no links (alternatively, we could add a dummy link and state that no collapse can be performed from a configuration with $top_1$ element being of the form $(\gamma, \overrightarrow{R})$.

- From $q^{\gamma}$, Abelard has to play and choose one of the two possible options: either go to state $q$ and perform no action on the stack, or pick any state $q$ in some $R_i$ go to an intermediate new state $q^{i'}$ (of colour $i$) without changing the stack and from this new configuration go to state $q$ and finally perform a $\text{pop}_{n}$ action.

The intended meaning of such a decomposition of the $\text{push}_{1}^{\gamma,n}$ operation is the following: when choosing the sets in $\overrightarrow{R}$, Éloïse is claiming that she has a strategy such that if the $n$-link created by pushing $\gamma$ is eventually used for
collapsing the stack then the control state after collapsing will belong to $R_i$ where $i$ is meant to be the smallest colour from the creation of the link to the collapse of the stack (equivalently it will be the link rank — as computed in $A_{rk}$ — the just before collapsing). Note that $R_i$ are sets because of the fact that we have a game and hence Eloise has not a full control of the play. Then Abelard is offered to simulate the collapse (here state $q^i$ is only used for going through a state of colour $i$). If he does not want to simulate a collapse then one stores $R$ for possibly checking its truth later.

Later, in case some player wants to simulate a collapse transition involving an $n$-link and going to state $q$, the $top_1$ element is necessarily of the form $(\gamma, R)$. Then the simulation is done by going to a dead-end vertex that is winning for Eloise iff $q \in R_{LinkRk(\gamma)}$, i.e. Eloise wins iff her former claim on $R$ was correct.

For all other kind of transitions ($push_k$, $pop_k$, $rew$ or $collapse$ involving < $n$ links), the simulation is immediate (either the top element is a single letter from $G$ or it is an element from $\Gamma \times (2^\Gamma)^{d+1}$ in which case one simply ignores the $(2^\Gamma)^{d+1}$ component).

Formally we set $A_{hf} = (A_{hf}, \Gamma_{hf}, Q_{hf}, \delta_{hf})$ with

- $A_{hf} = A_{rk} \cup (2^\Gamma_{rk})^{d+1} \cup \{ q^i \mid q \in Q_{rk}, 0 \leq i \leq d \} \cup \{ go, tt, ff \}$
- $\Gamma_{hf} = \Gamma_{rk} \cup \Gamma_{rk} \times (2^\Gamma_{rk})^{d+1}$
- $Q_{hf} = Q_{rk} \cup \{ q^a \mid q \in Q_{rk}, a \in \Gamma_{rk} \} \cup \{ q^2 \mid q \in Q_{rk} \} \cup \{ q^i \mid q \in Q_{rk}, 0 \leq i \leq d \} \cup \{ tt, ff \}$
- $\delta_{hf}$ is defined as follows.

- $\forall q \in Q_{rk}, \forall \gamma \in \Gamma_{rk}, \forall a \in A$ if $\delta(q, \gamma, a) = (q', op)$ is such that $op$ is neither of the form $push_1^{\gamma n}$ nor $rew_1^{\gamma n}$ nor a collapse using an $n$-link, then $\delta(q, \gamma, a) = \delta(q, (\gamma, R), a) = (q', op)$.
- $\forall q \in Q_{rk}, \forall \gamma \in \Gamma_{rk}, \forall a \in A$ if $\delta(q, \gamma, a) = (q', rew_1^{\gamma n})$, then $\delta(q, \gamma, a) = (q', rew_1^{\gamma n})$ and $\delta(q, (\gamma, R), a) = (q', rew_1^{\beta, R}, a)$.
- $\forall q \in Q_{rk}, \forall \gamma \in \Gamma_{rk}, \forall a \in A$ if $\delta(q, \gamma, a) = (p, push_1^{\gamma n})$ then $\delta(q, (\gamma, R), a) = (p', id)$.
- $\forall q \in Q_{rk}, \forall \gamma \in \Gamma_{rk}, \forall R \in (2^\Gamma_{rk})^{d+1}$, $\delta(p', (\gamma, R), op) = (p', (\gamma, R), 1)$.

Note here that we create a 1-link as we do not permit in the definition of n-CPDA to push symbol without link: however this link being never used, one can safely forget it.

- $\forall q \in Q_{rk}, \forall \gamma \in \Gamma_{rk}, \forall R \in (2^\Gamma_{rk})^{d+1}$, $\delta(p', (\gamma, R), go) = (p, id)$.
- $\forall q \in Q_{rk}, \forall \gamma \in \Gamma_{rk}, \forall R \in (2^\Gamma_{rk})^{d+1}$, $\forall q^i \in A_{hf}$, $\delta(p', (\gamma, R), q^i) = (q', id)$ provided $q \in R_i$ (otherwise $\delta$ is undefined).
- $\forall q^i \in Q_{hf}, \forall (\beta, R) \in \Gamma_{hf}, \delta(q^i, (\beta, R), c) = (q, pop_n)$.

In order to define a game graph $G_{hf}$ out of $A_{hf}$ we define $Q_{hf} = Q_{rk} \cup \{ q^i \mid q \in Q_{rk}, \forall \gamma \in \Gamma_{rk} \} \cup \{ q^i \mid q \in Q_{rk}, 0 \leq i \leq d \} \cup \{ ff \}$. Finally to define a corresponding n-CPDA parity game $G_{hf}$ we extend $\rho$ by letting $\rho(q^i) = \rho(q^0) = d$ for any $q \in Q$ (has one cannot loop forever in such states, it means that they have no influence on the parity condition) and $\gamma \in \Gamma$ and $\rho(q_i) = i$ for every $0 \leq i \leq d$.

Note that $A_{hf}$ never create $n$-link, hence the game $G_{hf}$ is as expected.

2) Correctness of the simulation: Consider some configuration $v = (p, s)$ in $G_{rk}$. We explain now how to define an “equivalent” configuration $\nu_2(v)$ in $G_{hf}$ (here equivalent is in the sense of Theorem 6). The transformation simply replace any occurrence of a stack letter (call it $\gamma$) with an $n$-link in $s$ by another letter of the form $(\gamma, R)$. Let $s'$ be the stack obtained by popping every element above $\gamma$, and let $S = \{ q \mid$ Eloise wins in $G_{rk}$ from $(q, collapse(s')) \}$. Then one sets $\overline{R} = (R, \cdots, R)$.

Example 7. Assume we are playing a two-colour parity game. Let

$$s = \left( \begin{array}{ll} [\{ a \}] & [\{ b \}] \\ [\{ a \}] & [\{ b \}] \end{array} \right)$$

$R = \{ r \mid (r, [[a]]) \}$ is winning for Eloise in $G_{rk}$ and $\overline{R} = (R, R)$. Then

$$\nu_2(s) = \left( \begin{array}{ll} [\{ a \}] & [\{ a \}] \\ [\{ b \}] & [\{ a \}] \\ [\{ b \}] \end{array} \right) \right).$$

In this section we prove the following result stating the validity of the previous construction:

**Theorem 6.** Eloise wins in $G_{rk}$ from some configuration $v$ if and only if she wins in $G_{hf}$ from $\nu_2(v)$.

**Proof:** In the following, we intensively work with strategy (both in $G_{rk}$ and $G_{hf}$). When defining the value of such a strategy on some partial play we may alternatively define it as a vertex (which respects the definition of a strategy as we gave it) or as a pair $(q, op)$ formed by a control state and a stack operation. In the latter, one has to understand this as the strategy that goes to the configuration $(q, op(s))$ if $s$ denotes the stack in the current configuration.

Assume that the configuration $v = (p_0, s)$ is winning for Eloise in $G_{rk}$, and let $\Phi$ be a winning strategy for her. Using $\Phi$, we define a strategy $\varphi$ for Eloise in $G_{hf}$ from $\nu_2(v)$. The strategy $\varphi$ stores a partial play in $G_{rk}$ that is an element in $V_{rk}$ (where $V_{rk}$ denotes the set of vertices of $G$). This memory will be denoted $\Lambda$. At the beginning $\Lambda$ is initialized to the vertex $(p_0, \bot)$. At any moment in the play, if the
current vertex has \( \top_1 \) symbol \( \alpha \) and control state \( p \), then the last vertex of \( \Lambda \) has control state \( p \) and \( \top_1 \) symbol \( \alpha \) or \( (\alpha, R) \) (in this case there is an \( n \)-link from the \( \top_1 \) symbol).

We first describe \( \varphi \), and then we explain how \( \Lambda \) is updated.

**Choice of the move.** Assume that the play is in some vertex \((p, s)\) with \( p \in Q_\Lambda \). The move given by \( \Phi \) depends on \( \varphi(\Lambda) \) (we shall later argue that \( \Phi \) is well defined while proving that it is winning):

- If \( \Phi(\Lambda) = (q, op) \), with \( op \) being some \( pop_k \), \( push_k \), \( push_k^{a_1} \) with \( i < n \), or collapse involving an \( n \)-link then \( \text{\'Elo\'ise goes to } (q, op(s)) \).
- If \( \Phi(\Lambda) = (q, rew_{\alpha}^q) \), then \( \text{\'Elo\'ise goes to } (q, rew_{\alpha}^q(s)) \) if \( \top_1(s) = b \) for some \( b \in \Gamma \) and she goes to \( (q, rew_{\alpha}^q(n, R_1)(s)) \) if \( \top_1(s) = (\beta, R_1) \).
- If \( \Phi(\Lambda) = (q, \text{collapse}) \) then \( \text{\'Elo\'ise goes to } (\#, s) \). We shall later see that this move is always valid.
- If \( \Phi(\Lambda) = (q, push_k^{a_1}) \) then \( \text{\'Elo\'ise goes to } (q^a, s) \).

In this last case, or in the case where \( p \in Q_\Lambda \) and Abelard goes to \( (q^a, s) \), we also have to explain how \( \text{\'Elo\'ise behaves from } (q^a, s) \).

She has to provide a vector \( R \in P(Q)^{d+1} \) that describes which states can be reached if the \( n \)-link created by pushing \( \alpha \) (or a copy of it) is used for collapsing the stack, depending on the smallest visited colour in the meantime. In order to define \( R \), \( \text{\'Elo\'ise considers the set of all possible continuations of } \Lambda \cdot (q, push_k^{a_1}\alpha_{\sigma}(\sigma)) \) (where \( (p, \sigma) \) denotes the last vertex of \( \Lambda \)) where she respects her strategy \( \Phi \). For each such play, she checks whether some configuration of the form \((r, pop_n, \sigma)\) is eventually reached by collapsing using (possibly a copy of the) \( n \)-link created by \( push_k^{a_1} \). If it is the case, she considers the smallest colour \( i \) visited from the moment where the link was created to the moment collapse is performed (i.e. the link rank before collapsing). For every \( i \in \{0, \ldots, d\} \), \( R_i \) is defined to be the set of states \( r \in Q \) such that the preceding case happens. More formally,

\[
R_i = \{ r \mid \exists \lambda \cdot (q, push_k^{a_1}\alpha_{\sigma}(\sigma))v_0 \cdots v_k \cdot v_{k+1} \cdots \text{ play in } G \text{ where } \text{\'Elo\'ise respects } \Phi \text{ and s.t. } v_{k+1} = (r, pop_n(\sigma)) \}
\]

is obtained by applying a collapse from \( v_k \), and configuration \( (q, push_k^{a_1}\alpha_{\sigma}(\sigma)) \) is the link ancestor of \( v_k \).

Finally, we set \( \tilde{R} = (R_0, \ldots, R_d) \) and \( \text{\'Elo\'ise moves to } (q^a, push_k^{a_1}(\alpha, R_1)(s)) \).

**Update of \( \Lambda \).** The memory \( \Lambda \) is updated after each visit to a configuration with a control state in \( Q \). We have five cases depending on the transition:

- If the transition is of the form \((q, op)\) with \( op \) being some \( pop_k \), \( push_k \), \( push_k^{a_1} \) with \( i < n \), or collapse involving an \( n \)-link, then we extend \( \Lambda \) by applying the same transition. That is, if \((p, \sigma)\) denotes the last configuration in \( \Lambda \), then the updated memory is \( \Lambda \cdot (q, op(\sigma)) \).

- If the transition is of the form \((q, rew_{\alpha}^q)\) or \((q, rew_{\alpha}^{(n, R_1)}(\alpha, \#))\) and if \((p, \sigma)\) denotes the last configuration in \( \Lambda \), then the updated memory is \( \Lambda \cdot (q, rew_{\alpha}^q(\sigma)) \).

- If the transition is of the form \((\#, id)\) or \((ff, id)\), the play is in a dead end. Therefore \( \Lambda \) needs not to be updated.

- If the last transitions form a sequence of the form \((q^a, id)\cdot (q', push_k^{a_1}(\alpha, R_1)(\alpha, \#)) \cdot (q, id)\), then the updated memory is \( \Lambda \cdot (q, push_k^{a_1}(\alpha, \#)(\alpha, \#)) \), where \((p, \sigma)\) denotes the last configuration in \( \Lambda \).

- If the last transitions form a sequence of the form \((q^a, id)\cdot (q^a, push_k^{a_1}(\alpha, R_1)(\alpha, \#)) \cdot (r^i, id) \cdot (r, pop_n)\), then we extend \( \Lambda \) by a sequence of actions (consistent with \( \Phi \)) that starts by performing transition \((q, push_k^{a_1}(\alpha, \#))\) and ends up by collapsing (possibly a copy of) the link created at this first step and goes to state \( r \) while visiting \( i \) as a minimal colour in the meantime. By definition of \( R \) such a sequence always exists. More formally, if \((p, \sigma)\) denotes the last configuration in \( \Lambda \), then the updated memory is now a play in \( G_{rk, \alpha} \cdot (q, push_k^{a_1}(\alpha, \#)(\alpha, \#))v_0 \cdots v_k \cdot v_{k+1} \), where \( \text{\'Elo\'ise respects } \Phi \) and such that \( v_{k+1} = (r, pop_n(\sigma)) \) is obtained by applying a collapse from \( v_k \), and configuration \( (q, push_k^{a_1}(\alpha, \#)(\alpha, \#)) \) is the link ancestor of \( v_k \).

Therefore, with any partial play \( \lambda \) in \( G_{ff} \) in which \( \text{\'Elo\'ise respects her strategy } \varphi \), is associated a partial play \( \Lambda \) in \( G_{rk} \). An immediate induction shows that \( \text{\'Elo\'ise respects } \Phi \) in \( \Lambda \). The same arguments works for an infinite play \( \lambda \), and the corresponding play \( \Lambda \) is therefore infinite, starts from \( v_2(p_0, s) \) and \( \text{\'Elo\'ise respects } \Phi \) in that play. Therefore it is a winning play.

Moreover, if \( \lambda \) is an infinite play, it easily follows from the definitions of \( \varphi \) and \( \Lambda \) that the smallest infinitely visited colour in \( \lambda \) is the same as the one in \( \Lambda \). Hence, any infinite play in \( G_{ff} \) starting from \( (p_0, s, \bot) \) where \( \text{\'Elo\'ise respects } \varphi \) is winning from her.

Now, considering finite plays \( i.e. \) plays ending either in state \( \# \) or \( ff \). Reaching a dead-end is necessarily by simulating a collapse from some configuration with \( \top_1 \) of the form \((\alpha, \tilde{R})\). We should distinguish between those elements \((\alpha, \tilde{R})\) that are "created" before (\( i.e. \) by the \( nun_2 \) function) or during the play (by \( \text{\'Elo\'ise} \)). For the second ones, one may note that whenever \( \text{\'Elo\'ise} \) wants to simulate a collapse, she can safely goes to state \( \# \) (meaning \( \varphi \) is well defined); indeed, if this was not the case, it would contradict the way \( \tilde{R} \) was defined when simulating the original creation of the link. For the same reason, Abelard can never reach state \( ff \) provided \( \text{\'Elo\'ise} \) respects her strategy \( \varphi \). Now consider an element \((\alpha, \tilde{R})\) created by \( \nu_2 \) and assume that one player wants to simulate a collapse from some configuration with such a \( \top_1 \) element. Call \( \lambda \) the partial play just before and call \( \Lambda \) the associated play in \( G \). Then in \( \Lambda \), \( \text{\'Elo\'ise} \) respects her winning strategy \( \Phi \). If she has to play next in \( \Lambda \), strategy \( \Phi \) indicates to collapse; if it is Abelard’s turn to play it can collapse. In both case, it
means that the configuration that is reached after collapsing is winning for Éloïse (it is a configuration visited in a winning play). Hence its control state belongs to \( R \) where \( \overline{R} = (R, \cdots, R) \) by definition of \( \nu_2 \) and therefore, from the current vertex in \( G_{111} \), there are no transition to \( \mathbb{t} \) and there is at least one to \( \mathbb{t} \). Therefore finite plays in \( G_{111} \) are won by Éloïse (provided she respects \( \varphi \)).

Hence, any finite play in \( G_{111} \) starting from \( \nu_1(p_0, s) \) where Éloïse respects \( \varphi \) is winning from her.

Altogether, it proves that \( \varphi \) is a winning strategy for Éloïse in \( G_{111} \) from \((p_n, \bot_n)\).

Let us now prove the converse implication. Assume that the configuration \( \nu_2((p_0, s)) \) is winning for Éloïse in \( G_{111} \), and let \( \varphi \) be a winning strategy for her. Using \( \varphi \), we define a strategy \( \Phi \) for \( \nu_2((p_0, s)) \) in \( G_{111} \) from \((p_0, s)\). Recall how \( \nu_2((p_0, s)) \) is defined: it replaces every symbol \( \alpha \) in \( s \) with an \( n \)-link by a pair \((\alpha, (R, \cdots, R))\) where \( R \) is the collection of states \( r \) such that Éloïse wins from \((r, s')\) where \( s' \) is the stack obtained by removing every symbol (and stacks) above \( \alpha \) and then performing collapse. We can therefore assume that we have a collection of winning strategies for all those configurations \((r, s')\). Then, during a play where Éloïse respects \( \varphi \), if one eventually visits such a configuration \((r, s')\), the strategy \( \Phi \) will mimic the winning strategy from that point and therefore the resulting play will be winning for Éloïse. Then in the rest of this description we mainly deal with the case of plays where this phenomenon is not happening.

The strategy \( \Phi \) stores a partial play in \( G_{111} \). This memory will be denoted \( \lambda \). At the beginning \( \lambda \) is initialized to the vertex \( \nu_2((p_0, s)) \). At any moment in the play, if the current vertex has \( \top_0 \) symbol \( \alpha \) and control state \( p \), then the last vertex of \( \Lambda \) has control state \( p \) and \( \top_0 \) symbol \( \alpha \). At any moment in the play, if the current vertex has \( \top_1 \) symbol \( \alpha, (\overline{R}) \) and control state \( p \), then the last vertex of \( \Lambda \) has control state \( p \) and \( \top_1 \) symbol \( \alpha \) with an \( n \)-link; moreover if (possibly a copy of) this link is eventually used in a collapse, then the state that will be reached after collapsing will belong to \( R_i \) where \( i \) would be the link rank just before collapsing.

We first describe \( \Phi \) and then we explain how \( \lambda \) is updated. Recall that we switch to a known winning strategy in case we apply a collapse from (possibly a copy of) an \( n \)-link that was already in \( s_0 \).

**Choice of the move.** Assume that the play is in some vertex \((p, s)\) with \( p \in Q_E \). The move given by \( \Phi \) depends on \( \varphi(\Lambda) \) (we shall later argue that \( \varphi \) is well defined while proving that it is winning):

- If \( \varphi(\Lambda) = (q, \text{op}) \), with \( \text{op} \) being some \( \text{pop}_k, \text{push}_k \), \( \text{push}^{\alpha, i}_n \) with \( i < n \), or collapse (necessarily involving an \( n \)-link) then Éloïse goes to \((q, \text{op}(s))\).
- If \( \varphi(\Lambda) = (q, \text{rew}^\alpha_q) \) or \( \varphi(\Lambda) = (q, \text{rew}^\alpha_1(\overline{R})) \) then Éloïse goes to \((q, \text{rew}^\alpha_q(s))\).
- If \( \varphi(\Lambda) = (\mathbb{t}, \text{id}) \) then Éloïse goes to \((r, \text{collapse})\) for some \( r \in R_i \) where we let \( \sigma \) be the stack in the last configuration of \( \Lambda \), \( \top_1(\sigma) = (\alpha, \overline{R}) \) and \( i = \text{Link}(\mathbb{R})(\alpha) \).

Note that in this case, the collapse involves an \( n \)-link.
- If \( \varphi(\Lambda) = (q^a, \text{id}) \) then Éloïse goes to \((q, \text{push}^{\alpha, i}_1(n)(s))\).

**Update of \( \lambda \).** The memory \( \lambda \) is updated after each move (by any player). We have four cases depending on the last transition:

- If the transition is of the form \((q, \text{op}) \) with \( \text{op} \) being some \( \text{pop}_k, \text{push}_k, \text{push}^{\alpha, i}_n \) with \( i < n \), or collapse involving an \( n \)-link, then we extend \( \lambda \) by applying the same transition. That is, if \((p, \sigma) \) denotes the last configuration in \( \lambda \), then the updated memory is \( \lambda \cdot (q, \text{op}(\sigma)) \).
- If the transition is of the form \((q, \text{rew}^\alpha_q) \) then we extend \( \lambda \) by mimicking the same transition. That is, if \((p, \sigma) \) denotes the last configuration in \( \lambda \), then the updated memory is \( \lambda \cdot (q, \text{rew}^\alpha_q(\sigma)) \) if \( \top_1(\sigma) = (\mathbb{t}) \) for some \( \beta \in \Gamma \) and it is \( \lambda \cdot (q, \text{rew}^\alpha_1(\overline{R})(\sigma)) \) if \( \top_1(\sigma) = (\beta, \overline{R}) \).
- If the transition is of the form \((q, \text{push}^{\alpha, i}_1(n)(\sigma)) \) then, if \((p, \sigma) \) denotes the last configuration in \( \lambda \), the updated memory is \( \lambda \cdot (q^a, \sigma) \cdot (q^a, \text{push}^{\alpha, i}_1(n)(\sigma)) \cdot (q, \text{push}^{\alpha, i}_n(\sigma), 1) \) where \( \varphi(\lambda \cdot (q^a, \sigma)) \cdot (q^a, \text{push}^{\alpha, i}_1(n)(\sigma)) \).
- If the last transition is of the form \((r, \text{collapse})\) involving an \( n \)-link, then we have two cases. Either the collapse was following (possibly a copy of) an \( n \)-link that was already in \( s_0 \) in case we claim (and prove later) that we end up in a winning configuration and switch to a corresponding winning strategy as already explained. Either we follow an \( n \)-link that was created during the play and we let \( \lambda = v_0 \cdots v_m \) and let \( v_i \) be the link ancestor of \( v_m \). Then the updated memory is obtained by backtracking inside \( \lambda \) until reaching the configuration where the (simulation of the) collapsed \( n \)-link was created (this configuration being the link ancestor) and then extend it by a choice of Abelian consistent with the collapse. That is, if \( \lambda = v_0 \cdots v_m \), and if \( v_i = (p^i, \sigma) \) is the link ancestor of \( v_m \), then the updated memory is \( v_0 \cdots v_i \cdot (p^i, \text{pop}_n(\sigma)) \cdot (r, \text{pop}_n(\sigma)) \) where \( i \) denotes the link rank in the configuration \( \Lambda \) was just before collapsing.

Therefore, with any partial play \( \Lambda \) in \( G_{rk} \) in which Éloïse respects her strategy \( \varphi \), is associated a partial play \( \lambda \) in \( G_{111} \). Note that if we end up in a configuration that is known to be winning, \( \lambda \) is no longer extended. This also

\[ \begin{align*}
\text{Here we implicitly extends the notion of link ancestor as follows. In } G_{111} \text{ instead of creating } n \text{-link one pushes symbol of the form } (\alpha, \overline{R}) \text{ hence whenever doing a } \text{push}^{\alpha, i}_i(\overline{R}) \text{ one attached to the vector } \overline{R} \text{ the index of the current configuration. Then if the } \top_1 \text{ element of } v_m \text{ is some } (\alpha, \overline{R}) \text{ then the link ancestor of } v_m \text{ is defined to be } v_i \text{ where } i \text{ is the indexed attached with } \overline{R}. \text{ Note in particular that the control state in the link ancestor is of the form } p'.
\end{align*} \]
implies that when collapsing an $n$-link that was already in $s_0$ one necessarily ends up in a winning configuration. Indeed assume the contrary and let $\lambda$ be the constructed play before collapsing: then either Éloïse has to play and therefore moves to $\Phi$ (and therefore the configuration in $\Lambda$ after collapsing is winning by definition of $\nu_2$, leading a contradiction) of Abéard could move to $\Phi$ (leading a contradiction with $\varphi$ being winning). Therefore from now on we restrict our attention to the case where the $n$-links (and their copies) in $s_0$ are never used to collapse.

An immediate induction shows that Éloïse respects $\varphi$ in $\lambda$. The same arguments works for an infinite play $\Lambda$, and the corresponding play $\lambda$ is therefore infinite, starts from $(p_0, s_0)$ and Éloïse respects $\varphi$ in that play. Therefore it is a winning play.

Now, in order to conclude that any play $\Lambda$ in $\mathcal{G}_\text{rk}$ in which Éloïse respects her strategy $\varphi$ is winning for her, one needs to relate the sequence of colours in $\Lambda$ and in $\lambda$. For this, we introduce a notion of factorisation of a partial play in $\Lambda = v_0 v_1 \cdots v_m$ (we should later note that it trivially extend to infinite plays). A factor will be a nonempty sequence of vertices of the following kind:

1. it is a sequence $v_k \cdots v_k$ such that the transition from $v_{k-1}$ to $v_k$ is a $\text{push}_{1}^{n,0}$, the transition from $v_{k-1}$ to $v_k$ is collapse involving an $n$-link, and $v_{0}$ is the link ancestor of $v_{k}$.

2. or it is a single vertex:

Then the factorisation of $\Lambda$ denoted $\text{Fact}(\Lambda)$ is a sequence of factors inductively defined as follows (we bracket factors to make them explicit):

$$\text{Fact}(\Lambda) = [v_0 \cdots v_k], \text{Fact}(v_{k+1} \cdots v_n)$$

if there exists some $k$ such that $v_0 \cdots v_k$ is in (1) above, and $\text{Fact}(\Lambda) = [v_0], \text{Fact}(v_1 \cdots v_n)$ otherwise.

In the following, we refer to the colour of a factor as the minimal colour of its elements.

Note that the previous definition is also valid for infinite plays. Now we easily get the following proposition (the result is obtained by reasoning on partial play using a simple induction combined with a case analysis. Then it directly extends to infinite plays):

**Proposition 7.** Let $\Lambda$ be some infinite play in $\mathcal{G}_\text{rk}$ starting from $(p_0, s)$ where Éloïse respects $\Phi$ and assume that it never collapses (possibly a copy of) an $n$-link in $s$. Let $\lambda$ be the associated infinite play in $\mathcal{G}_\text{It}$ constructed from $\Phi$. Let $\Lambda_0, \Lambda_1, \cdots$ be the factorisation of $\Lambda$ and, for every $i \geq 0$, let $c_i$ be the colour of $\Lambda_i$.

Then the sequence $(c_i)_{i \geq 0}$ and the sequence of colours visited in $\lambda$ (ignoring the dummy colours of states of the form $q^a q_i$) are equals.

The previous proposition directly implies that $\Phi$ is a winning strategy for Éloïse from $(p_0, s)$ in $\mathcal{G}_\text{rk}$.

**3) Regularity of sets of winning positions is preserved:**

We established in Theorem 6 that Éloïse wins in $\mathcal{G}_\text{rk}$ from some configuration $v$ if and only if she wins in $\mathcal{G}_\text{It}$ from $\nu_2(v)$. It remains now to prove that regular sets of winning positions are preserved by inverse image by $\nu_2$.

**Proposition 8.** Assume that we have an automaton $\mathcal{B}_\text{It}$ that recognises the set of winning configurations in $\mathcal{G}_\text{It}$. Then, one can compute an automaton $\mathcal{B}_\text{rk}$ that recognises the set of winning configurations in $\mathcal{G}_\text{rk}$.

**Proof:** We can safely assume that any control state of $\mathcal{B}_\text{It}$ is of the form $(p, R)$ with $R \subseteq Q_\text{It}$ and such that, after reading some input stack $s$ (possibly with some pending parenthesis) $\mathcal{B}_\text{It}$ is in a state of the form $(p, R)$ with $R = \{ r \mid B_\text{It} accepts (r, s') \}$ where $s'$ is the stack obtained from $s$ by closing the pending parenthesis (i.e. $s' = s|_k$ for some $k \leq n$).

On input $(p, s)$ the automaton $\mathcal{B}_\text{rk}$ simultaneously computes on-the-fly the image by $\nu_2(p, s)$ and simulates $\mathcal{B}_\text{It}$ on it. In order to compute $\nu_2(p, s)$, $\mathcal{B}_\text{rk}$ needs to retrieve the states that are winning for the stack obtained by collapsing the link. This is simple as it is given by the $2^{|\mathcal{B}_\text{rk}|}$ component of $\mathcal{B}_\text{It}$ (recall that $\mathcal{B}_\text{rk}$ simulates $\mathcal{B}_\text{It}$) and hence the automaton can access it by definition of the model of automata. Indeed, the information is correct before reading the first letter with an $n$-link, and by induction on the number of $n$-links, if it is correct after reading the $k$ first $n$-links, on reading the $(k+1)$-link, the information is still correct as it was correct for the prefix read so far and therefore $\mathcal{B}_\text{rk}$ correctly simulated $\mathcal{B}_\text{It}$ on this prefix. \hfill \blacksquare

**E. Third step: from $\mathcal{G}_\text{It}$ to $\mathcal{G}'$. Reducing the order**

The contain of Section E reuse many of the ideas and results developed in [8]: abstract pushdown automata, automata with oracles, description of the winning region by mean of automata with oracles. Our only contribution in this section is to show that the approach can be used for our purpose of describing the winning region in $\mathcal{G}_\text{It}$. A minor change is that we use deterministic CPDA instead of collapsible pushdown processes (which are CPDAs without input, hence somehow non deterministic which is not an issue when dealing with game graphs).

Therefore, the main result, Theorem 7 comes with no proof and we refer the reader to the long version of [8] for this.

1) Abstract pushdown automata: We situate the techniques developed here in a general and abstract framework of (order-1) pushdown processes whose stack alphabet is a possibly infinite set. An abstract pushdown automaton is a tuple $A = (A, Q, \Gamma, \delta)$ where $A$ is a finite input alphabet, $Q$ is a finite set of states, $\Gamma$ is a (possibly infinite) set called an abstract pushdown alphabet and containing a bottom-of-stack symbol denoted $\bot \in \Gamma$, and

$$\delta: Q \times \Gamma \times A \rightarrow Q \times \{\text{rew}(\gamma), \text{pop}, \text{push}(\gamma) \mid \gamma \in \Gamma\}$$
is the transition function. We additionally require that $\forall q \in Q, \forall \gamma \neq \bot, \forall a \in A, \delta(q, \gamma, a) \notin \{(q', \text{push}(\bot)) \mid q' \in Q\} \cup \{(q', \text{rew}(\bot)) \mid q' \in Q\}$ and $\delta(q, \bot, a) \notin \{(q', \text{pop}) \mid q' \in Q\} \cup \{(q', \text{rew}(\gamma)) \mid q' \in Q$ and $\gamma \neq \bot\}$, i.e. the bottom-of-stack symbol can only occur at the bottom of the stack, and is never popped or rewritten.

An abstract pushdown content is a word in $St = \sum (\Gamma \setminus \{\bot\})^*$. A configuration of $A$ is a pair $(q, \sigma)$ with $q \in Q$ and $\sigma \in St$. Note that the top stack symbol in some configuration $(q, \sigma)$ is the rightmost symbol of $\sigma$.

**Remark 12.** In general an abstract pushdown automaton is not finitely describable, as the domain of $\delta$ is infinite and no further assumption is made on $\delta$.

**Example 8.** A pushdown automaton is an abstract pushdown automaton whose stack alphabet is finite.

An abstract pushdown automaton $A = \langle A, Q, \Gamma, \delta \rangle$ induces a (possibly infinite) graph, called an abstract pushdown graph, denoted $G(A) = (V, E)$, whose vertices are the configurations of $A$ (i.e. pairs from $Q \times St$), and edges $E \subseteq V \times V \times V$ are induced by the transition function $\delta$, i.e., from a vertex $(p, \sigma) \gamma$ one has, provided $\delta(p, \gamma, a)$ is defined, an $a$-labeled edge to:

- $(q, \sigma')$ whenever $\delta(p, \gamma, a) = (q, \text{rew}(\gamma'))$.
- $(q, \sigma)$ whenever $\delta(p, \gamma, a) = (q, \text{pop})$.
- $(q, \sigma' \gamma')$ whenever $\delta(p, \gamma, a) = (q, \text{push}(\gamma'))$.

**Example 9.** $n$-CPDAs that does not create $n$-links (as $A_{1n}$) are special cases of abstract pushdown automata. Let $n > 1$ and consider such an $n$-CPDA $A = \langle A, Q, \Sigma, \delta \rangle$. Set $\Gamma$ to be the set of all order-$(n-1)$ stacks with links over $\Sigma$, and for every $p \in Q$, $\gamma \in \Gamma$ with $\sigma = \text{top}_1 \gamma$ and $a \in A$, we define $\delta(p, \gamma, a)$ to be

- $(q, \text{pop})$ if $\delta(q, \sigma, a) = (q, \text{pop}_n)$;
- $(q, \text{push}(\gamma))$ if $\delta(q, \sigma, a) = (q, \text{push}_n)$;
- $(q, \text{rew}(a(\gamma)))$ if $\delta(q, \sigma, a) = (q, \text{op})$ where $k < n$ and $\text{op}$ is an order-$k$ action.
- undefined otherwise.

It follows that the abstract pushdown automaton $\langle A, Q, \Gamma, \delta \rangle$ and $A$ have isomorphic transition graphs.

Consider now a partition $Q_E \cup Q_A$ of $Q$ between Éloïse and Abelard. It induces a natural partition $V_E \cup V_A$ of $V$ by setting $V_E = Q_E \times St$ and $V_A = Q_A \times St$. The resulting game graph $G = (V_E, V_A, E)$ is called an abstract pushdown game graph. Let $\rho$ be a colouring function from $Q$ to a finite set of colours $C \subseteq \mathbb{N}$. This function is easily extended to a function from $V$ to $C$ by setting $\rho((q, \sigma)) = \rho(q)$. Finally, an abstract pushdown game is a parity game played on such an abstract pushdown game graph where the colouring function is defined as above.

**2) Automata with oracles.** We now define a class of automata to accept the winning positions in an abstract pushdown game. An automaton with oracles is a tuple

$B = (S, Q, \Gamma, \delta, s_m, O_1, \ldots, O_n, \text{Acc})$ where $S$ is a finite set of control states, $Q$ is a set of input states, $\Gamma$ is a (possibly infinite) input alphabet, $s_m \in S$ is the initial state, $O_i$ are subsets of $\Gamma$ (called oracles) and $\delta : S \times \{0, 1\}^n \to S$ is the transition function. Finally $\text{Acc}$ is a function from $S$ to $2^Q$. Such an automaton is designed to accept in a deterministic way configurations of an abstract pushdown automaton whose abstract pushdown content alphabet is $\Gamma$ and whose control states are $Q$.

Let $B = (S, Q, \Gamma, \delta, s_m, O_1, \ldots, O_n, \text{Acc})$ be such an automaton. With every $\gamma \in \Gamma$ we associate a Boolean vector $\pi(\gamma) = (b_1, \ldots, b_n)$ where

$b_i = \begin{cases} 1 & \text{if } \gamma \in O_i \\ 0 & \text{otherwise.} \end{cases}$

The automaton reads a configuration $C = (q, \gamma_1 \gamma_2, \ldots, \gamma_\ell)$ from left to right. A run over $C$ is the sequence $s_0, \ldots, s_{\ell+1}$ such that $s_0 = s_m$ and $s_{i+1} = \delta(s_i, \pi(\gamma_i))$ for every $i = 0, \ldots, \ell$. Finally the run is accepting if and only if $q \in \text{Acc}(s_{\ell+1})$.

**Remark 13.** When the input alphabet is finite, it is easily seen that automata with oracles behave as (standard) deterministic finite automata.

We are going to use automata with oracles to accept sets of configurations of $n$-CPDA that does not have $n$-links. As seen in Example 9 for an order-$n$ CPDA that does not have $n$-links, we take $\Gamma$ to be the set of all order-$(n-1)$ stacks with links. The sets of configurations of an order-$n$ CPDA without $n$-links accepted by automata using, as oracles, regular sets of order-$(n-1)$ stacks are easily seen to be regular.

**Proposition 9.** Fix an order-$n$ CPDA $A$ and consider an automaton $B$ with oracles $O_1, \ldots, O_n$ respectively accepted by automata $B_1, \ldots, B_n$ (hence working on order-$(n-1)$ stacks with links). Let $C$ be the set of configurations of $A$ accepted by $B$. Then we can construct an automaton (hence working on order-$n$ stacks with links), of size $O(|B||B_1| \cdots |B_n|)$, accepting the set $C$.

**Proof:** It mainly suffices to mimic the behaviour of $B$ and to run in parallel the $B_i$ to compute the value of the oracles. $lacksquare$

3) Conditional games and winning regions of abstract pushdown game: From now on, let us fix an abstract pushdown automaton $A = \langle A, Q, \Gamma, \delta \rangle$ together with a partition $Q_E \cup Q_A$ of $Q$ and a colouring function $\rho$ using a finite set of colours $C$. Denote respectively by $G_{\text{abs}} = (V, E)$ and $G_{\text{abs}}$ the associated abstract pushdown game graph and abstract pushdown parity game.

We can define an automaton with oracles that accepts Éloïse’s winning region of the game $G_{\text{abs}}$. The oracles of this automaton are defined using conditional games. For
Theorem 8. Let \( G_{\text{abs}} \) be an abstract pushdown parity game induced by an abstract pushdown automaton \( A = \langle A, Q, \Gamma, \delta \rangle \). Then one can effectively construct a new game \( G' \) such that the following holds:

1) A configuration \( (p_n, \bot) \) is winning for Éloïse in \( G \) if and only if \( (p_n, \bot, (0, \ldots, 0), \rho(p_n)) \) is winning for Éloïse in \( G' \).

2) For every \( q \in Q, \gamma \in \Gamma \) and \( R \subseteq Q, R \in R(q, \gamma) \) if and only if \( (q, \gamma, (R, \ldots, R), \rho(q)) \) is winning for Éloïse in \( G' \).

Moreover in case \( G_{\text{abs}} \) aims at coding an order-\( n \) CPDA that does not use \( n \)-links, the resulting game \( G' \) is an order-(\( n-1 \)) CPDA game.

Proof: We refer the reader to [8] for the first part of the statement. The fact that in case \( G_{\text{abs}} \) aims at coding an order-\( n \) CPDA that does not use \( n \)-links, the resulting game \( G' \) is an order-(\( n-1 \)) CPDA game, is simply by observing the shape of \( G' \).

F. Conclusion

We are ready to conclude. For this we reason by induction on the order-\( n \) of \( G \). If \( n = 1 \) (i.e. \( G \) is a pushdown game), it is a well known result that the winning region is regular (see e.g. [15]).

Assume the result holds for some order \( n - 1 \). Now consider an order-\( n \) CPDA game \( G \). Following the transformations \( G \rightarrow G_{rk} \rightarrow G_{\text{if}} \simeq G_{\text{abs}} \rightarrow G' \) one ends up with an order-(\( n-1 \)) game \( G' \). Hence the winning regions in \( G_{\text{abs}} \) are recognised by an automaton by induction hypothesis. Then, using Proposition 9 one gets an automaton recognising the winning region in \( G_{\text{if}} \), using Proposition 8 one gets an automaton recognising the winning region in \( G_{rk} \), and finally using Lemma 8 one gets an automaton recognising the winning region in \( G \).

Concerning complexity, going from order \( n \) to order \( (n-1) \) cost an exponential blow up in the size of automata. Hence constructing an automaton recognising the winning regions is \( n \)-Exptime-complete (completeness come from the fact that deciding whether the initial configuration is winning is already complete for \( n \)-Exptime [6]) and the resulting automaton is \( n \) times exponential in the size of the \( n \)-CPDA describing \( G \).

We start with the full proof of Corollary 2.

Corollary 2. Let \( t \) be a \( \Sigma \)-labelled tree generated by an order-\( n \) recursion scheme \( S \) and let \( \varphi(x) \) be an MSO-formula.

(i) There is an algorithm that transforms \((S, \varphi)\) to an order-\( n \) CPDA \( A \) such that \( L(A) = [t]_\varphi \).

(ii) There is an algorithm that transforms \((S, \varphi)\) to an order-\( n \) recursion scheme that generates \( t_\varphi \).

Proof: We only concentrate on (2) as it implies (1).

We denote by \( t, u \models \varphi(x) \) the fact that a node \( u \) of \( t \) satisfies \( \varphi(x) \). For any node \( u \), we let \( t_u \) be the tree obtained from \( t \) by marking the node \( u \) and no other node). Consider now the MSO formula \( \psi(y) = \text{root}(y) \land \exists x, \text{marked}(x) \land \varphi(x) \) (here root and marked are predicates respectively true at the root and at a marked node). Then for any node \( u, t, u \models \varphi(x) \) iff \( t_u, \varepsilon \models \psi(y) \). Using the well-known equivalence between MSO logic and automata (see e.g. [17]), one can construct a parity tree automaton \( B \) that accepts \( t_u \) iff \( t_u, \varepsilon \models \psi(y) \) iff \( t, u \models \varphi(x) \).

In order to construct \( t_\varphi \), we first annotate \( t \) with informations on the behaviour of \( B \) on the subtrees of \( t \). We mark
Let $\Sigma'$ be the alphabet of $t$. Using the annotations on $t$, for any node $u$ one can decide, only considering the path from the root to $u$, whether $B$ accepts $t_u$. More precisely, there exists a regular word language $L$ over $\Sigma' \cup \text{Dir}(\Sigma')$ such that a node $u$ of $t$ satisfies $\varphi$ if and only if the word obtained by reading in $t$ the labels and directions from the root to the node $u$ belongs to $L$. Indeed given a node $n$ of $t$, a state $q$ of $B$ and a direction $d$ one can compute the set of states $p$ of $B$ that may appear in a run of $B$ over $t_u$ where:

- $B$ is in state $q$ in node $n$.
- the continuations of the run from every node $ud'$ with $d' \neq d$ are accepting provided no marked node appear in the subtrees.
- $p$ is the state in $ud$.

Indeed it suffices to know whether there is a transition of $B$ that, from $q$ on reading $t(n)$, goes to $q_d$, for direction $d$, and such that $t, n \models \psi_{q_d,d}$ for all $d$ and $q_d = p$.

Doing a subset construction, one gets a deterministic finite automaton reading the path from the root to $u$ in $t$, and computing the set of possible states of $B$ in $u$ on the prefix of some accepting run over $t_u$. Finally to decide whether this prefix of run can be prolonged into an accepting run in case $u$ is marked, it suffices to check whether there is a transition of $B$ that from $q$ on reading $t(n)$ goes to $q_{d_i}$ for direction $d_i$ and such that $t, n \models \psi_{q_{d_i},d_i}$ for all $d_i$.

Finally an order-$n$ collapsible automaton accepting $t_\varphi$ is obtained by taking a synchronisation product between an order-$n$ collapsible automaton accepting $t$ and a finite deterministic automaton recognising $L$: a node is marked iff the associated control state in the automaton recognising $L$ is finite.

Now to construct $A$ as in (1), it suffices to consider an $n$-CPDA $A$ generating $t_\varphi$: a node $n$ belongs to $|t|_\varphi$ if the configuration reached on reading $n$ by $A$ is marked. Hence it suffices to take as final states for $A$ the one that are marked.

---

**Corollary 3.** Let $t$ be a $\Sigma$-labelled tree given by some order-$n$ recursion scheme $S$ and let $I$ be a well-formed MSO-interpretation. The unfolding of $I(t)$ from any vertex $u$ can be generated by an order-$(n+1)$ recursion scheme.

**Proof:**

Let $t$ be a $\Sigma$-labelled tree given by some order-$n$ recursion scheme $S$ and let $I$ be a well-formed MSO-interpretation given by formulas $\varphi_\sigma(x)$, $\varphi_\ell(x,y)$ for each $\sigma \in \Sigma$ and $\varphi_\ell(x,y)$ for each direction $\ell \in \text{Dir}(\Sigma)$. Let $u$ be a node of $t$ and let $t'$ be the tree obtained by unfolding $I(t)$ from $u$.

We want to show that $t'$ is the solution of some order-$(n+1)$ scheme. By Theorem 1, it is enough to show that $I(t)$ restricted to the vertices reachable from $u$ is isomorphic to the $\varepsilon$-closure of the transition graph of some order-$(n+1)$ CPDA $A$ restricted to the reachable configurations.

Before proceeding with the construction of such a CPDA, we need to fix some notations on MSO logic and on tree automata.

We denote by $t, u, v \models \varphi(x_1, x_2)$ the fact $t$ satisfies $\varphi(x_1, x_2)$ when $x_1$ is interpreted as $u$ and $x_2$ as $v$. For all $\Sigma$-labelled tree $t$, all nodes $u$ and $v$ of $t$, let $t_{u,v}$ be the tree obtained from $t$ by marking the pair $(u,v)$. Formally, $t_{u,v}$ is the $(\Sigma \times 2^{(1,2)})$-labelled tree such that $\text{Dom}(t_{u,v}) = \text{Dom}(t)$ and for $w \in \text{Dom}(t_{u,v})$, $t_{u,v}(w) = (t(w), X)$ where $1 \in X$ iff $w = u$ and $2 \in X$ iff $w = v$.

Similarly we define $t_{u, \bullet}$ (resp. $t_{u, \sigma}$, resp. $t_{\bullet, \bullet}$) for $\sigma \not\in \text{Dom}(t)$ as the tree obtained by marking $v$ by $2$ (resp $u$ by $2$, resp no node). I.e $\bullet$ means here that no node is marked with the corresponding index ($1$ and $/2$).

Using the well-known equivalence between MSO logic and automata (see e.g. [17]), one can construct for any formula $\varphi(x_1, x_2)$ a parity tree automaton $B_\varphi$ that accepts $t_{u,v}$ iff $t, u, v \models \varphi(x_1, x_2)$.

For all $\ell \in \text{Dir}(\Sigma)$, we write $B_\ell$ the parity tree automaton corresponding to the formula $\varphi_\ell(x,y)$ of $I$. Let $Q_\ell$ be its fine set of states and let $\Delta_\ell$ be its set of transitions.

**Annotation of $t$ by MSO-definable sets:** The first step of the construction of $A$ is to annotate $t$ with information concerning essentially the behaviour of the automata $B_\ell$ on the subtrees of $t$. The resulting annotated version of $t$ is denoted $\hat{t}$. More precisely the annotated tree $\hat{t}$ has for each node $u$ satisfying $\varphi_\sigma(x)$ on $t$, the following finite information:

- the unique $\sigma \in \Sigma$ such that $t, u, v \models \varphi_\sigma(x)$. Unicity is by definition of a well-formed interpretation.
- $d_\ell \in \text{Dir}(\Sigma) \cup \{\bullet\}$ which is the direction from the father of the current node to the current node (i.e. $u$ is of the form $u'd_\ell$ for some $u' \in \text{Dom}(t)$) and $\bullet$ if the current node is the root.
- for each $\ell \in \text{Dir}(\Sigma)$, we have:
  - $i_\ell \in \{\top, \bot, \circ \}$ such that
    * $i_\ell = \bot$ if there are no $v$ such that $t, u, v \models \varphi_\ell(x,y)$.
    * $i_\ell = \top$ if there is a unique $v$ such that $t, u, v \models \varphi_\ell(x,y)$ which does not lay below $u$.
    * $i_\ell = \circ$ if there is a unique $v$ such that $t, u, v \models \varphi_\ell(x,y)$ which is below $u$.
    * $i_\ell = \circ$ if $t, u, v \models \varphi_\ell(x,y)$.
- the set $R_\ell$ of states $q \in Q_\ell$ such that there exists a partial accepting run of $B_\ell$ on $t$ deprived of the nodes below $u$ which assigns the state $q$ to $u$.

\footnote{We assume that $t, u \models \varphi_\sigma(x)$.}
The automaton checks in which of the following cases, we reach the automaton working on $t_u$, while memorising the set $X$ of states $q \in Q_t$ such that $B_t$ admits an accepting run on the subtree of $t_u$, rooted at $u$. This set can be computed from $\Delta_t$ and $S_t$.

The node $v$ is below $u$ (i.e. $i_v = \bot$): The automaton begins the second phase. It computes the unique direction $d$ and the set $Y$ of states $q \in Q_t$ such that:
- $B_t$ admits an accepting run on the tree $t_u$, deprived of the nodes below $ud$ and assigning states $q$ to $ud$,
- $(q, d) \in S_t'$.

First phase.: The automaton is at some node $w$ and stores the set $X$ of states $q \in Q_t$ such that $B_t$ admits an accepting run on the subtree of $t_u$, rooted at $u$. The label of the node $w$ is $(\sigma, d_t, (i_k, R_k, S_k, T_k)_{k \in \mathbb{1}^t})$. The automaton goes up in the tree (while remembering $d_t$ and $X$) to a node $w'$ whose label is $(\sigma', d'_t, (i'_k, R'_k, S'_k, T'_k)_{k \in \mathbb{1}^t})$. Let $d_1, \ldots, d_m$ be the set of directions of $\sigma'$. Let $j$ be the index of $d_t$ in this enumeration.

There are now there cases:

The node $v$ is the current node. This is the case iff there exists a state $q \in R'_t$ and a transition in $\Delta_t$ starting in state $q$ with $\sigma \times \{2\}$ as label and associating states $q_i$ to the $d_i$-son such that:
- $q_j$ belongs to $X$,
- for all $i \neq j$, $(d_i, q_i) \in S_t'$.

In this case, the automaton goes to the accepting state.

The node $v$ is below $d$-son of $w$ for some $d \in \mathbb{1}^t$. This is the case iff there exists a state $q \in R'_t$ and a transition in $\Delta_t$ starting in state $q$ with $\sigma \times \emptyset$ as label and associating states $q_i$ to the $d_i$-son such that there exists $j' \neq j \in [m]$ s.t.:
- $q_j$ belongs to $X$,
- for all $i \neq j$, $(d_i, q_i) \in S_t'$,
- $(d_j, q_{j'}) \in T'_t$.

In this case, the automaton begins the second phase while memorising the sets of all $Y$ of all state $q_{j'}$ matching this definition together with the direction $d_{j'}$ as the accepting state.

The node $v$ is not below $w$. This is the case when the two previous cases do not apply. The automaton updates the new set $X$ using $d_t$, $\Delta_t$ and the old value of $X$ and goes to the beginning of the first phase.

The second phase: The automaton is at some node $w$ and stores a direction $d$ and the set $Y$ of states $q \in Q_t$ such:
- $B_t$ admits an accepting run on the tree $t_u$, the nodes below $w$ and assigning states $q$ to $w$,
- there exists a node $v'$ below $wd$ such that $B_t$ admits an accepting run on the subtree of $t_u$, rooted at $wd$ and starting in state $q$.

\footnote{Due to the restriction imposed on $\varphi(x, y)$ by the fact that $I$ is a well-formed MSO-interpretation, there cannot be two different directions. Otherwise, we would have $v \neq v'$ such that $t, u, v \models \varphi(x, y)$ and $t, u, v' \models \varphi(x, y)$.}
The automaton goes down in direction \( d \) (while remembering \( Y \)) to a node \( w' \) whose label is \((\sigma',d',\langle i'_k,R'_k,S'_k,T'_k \rangle)_{k \in \text{Dir}(\Sigma)}\). Let \( d_1, \ldots, d_m \) be the set of directions of \( \sigma' \).

There are two cases:

The node \( v \) is below the \( d' \)-son of \( w' \) for some \( d' \in \text{Dir}(\Sigma) \).

- For all \( i \neq j, (d_i,q_i) \in S'_t \).
- \( (d_j',q_j') \in T'_t \).

In this case, the automaton returns at the beginning of the second phase and update the set \( Y \) with all state \( q_j \) matching this condition. It also stores the direction \( d_j \).

The node \( v \) is the current node. This is precisely when the previous case does not hold. The automaton moves to an accepting state.

Construction of the order-(\( n+1 \)) CPDA \( B \).

By Theorem 1, there exists an order-\( n \) CPDA \( C = (\text{Dir}(\Sigma) \cup \{ \varepsilon \}, \Gamma, Q, \delta, q_0, F) \), and a mapping \( \rho : Q \rightarrow \Sigma' \) such that \( \ell' \) is the tree generated by \( C \) and \( \rho \).

Hence for every node \( u = d_1 \cdots d_m \in \text{Dom}(t) \), there exists a unique sequence of configuration \((q_0,s_0), \ldots, (q_m,s_m)\) of \( C \) such that:

- there exists a path in \( G(C) \) labelled by \( \varepsilon \) from the initial configuration to \((q_0,s_0)\).
- for all \( i \in [0,m] \), \((q_i,s_i)\) does not have out-going \( \varepsilon \)-labelled arcs in \( G(C) \).
- for all \( i \in [0,m-1] \), there exists a path labelled in \( \delta \) from \((q_i,s_i)\) to \((q_{i+1},s_{i+1})\) in \( G(C) \).

Such a sequence can be coded as order-(\( n+1 \)) stack \( s_u \) — recall that the \( s_i \) are order-\( n \) — in the following way:

\[ s_u = [s_0,s_1,\ldots,s_{m-1},\text{push}_{q_m}^{\varepsilon_{m+1}}(s_m)] \]

where for all \( i \in [0,m-1] \), \( s_i = \text{push}_{q_{i+1}}^{\varepsilon_{i+1}}(\text{push}_{q_i}^{\varepsilon_{i+1}}(s_i)) \).

The stack alphabet contains both the stacks alphabet of \( C \) and its set of states.

The automaton \( B \) works on stacks corresponding to some \( s_u \) for some \( u \in \text{Dom}(t) \). The states of \( C \) include a distinguished state \( q_* \) and the states of all the tree-walking automata \((W_t)_{t \in \text{Dir}(\Sigma)} \) which we assumed to be disjoint. The configurations of \( B \) that are source of non-\( \varepsilon \)-labelled arcs will be of the form \((q_*,s_u) \) for some \( u \in \text{Dom}(t) \).

The intended behaviour of \( B \) is that for some \( \ell \in \text{Dir}(\Sigma) \), \( t,u,v \models \bar{\varphi}(x,y) \) then \( B \) can go from the configuration \((q_*,s_u) \) to the configuration \((q_*,s_v) \) by a path labelled by \( \ell \varepsilon^* \).

First \( B \) moves by \( \ell \)-labelled transition to the configuration \((q'_0,s_u) \) where \( q'_0 \) is the initial state of the tree-walking automaton \( W_\ell \). Recall that the existence of the vertex \( v \) is annotated in \( \rho(\text{top}_1(s_u)) \).

In a configuration of the form \((p,s_u) \) with \( p \) a state of \( W_\ell \), \( B \) simulates the behaviour of \( W_\ell \) on \( t \) at node \( u \) in state \( p \) by a sequence of \( \varepsilon \)-transitions. As \( \ell(u) = \rho(\text{top}_1(s_u)) \), \( B \) can compute the transition taken by the automaton \( W_\ell \) on \( t \) at node \( u \) in state \( p \). The behaviour of \( B \) will be such that if \( W_\ell \) goes from \((p,u) \) to \((q,u') \) in one step then \( B \) will go through a series of \( \varepsilon \)-transitions from \((p,s_u) \) to \((q,s_{u'}) \).

We distinguish several cases depending on the action performed by \( W_\ell \):

- \( W_\ell \) stays in the current node in state \( q \). Then \( B \) changes its state to \( q \) by an \( \varepsilon \)-transition.
- \( W_\ell \) goes to its parent node in state \( q \) (i.e. \( u = u'd \) and \( W_\ell \) ends up in \( u' \) in state \( q \)). Then \( B \) performs \( \text{pop}_{n+1} \) followed by a \( \text{pop}_1 \) and moves to state \( q \).
- The configuration of \( B \) is now \((q,\text{pop}_1(\text{pop}_{n+1}(s_u))) = s_{u'} \).
- \( W_\ell \) goes to its \( d \)-son in state \( q \) (i.e. \( u = u'd \) and \( W_\ell \) ends up in \( u'd \) in state \( q \)). Assume that \( s_{u'} \) equals to:

\[ [s_0,s_1,\ldots,s_{m-1},\text{push}_{q_m}^{\varepsilon_{m+1}}(s_m)] \]

and that \( s_{ud} \) is of the form:

\[ s_0,s_1,\ldots,\text{push}_{q_1}^{\varepsilon_{1+1}}(\text{push}_{q_m}^{\varepsilon_{m+1}}(s_m)),\text{push}_{q_{m+1}}^{\varepsilon_{m+1}}(s_{m+1}) \]

By definition, there exists a path \( \pi \) in \( G(C) \) from \( (q_m,s_m) \) and \( (q_{m+1},s_{m+1}) \) labelled by \( \varepsilon^* \).

Then \( B \) starts by performing a \( \text{push}_{1}^{\varepsilon_{+1}} \) followed by \( \text{push}_{n+1} \) and \( \text{pop}_1 \). At this point the stack is:

\[ [s_0,s_1,\ldots,\text{push}_{q_1}^{\varepsilon_{1+1}}(\text{push}_{q_m}^{\varepsilon_{m+1}}(s_m)),\text{push}_{q_{m+1}}^{\varepsilon_{m+1}}(s_{m+1})] \]

\( B \) pops the state \( q_m \) and simulates the order-\( n \) operations of \( C \) along the path \( \pi \) using \( \varepsilon \)-transitions. When no \( \varepsilon \)-transition of \( C \) can be applied, \( B \) goes to state \( q_{m+1} \).

Eventually \( B \) will reach a configuration of the form \((q'_0,s_v) \) where \( q'_0 \) is the accepting state of \( W_\ell \). It then goes to the state \( q_* \).

From its initial configuration, \( B \) deterministically builds the stack \( s_{u_0} \) (which correspond to the vertex \( u_0 \) from which \( I(t) \) is unfolded) by using sequence of \( \varepsilon \)-transitions and goes to the state \( q_* \).

By construction, we have that the \( \varepsilon \)-closure of \( B \) restricted to the vertices reachable from its initial configuration is isomorphic to \( I(t) \) restricted to the vertices reachable from \( u_0 \). The isomorphism simply maps a configuration \((q_*,s_u) \) in \( G(B) \) to \( u \in \text{Dom}(t) \)