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Abstract Using the characteristic earthquake
model, we calculate the probability of occurrence
of earthquakes Mw > 5.5 for individual fault
sources in the Central Apennines for the 30-year
period (2007–2037). We show the effect of time-
dependent and time-independent occurrence
(Brownian passage time (BPT) and Poisson) mod-
els together with uncertain slip rates and uncer-
tain maximum magnitudes and, hence, uncertain
recurrence times. In order to reduce the large
prior geological slip rate uncertainty distribution
for most faults, we obtain a posterior slip rate
uncertainty distribution using a likelihood func-
tion obtained from regional historical seismicity.
We assess the uncertainty of maximum magnitude
by assuming that the uncertainty in fault width
and length are described by a normal distribution
with standard deviation equal to ±20% of the
mean values. We then estimate the uncertainties
of the 30-year probability of occurrence of a
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characteristic event using a Monte Carlo pro-
cedure. Uncertainty on each parameter is repre-
sented by the 16th and the 84th percentiles of
simulated values. These percentiles bound the
range that has a 68% probability of including the
real value of the parameter. We do these both for
the Poisson case and for the BPT case by varying
the aperiodicity parameter (α value) using the
values 0.3, 0.5, and 0.7. The Bayesian posterior
slip rate uncertainties typically differ by a factor
of about 2 from the 16th to the 84th percentile.
Occurrence probabilities for the next 30 years at
the 84th percentile typically range from 1% to
2% for faults where the Poisson model dominates
and from 2% to 21% where one of the BPT
models dominates. The uncertainty in occurrence
probability under the time-dependent hypothesis
is very large, when measured by the ratio of the
84th to the 16th percentile, frequently being as
much as two orders of magnitude. On the other
hand, when measured by standard deviation,
these standard deviations range from 2% to 6%
for those faults whose elapsed time since previous
event is large, but always 2% or less for faults with
relatively recent previous occurrence, because the
probability of occurrence is always small.

Keywords Probability of occurrence ·
Time dependent · Uncertainties · Aperiodicity ·
BPT · Monte Carlo simulations ·
Central Apennines, Italy
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1 Introduction

Probabilistic seismic hazard analysis (PSHA) pro-
vides the conceptual framework for estimating the
likelihood of earthquake shaking that may occur
over a specified time period. It has become com-
mon practice to apply (PSHA) to develop seismic
hazard maps for input to various projects related
to public and financial policies and for mitigating
damage in future earthquakes. PSHA has two
main components: (1) the earthquake occurrence
model, that is, the specification of where and how
frequently earthquakes are likely to occur, and
(2) a ground motion model that provides an es-
timate of shaking at a site for each earthquake
magnitude. By now, it is a common understanding
among hazard practitioners that probabilistic
seismic hazard is affected by large uncertain-
ties that are inherent in the estimation of these
components (Cramer et al. 1996; Cramer 2001;
Beauval and Scotti 2004; Bommer et al. 2005; Cao
et al. 2005; Lombardi et al. 2005; Morgan and
Carlson 2006; Akinci et al. 2007). The present
study focuses only on the first component of
PSHA, the uncertainties in probability of occur-
rences of strong earthquakes for specified faults,
and does not deal with the relative ground motion
produced by the earthquake rupture.

One of the most commonly used earthquake
occurrence models is the Poissonian, where the
earthquake process is assumed to have no mem-
ory, i.e., the occurrence of a future earthquake is
independent of the occurrence of previous earth-
quakes from the same source. Although possibly
valid for areal sources, this assumption is physi-
cally not valid for individual fault source, given
that the process of stress buildup and its release
is inherently time dependent. In fact, in recent
years, time dependence has become increasingly
a part of probabilistic seismic hazard analysis
(e.g., Cramer et al. 2000; Akinci et al. 2004a, b;
Erdik et al. 2004; Pace et al. 2006; Peruzza 2006;
Petersen et al. 2007). Accordingly, in the case of
fault sources, the time variation of earthquake
occurrence rate in seismic hazard assessment is
mainly represented by applying non-Poissonian
renewal models on individual sources. These are
generally in agreement with Reid’s (1910) theory
of the periodicity of fault slips (Nishenko and

Buland 1987; Ellsworth et al. 1999) and of seismic
gap theories (McCann et al. 1979).

Even though periodicity is commonly assumed
by experts in hazard assessment, the debate on
basic intermediate–long-term features of seismo-
genetic process is still open. Despite some decades
of effort, there is no conclusive assertion about
long-term dynamics of seismic activity. The most
resolute criticism of hazard calculations based
on periodicity of fault recurrence was raised by
Kagan and Jackson (1991). By analyzing occur-
rence of strong events in recent decades, they
concluded that performance of the seismic gap
model is not better than a Poisson process because
a clustering behavior, not quasiperiodicity, char-
acterizes the occurrence of large-magnitude earth-
quakes. More recently, other studies (Rhoades
and Evison 2004; Lombardi and Marzocchi 2007)
have corroborated the hypothesis of long-term
clustering of large-magnitude events at regional
and global scales, highlighting the superior per-
formance of clustering and Poisson models with
respect to the quasiperiodic model.

Despite the criticism of the seismic gap–
characteristic occurrence hypothesis, no study has
irrefutably proved the failure of the “quasiperiod-
icity” of sources, so that it remains the preferred
model for a hazard-oriented earthquake potential
evaluation. Accordingly, in this paper, we assume
a periodic earthquake recurrence on individual
fault as our working hypothesis.

Although time-independent characterization of
earthquake source behavior requires only an as-
sessment of the average time of recurrence for
a given magnitude, time-dependent hazard as-
sessment additionally requires knowledge of both
the time elapsed since the last earthquake and
also the characterization of the degree of peri-
odicity. Time dependence is typically applied to
larger-magnitude earthquakes modeled as char-
acteristic events on a single fault, with magni-
tudes close to a central value Mch (characteristic
earthquake model; Schwartz and Coppersmith
1984), leaving smaller earthquakes to be modeled
with a Gutenberg–Richter (GR) distribution and
time-independent occurrence. However, the de-
termination of Mch values and recurrence times
conceals many difficulties. The length of instru-
mental and historical seismic catalogs is generally
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inadequate to comprehend the entire temporal
cycle of individual sources, which typically have
a characteristic recurrence time on the order of
a few centuries or more, even up to a few mil-
lennia. In addition, requirements for collecting
and interpreting paleoseismological data are not
always satisfied in all seismogenic zones, espe-
cially where surface-breaking faults are uncom-
mon. Therefore, the characterization of individual
sources (slip rate, magnitude, and recurrence
time) needs to be based on longer-term, more
uncertain, geologic features.

In the last decade, there has been an increas-
ing interest in assessing earthquake probabili-
ties and seismic hazard incorporating detailed
knowledge of active faulting and tectonic rates in
earthquake recurrence models in Italy (GNDT-
2004, Gruppo Nazionale di Difese dei Terremoti;
MISHA-1999, Methodi Innovativi per la Stima
dell’Hazard; DPC-S2-2007, Dipartmento della
Protezione Civile, Valutazione del potenziale
sismogenetico e probabilità dei forti terremoti in
Italia; Peruzza et al. 1997; Faenza et al. 2003;
Marzocchi et al. 2003; Akinci et al. 2004b; Romeo
2005; Pace et al. 2006). In this context, the mod-
eling of time-dependent characteristic sources has
also become important.

Because hazard studies are important for their
practical implications for society and public pol-
icy decision-making processes, an appreciation
for the uncertainties and limiting assumptions
underlying such studies should be more broadly
understood and communicated to the user and
decision-making communities. To this end, in this
study, we concentrate on calculating uncertainties
both in the source parameters and in the earth-
quake recurrence model and then on assessing
the resultant uncertainties in probability of oc-
currence of strong earthquakes, Mw > 5.5, in the
next 30 years. As a target area, we have chosen
the Central Apennines region where the active-
fault catalog is more complete and where most
of the past Mw > 5.5 earthquakes have been as-
sociated with seismogenic structure. We used the
individual sources included in the Database of
Individual Seismogenic Sources (DISS), version
3.0.4 (DISS Working Group 2007), which are de-
termined on the basis of a multitude of geological
and geophysical data and characterized by a full

set of geometric, kinematic, and behavioral pa-
rameters. These seismogenic sources (faults) are
defined as those having both geologic evidence for
long-term rupture histories and also an estimate
of the elapsed time since the last earthquake. A
simple elastic dislocation model predicts that the
probability of an earthquake rupture increases
with time as the tectonic loading builds stress on
a fault. Thus, the elapsed time is the first-order
parameter in calculating time-dependent earth-
quake probabilities. Although other parameters
such as static elastic fault interactions, viscoelastic
stress transfer, and dynamic stress changes from
earthquakes on nearby faults will also influence
the probabilities for earthquake occurrence, we
consider only the influence of the elapsed time
since the last earthquake.

We incorporate uncertainties for fault source
parameters (fault length, fault width, and slip
rates) and their resulting recurrence rates in the
calculation of probability of occurrence without
going further to assess the relative contribution of
each fault to the seismic hazard, as would be done
in PSHA. To quantify the uncertainties for Mmax

and recurrence rates of each fault segment, we
used a Monte Carlo approach (e.g., Cramer et al.
1996) to calculate the distributions. The proba-
bility of occurrence for each fault was calculated
using both Poisson and Brownian passage time
(BPT) earthquake recurrence models for three
different α values by varying the magnitude and
recurrence times also in a series of Monte Carlo
runs. Then, for each fault segment, the probability
of occurrence was sorted into ascending order,
and the 16th and 84th percentiles were identified.

2 Database of individual seismogenic sources
(DISS3.0.4) in the Central Apennines

The DISS is a repository of geologic, tectonic,
and active-fault data for the Italian territory and
some surrounding regions (Basili et al. 2008).
DISS includes three main categories of seismo-
genic sources based on their attributes, their ex-
pected use, and the nature and reliability of data
used to define them.

“Individual Seismogenic Sources” (ISS) are de-
fined by geological and geophysical data and are
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characterized by a full set of geometric (strike, dip,
length, width, and depth), kinematic (rake), and
seismological parameters (single event displace-
ment, magnitude, slip rate, recurrence time). ISS
are assumed to exhibit strictly periodic recurrence
(sensu Shimazaki and Nakata 1980) determined
only by rupture length–width, slip per event, and
expected magnitude. “Seismogenic areas” also are
based on geological and geophysical data but
represent composite sources that may include a
variable number of individual fault segments; as
such, they are not suitable for this study and
will not be modeled. “Macroseismic sources” are
based on automatic processing of macroseismic
data using the algorithm developed by Gasperini
et al. (1999). All categories of seismogenic sources
illustrated above have a minimum moment mag-
nitude of 5.5. This threshold was adopted in the

development of the DISS because the expected
size of a fault generating an Mw 5.5 earthquake
(approximately 5 km) is close to the limit of the
resolving power for both geological–geophysical
and macroseismic methods and can be considered
a minimum to produce significant structural dam-
age (Valensise and Pantosti 2001). In this study,
we will only use the ISS and the macroseismic
well-constrained sources (MWS). Figure 1 shows
a map of the seismogenic sources included in our
study area taken from DISS version 3.0.4 (DISS
Working Group 2007).

Reducing geological–geophysical data into ISS
parameters implies considering that length (L),
width (W), single event displacement (D), and
magnitude (M) are interconnected by seismo-
logical scaling relationships, such as those by
Kanamori and Anderson (1975), Hanks and

Fig. 1 Earthquake
sources used in this study,
selected from the
Database of Italy’s
Seismogenic Sources,
latest version (3.0.4)
released after the end of
the DPC-2006 Project.
We use two of the three
kinds of sources: the
geological sources
(black rectangles) and
the historical well-
constrained sources
(white rectangles).
Numbers refer to data
rows given in Table 1.
The third kind of sources
was not used
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Kanamori (1979), and Wells and Coppersmith
(1994). Therefore, DISS compilers verify the in-
ternal consistency of these parameters. The ideal
case is when L, W, D, and M are all known
from independent observations. In this case, the
different estimations can be used alternately with
the scaling relationships, and the consistency of a
seismogenic source with some generalized model
can be analyzed. For what concerns the para-
meters of the ISS selected for this study, apart
from the four sources, in all other cases, at least
one among L, W, or M was determined through
empirical relationships. Taking into account the
accuracy of investigation methods and techniques,
errors on L and W are usually within ±2 km which
implies, in most cases, an uncertainty of ±0.2 units
in moment magnitude. Quaternary slip rate was
estimated from local geological data for one third
of the sources. For the remaining sources, the slip
rate was estimated on the basis of geological rea-
soning at a much broader scale, the slip rate being
set to a conventional range of 0.1–1 mm/year. The
lower value is considered as the minimum amount
for a fault to produce detectable geological off-
set; the upper value is set at the maximum rate;
the hanging wall of normal faults can be down-
thrown to obtain maximum values of regional
uplift rates during the Quaternary (Vannoli et al.
2004; Mariani et al. 2007; Mancini et al. 2007). This
reasoning was initially developed for the normal
faults aligned along the crest of the Apennines,
which have the faster deformation rates, and then
extended to all other slower sources. Slip rate esti-
mates obtained through paleoseismological inves-
tigations rarely exceed the 0.1–1-mm/year range
(e.g., Pantosti et al 1996; Galadini and Galli 1999;
D’Addezio et al. 2001); thus, we use this range also
for the MWS.

The integrated dataset includes 34 ISS and 24
MWS. Within the first category, 26 are associ-
ated with a historical earthquake; two are asso-
ciated with prehistorical earthquakes identified
from paleoseismological studies, and six are not
associated with any earthquake (latest earthquake
referred to as “unknown” in Table 1). In this
study, the last earthquake on these six faults is
assumed to have occurred in 1530 based on the
completeness of the historical catalogs for magni-
tudes greater than 5.5, and 477 years of elapsed

time are used for the calculation of probability of
occurrence.

The second category includes only the sources
of historical earthquakes for which there exist
good macroseismic intensities. For 13 sources out
of 24, at least 20 intensity data were available in
the DBMI04 macroseismic database (Stucchi et al.
2007). On the whole, the integrated dataset of the
two data categories account for 50 historical earth-
quakes. There are 60 earthquakes having M ≥ 5.5
contained in the investigated area, according to
the CPTI04 catalog (CPTI Working Group 2004);
hence, the integrated dataset accounts for about
83% of all the large historical earthquakes in
the area.

3 Earthquake recurrence models

In hazard studies, the total seismic moment re-
lease for a fault source is sometimes partitioned
between two different magnitude–frequency re-
currence models, the Characteristic or maximum
magnitude model (CH hereafter) which con-
siders all moment release is associated with a
single maximum magnitude and GR that consid-
ers that moment release is associated with earth-
quakes having a range of magnitudes between
the minimum and maximum magnitude. Used
together, the characteristic and GR models are
meant to incorporate our uncertainty about the
magnitude–recurrence behavior for a particular
fault. However, the geological and historical indi-
vidual sources defined in DISS follow “the basic
assumption that each seismogenic source tends to
generate repeatedly and exclusively its largest al-
lowed earthquake, that is the assumption of ‘char-
acteristic’ behavior (in the sense of Schwartz and
Coppersmith 1984) for what concerns fault loca-
tion, geometry and size.” (Valensise and Pantosti
2001, p. 802). Therefore, in this study, the long-
term seismic potential of a fault segment has been
modeled by the characteristic earthquake model.

The behavior of each source is assessed by the
magnitude of the characteristic event (Mmax) and
its mean recurrence time (Tbar). Given the recur-
rence model, we derive the earthquake recurrence
rate of the individual sources in a straightforward
manner from slip rate and magnitude, using the
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technique known as the conservation of the seis-
mic moment rate on the fault segment given by
Field et al. (1999):

RateCH = μ × L × W × SR
/

10c×Mw+d (1)

where, RateCH is the annual rate of the earth-
quakes on the source, μ = shear modulus, L =
fault length, W = fault width, calculated using
the fault depth and the dip, SR = slip rate; c =
1.5 and d = 9.05 are from the moment magnitude
relation (logMo = c × Mw + d), and Mw = char-
acteristic or maximum magnitude from DISS3.0.4.

Table 1 gives the necessary information related
with the fault geometry (length, L, width, W) and
its seismic behavior (slip rates, SR, maximum–
characteristic magnitude, Mmax) as defined in the
DISS3.0.4 database together with the recurrence
time calculated using minimum and maximum slip
rates for each individual source. Since most of the
sources are characterized by a regional “reason-
able” slip rate varying from 0.1 to 1.0 mm/year,
the variability of the return times is quite large and
may vary from hundreds to thousands of years.

4 Deriving a recurrence rate distribution

In our study, we want to quantify the uncertainty
in earthquake occurrence probability using some
uncertain input parameters (e.g., slip rate, maxi-
mum magnitude, and recurrence rates). To do so,
we have to quantify the uncertainty in the input
parameters by obtaining probability distribution
functions for each parameter. The first input pa-
rameter that we take into account is the slip rate.

4.1 Definition of probability density functions
for slip rate

In DISS3.0.4, only 12 of the 58 faults have slip
rates estimated from local geological data. For the
remaining sources, the slip rate is estimated on the
basis of geological reasoning at a much broader
scale. In all these cases, slip rate is set to a conven-
tional range of 0.1–1.0 mm/year. Significant differ-
ences exist among the recurrence rates calculated
using the higher and lower values of this proposed
range. We sought to devise narrower distribution
functions for these slip rates, particularly for the

0.1–1.0 category. In consultation with geologists,
we found that the lower limit represented a value
below which tectonic expression might not be at
all evident. The upper limit was not an actual limit
but a conventional value; rates above 1.5 mm/year
would probably generate too much tectonic ex-
pression. Given the range of values, we believed
that a long-tailed lognormal distribution would
express the tectonic uncertainty better than a sym-
metric normal distribution. We set the parameter
values so that 0.1 would be very clearly a low-
probability low slip rate value, but a slip rate of
1.0 could be significantly exceeded, and a value
around 1.5 is the corresponding low-probability
high slip rate value. The curve labeled “prior” in
Fig. 2 is the resulting lognormal probability distri-
bution which we chose to represent the slip rate
distribution for the faults in the 0.1–1.5-mm/year
category.

In order to reduce this large slip rate uncer-
tainty for this category of faults, we decided to
use an approach based on Bayes’ law, in which
the product of a prior distribution and a likelihood
distribution produces a posterior distribution. In

Fig. 2 Slip rate functions defined using Bayes’ law. The
prior function was assumed from interpretation of geologic
constraints. The likelihood function was defined consider-
ing the misfit between the log of the cumulative number
of events per year in the CPTI04 catalog and the log of
the cumulative number of events per year predicted from
the characteristic earthquake model for all 58 faults, with
identical slip rates varying between 0.1 and 2.5 mm/year on
each fault. The posterior function is given from the product
of the prior and the likelihood and is given by Eq. 2
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our case, the prior geological slip rate distribution
is modeled as a lognormal probability distribution.
To obtain a likelihood, we sought to express the
effect on predicted seismicity of assuming for all
the faults in this category a single slip rate in the
range of 0.1 to 2.5. Figure 3 shows the historical
cumulative rate and three examples of predicted
rates under slip rate assumptions of 0.1, 0.5, and
2.0 mm/year. The misfit between the log of the
cumulative predicted rate at each magnitude and
the log of the cumulative historically observed
rate was used to generate a likelihood function.
Specifically, for each assumed slip rate, we took
the difference in the observed and assumed log
rates at each magnitude, normalized it by an es-
timated standard deviation, squared the result,
summed over all magnitudes, and placed the sum
as the argument of a negative exponential. The
resulting likelihood function is another long-tailed
unsymmetrical distribution but narrower than
the prior.

The normalizing standard deviation was esti-
mated by the following process: A standard devi-
ation for the observed number at each magnitude
was taken to be the square root of the observed
number, as would be so for Poisson numbers. This
standard deviation was scaled for rate. The stan-
dard deviation for log rate was calculated using
the formula: SD(log x) = log((SD(x))+ mean(x))/

mean(x)). Notice that the resulting standard

Fig. 3 Cumulative number of events per year versus
magnitude observed historically in the Central Apennines
(thick line) and the predicted rates from characteris-
tic faults–earthquakes, CH (box symbols). The predicted
numbers of events are calculated using slip rates between
0.1 and 2.5 mm/year on the all faults

deviation would produce a very tight likelihood
distribution because n faults are producing the
target rate. Accordingly, the standard deviation
for rate was multiplied by sqrt(n) to obtain the
expected standard deviation for 1 of n faults (in
our case, n = 58).

The use of the sum of the squares of the differ-
ence between predicted values and observed val-
ues as an argument to the exponential function for
generating a likelihood distribution is similar to
the methodology found in Tarantola and Valette
(1982), Tarantola (2005), and Moraes and Scales
(2000) for Bayesian inversion.

Not surprisingly, the likelihood distribution is
well fitted by a lognormal distribution (Fig. 2).
When the target rate values are not logged, the
resulting likelihood appears to be a normal distri-
bution rather than lognormal. Our opinion is that
the Bayesian calculation works regardless of the
distribution shape used for the prior or likelihood
but results in a different posterior. We think the
properties of the lognormal distributions are to be
preferred, given the wide range of slip rate para-
meters. The likelihood distribution we obtained
is somewhat narrower than the prior, and the
resulting posterior should be somewhat narrower
than each.

Multiplying this likelihood function by the prior
distribution, we obtain a posterior slip rate dis-
tribution function for those faults to which a
slip rate variable from 0.1 to 1.0 mm/year has
been assigned by DISS. This posterior distribution
can be approximated by the following lognormal
distribution,

fposterior (x) = 1√
2πx0.12 ln (10)

×
(

exp

(

−0.5

(
ln x − ln 0.5

0.12 ln 10

)2
))

(2)

which peaks near 0.45 with an SD of 0.12 (Fig. 2).
This distribution is usefully narrower than the
original prior distribution. The low-probability
low slip value has increased from 0.1 to 0.2, and
the low-probability high slip value has decreased
from 1.4 to 1.0. For other fault slip rate categories
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ranging over smaller intervals, we assumed a dis-
tribution obtained by suitably rescaling Eq. 2.

4.2 Deriving a distribution for magnitude
uncertainty

In DISS3.0.4, length and width of MWS were de-
rived from the damage distribution of the histor-
ical earthquakes, through the “Boxer” algorithm
(Gasperini et al. 1999). It estimates magnitude by
the macroseismic intensity reports, then estimates
an “axis” by finding an orientation in which the
near-field intensity seems to be elongated, and
finally, given magnitude and axis, creates a “box”
using length and width derived from the empirical
relations given by Wells and Coppersmith (1994).
Stucchi and Albini (2000) pointed out that a stan-
dard deviation of 0.5 magnitude units might be as-
signed to magnitude assessment from macroseis-
mic data. Pace et al. (2006) observed dispersion
on the magnitude values, with a maximum scatter
of about 0.3, using different empirical relation-
ships calibrated on normal faulting, in the Central
Apennines.

Rather than adopt the above estimates, we di-
rectly use equations from Wells and Coppersmith
(1994) and consider the variability in fault width
and length. The uncertainty distribution of these
parameters is assumed to be normal, with means

given by values reported in DISS3.0.4 and stan-
dard deviations equal to ±20% of the mean val-
ues. In the course of calculating recurrence time
distributions (see below), using 1,000 random val-
ues for the length and width, we obtained a magni-
tude uncertainty standard deviation (determined
by half the difference between the 16th and the
84th percentiles magnitude values) between 0.1
and 0.3 (Fig. 4). DISS3.0.4 presents ranges in val-
ues for estimates of uncertainty, and we assume
that the ranges correspond to the ±1 SD values, so
that our calculated ± range value (0.1–0.3 magni-
tude units) equals the one given in DISS3.0.4 and
agrees with the one obtained by Pace et al. (2006).

4.3 Uncertainty estimation for recurrence times

We use a Monte Carlo approach, based on a
random sampling, to capture the uncertainties
both in the recurrence time and the occurrence
probability of earthquakes in each fault zone.
For a given choice of α value, the uncertainty on
the recurrence rate is obtained by varying three
fault parameters (fault length, fault width, and slip
rates) simultaneously in the calculations, using the
probability distributions defined in previous sub-
sections. In the course of this calculation, we also
calculate the variability of magnitude. We per-
form 1,000 runs to obtain stable estimates. To
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Fig. 4 Characteristic magnitudes (Mmax) and their uncer-
tainties for each seismogenic source: diamonds correspond
to magnitudes from DISS3.0.4. Bars show 16 to 84 per-
centile ranges computed using a Monte Carlo approach

under the assumption that uncertainties in the length and
the width of the fault are normally distributed with a
standard deviation equal to 20% of their nominal values
in DISS3.0.4
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Fig. 5 Recurrence times (Tbar) for the ISS and MWS
sources: Tbar (SR Min. and SR Max.; circles) is obtained
from Eq. 1 using the minimum and maximum slip rates
given in DISS3.0.4; Tbar (SR mean) is calculated using
Eq. 1 fixing the slip rate, 0.45 mm/year from the posterior
distribution (squares). Uncertainties are computed using a

Monte Carlo simulation, varying the slip according to the
posterior slip rate distribution and varying the length and
the width of the fault according to their assumed normal
distribution. Uncertainty is represented as the range be-
tween the 16 and 84 percentiles

quantify the variability of each parameter, we
select the 16th and the 84th percentiles of 1,000
calculations, which represent the 68% confidence
limits of a probability distribution.

In Fig. 5, we show the uncertainty about the
recurrence times coming from slip rate variability
and from modifying the length and width in the
Monte Carlo process. Specifically, we report the
calculated recurrence times using the mean value
of the slip rates for each fault and their uncertain-
ties given by the 16th and the 84th percentiles of
1,000 simulated values. Resulting recurrence rates
change from 15% to 70% with respect to their
mean value. We also compare these values with
those calculated using minimum and maximum
slip rates defined in DISS3.0.4.

5 Earthquake probability models
for the Central Apennines

In contrast to the Poisson model, a time-
dependent renewal process model is based on
the assumption that, after one earthquake on a
fault segment, another earthquake on that seg-
ment is unlikely until enough time has elapsed to

build sufficient stress for another rupture (Lindh
1983; Sykes and Nishenko 1984; Nishenko and
Buland 1987; Ellsworth 1995; Ogata 1999). Var-
ious statistical models have been proposed for
the computation of the probability density func-
tion for earthquake recurrence intervals, such
as Gaussian, lognormal, Weibull, Gamma, and
Brownian. In this study, we use the BPT probabil-
ity model that is based on a simple physical model
of the earthquake cycle and has many desirable
statistical properties that make it a suitable candi-
date for describing the statistics of earthquake re-
currence. The BPT distribution has the desirable
property that the hazard function is asymptotic to
some constant level for elapsed times much larger
than the average elapsed time, unlike that of the
Weibull distribution (but see also Yakovlev et al.
2006), for which the hazard function increases in-
definitely, or the lognormal distribution, for which
the hazard function decreases to zero (Matthews
et al. 2002). The BPT distribution has been widely
used in California (WGCEP 2003).

Time-dependent probability functions distrib-
ute recurrences around some mean recurrence
time (Tbar), and the width of the distributions
represents aleatory variability (α) on recurrence.



106 J Seismol (2010) 14:95–117

A very narrow width implies very regular recur-
rence. The probability density for the BPT model
is given by:

f (t)=
√(

Tbar
/

2πα2t3
)

exp
[− (t −Tbar)

2/2α2Tbart
]

(3)

where t is the time. α is a dimensionless mea-
sure of aperiodicity given by the ratio of standard
deviation of the recurrence times over the mean
recurrence time. The smaller are the α values, the
higher is the probability of occurrence for elapsed
times long compared to the mean recurrence time.

On the other hand, as the α value increases
and approaches unity, the process becomes less
strongly quasiperiodic and becomes increasingly
Poisson like. For a Poisson process, the proba-
bility P of occurrence of one or more events,
in a time period T of interest, is given by P =
1 − exp(−rT), where r is the rate of earthquakes
and is the inverse of the average recurrence time.
The result is a constant probability of occurrence,
rather than one changing with time.

6 Parameter sensitivity of time-dependent
probability calculations

The probabilities of occurrence for the next event
were assessed using Poisson and BPT distributions
in the central Apennines. To calculate the time-
dependent probability of an earthquake of a given
magnitude under the time-dependent model, one
must know or estimate its mean recurrence time, α
value, and elapsed time since the last earthquake
of comparable size. These parameters are most
commonly drawn from the historic and paleoseis-
mic record.

6.1 Aperiodicity parameter and elapsed
time ratio

The aperiodicity parameter (α value) in the BPT
distribution is ordinarily derived from the coeffi-
cient of variation of actual observed recurrence
times on individual faults and can be reinforced
with geological evidence (Ellsworth et al. 1999;
Cramer et al. 2000). Because paleoseismological

data are sparse and almost not available for most
of the seismogenic sources in the study region, we
did not have enough data of repeated earthquakes
to characterize the aperiodicity parameter of each
fault. Ellsworth et al. (1999) have shown that se-
quences of only two or three intervals between
events will be of little use for reliable estimation of
α. By restricting the sequences to those that have
at least four closed intervals (i.e., five events),
we found only four sequences out of 58 available
in the Apennines suitable for analysis. For these
four, we calculated the α value using an approach
given by Savage (1991). The α values are around
0.22 for the Fucino and the Irpinia faults, 0.48 for
the Aremogna-Cinque Miglia fault, and around
0.50 for the Ovindoli-Pezza fault. Of course, these
values are very uncertain, having been calcu-
lated from small samples, but their values serve
for comparison with values found elsewhere. For
example; Ellsworth et al. (1999) found from sta-
tistical tests that (1) the limited worldwide earth-
quake recurrence times have a BPT α value of
0.46 ± 0.32, (2) the 35 recurrence time sequences
examined are compatible with a shape factor of
0.5, and (3) the 35 earthquake sequences had no
systematic differences when grouped by tectonic
style. Our calculated values are consistent with
this characterization of worldwide values. Accord-
ingly, we used the average value of α, 0.5, as a
central value for the rest of the faults in the study
region, together with this value with plus or minus
0.2, that is, 0.7, 0.5, and 0.3.

An illustration of how the α value affects
time-dependent results is given in Fig. 6 for the
Ovindoli-Pezza and Selci Lama faults. The figure
shows the 30-year probability of future earth-
quake occurrence on these faults for any given
elapsed time, using both the Poisson and BPT
distributions with the three α values. An aver-
age recurrence time of 774 and 472 is taken for
Ovindoli-Pezza and Selci Lama faults, respec-
tively Table 2. The probability of an earthquake
during any 30-year interval of time using a Poisson
model is about 4% and 6% for the two faults,
respectively. For a BPT calculation, we present
the time since the last earthquake as ratio of
that time divided by the mean recurrence time
of the earthquake (“elapsed time ratio”). For ex-
ample, the current elapsed time ratio is obtained
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Fig. 6 Graph showing
30-year probability of
earthquake occurrence on
the Ovindoli-Pezza and
the Selci Lama Faults,
assuming a mean 774-year
recurrence time for
Ovindoli-Pezza and a
mean 472-year recurrence
time for Selci Lama.
Graphs show the results
using Brownian Passage
Time and Poisson models
for recurrence. α is the
aperiodicity parameter
used to define the
dispersion in the density
function

from 707 years (time since the last earthquake) /
774 years (mean recurrence time of the earth-
quake) = 0.91 for the Ovindoli-Pezza fault and
218 / 472 = 0.46 for the Selci Lama fault. The
BPT distribution results in a 30-year probability
of about 10% for α = 0.3 and 7% for α = 0.7
for the Ovindoli-Pezza and Selci Lama faults, re-
spectively. The 30-year probability for an α equal
to 0.7 and 0.5 rises above the Poisson probabil-
ity level earlier in the recurrence cycle than the
probability for an α of 0.3. The probability of
occurrence increases with decreasing α for the
faults like Ovindoli-Pezza fault from 6% to 10%,
which an elapsed time which is well past about two
thirds of the mean recurrence time. For faults like
the Selci Lama, which have an elapsed time which
is short compared to the mean recurrence time,
the occurrence probability decreases from 1% to
7% with increasing α.

In Fig. 7, we show the probability of occurrence
as a function of the elapsed time ratio for each fault
in the study region, calculated for α values of 0.3,
0.5, and 0.7 and for the Poisson probability. The
probability of occurrence increases with decreas-
ing α values for the faults having large elapsed
time ratio (>0.7–0.8), while it decreases with de-
creasing α values for those faults having small
elapsed time ratio (0.1–0.5). Most of the Apennine
faults have short elapsed time compared to their

mean recurrence time so that the time-dependent
probability of occurrence is generally smaller than
or similar to the time-independent probability of
occurrence. Only two of the 58 faults are near or
beyond their mean recurrence time and so have
higher probability of occurrence than the time-
independent values. The fault database is likely to
be biased to include mainly faults which recently
ruptured and thus more easily recognized and
therefore are in the beginning of their seismic cy-
cle, whereas the faults which are in the middle or
end of their cycle are less likely to be recognized
because evidence of rupture is more likely to have
been removed. This would explain the fact that,
for most of the faults studied, the probabilities
according to the BPT model are smaller than the
Poissonian probabilities.

In order to characterize the impact of high
periodicity on occurrence probabilities for an in-
dividual fault, we examine the factor between the
mean occurrence probabilities for α = 0.3 and the
occurrence probabilities for α = 0.5 and 0.7 and
the Poisson model (Fig. 8). This factor is changing
between 0.0 and 3.0 as a function of the elapsed
time ratio. The factor is around 2–3 for the faults
with large elapsed time ratio (greater than 0.8),
but for faults with small elapsed time ratios (less
than 0.4) this factor is near 0. For the majority
of the faults, the assumption of α = 0.3 produces
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Fig. 7 Diagram showing
the probabilities of
occurrence from the BPT
model for each fault,
calculated for α values of
0.3, 0.5, and 0.7 and for
the Poisson probability as
a function of the elapsed
time ratio on the fault
(Tlapse/Tbar)
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very low occurrence probabilities. If time depen-
dence gives a very low occurrence probability and,
hence, a low probabilistic ground motion on a haz-
ard map, the civil authorities might prefer using
a time-independent assumption in order to arrive
at higher probabilistic ground motion design lev-
els, which would provide greater protection if an
earthquake should occur.

6.2 Uncertainty distributions for the
time-dependent and time-independent
probability of occurrences

We calculated the uncertainty distributions in
the probability of occurrence, for the individual
sources, using a Monte Carlo analysis that allows
all parameters to vary according to their speci-

Fig. 8 Diagram showing
the effect of time
dependence on the
ratio of probability of
occurrence on an
individual fault for
α = 0.3 to the probability
of occurrence for α = 0.5
and 0.7 and the Poisson
model, using nominal
parameter values. Notice
that, for elapsed time
ratios smaller than 0.6 to
0.8, the use of 0.3
produces a smaller
probability of occurrence
than do less strongly
periodic time dependence
parameters
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Fig. 9 Probabilities of occurrence for a 30-year period of
time (2007–2037) using both log and arithmetic scales for
the seismogenic fault sources for both the Poisson and BPT

models for α values of 0.3, 0.5, and 0.7. Uncertainties are
presented as a range between the 16th and 84th percentiles

fied probability distributions. Details on the ba-
sic parameters used and on the methodology are
given in “Section 4.” We performed 1,000 runs of
varying source parameters (length, width, and slip
rates) and calculated the time-dependent prob-
ability of occurrences for each of the α values
separately. These simulated occurrence probabil-
ities for each fault were sorted into ascending

order and the 16th and 84th percentile values
are determined. Figure 9 shows the mean time-
independent and time-dependent probability of
occurrence for each α value along with the 16th
and 84th percentiles of the corresponding simu-
lated distribution for each fault segment. In gen-
eral, for small α values, the percentile range
(84th–16th) gets larger on the faults that have
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Fig. 10 Estimated standard deviations (in percent) of the Poisson and BPT 30-year occurrence probabilities for each fault
and α value

long elapsed time. Time-independent occurrence
probabilities and their uncertainty percentiles are
higher than those of time-dependent for the
faults that have small elapsed time ratios (0.25 or
less). On the log scale, the ratio of the 84th to
16th percentile can be seen to be very large, in
many cases as much as two orders of magnitude.
Figure 10 shows the estimated standard devia-
tions of the occurrence probabilities for each fault.
These values most of the time are as high as or
exceed the expected values.

7 Probability of occurrence in 30 years
(2007–2037)

The mean occurrence probabilities under the
Poisson model range from 1.0% to 7%. The stan-

dard deviation of this probability on an individual
fault is about 1.0%. The mean occurrence prob-
ability under time dependence for the modeled
α values of 0.3, 0.5, and 0.7 runs from less than
1.0% to as much as 15% (Table 2). In other words,
considering the choice involved invoking a BPT
model has increased the overall uncertainty in oc-
currence probability compared to the uncertainty
of the Poisson model.

In the Poisson model, the hazard is not sensitive
to the recency of rupture on the faults. Gener-
ally, but not always, time dependence raises the
probabilities except for those faults that have had
earthquakes recently. The Citta’ di Castello,
Ovindoli-Pezza faults generally have high mean
probability of occurrence, 16% and 10%, respec-
tively, relative to the time-independent probabil-
ity. This is because these faults are late in their
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seismic cycles. The Colfiorito South and North,
Gubbio South, and Sellano faults, on the other
hand, have time-dependent occurrence probabil-
ity that is lower than the time-independent oc-
currence probability due to the relatively short
elapsed time since the last earthquake, which
places these faults in the first half of their seismic
cycles. In Fig. 11, we show the maximum calcu-
lated occurrence probabilities under the Poisson
and BPT model, at the 84th percentile for the
α value that gives the largest probability. Even
for this worst-case assumption, more than half
of the sources have low probabilities of having
an event, even at the 84th percentiles, typically
around 5% in the next 30 years. Thirteen of the
faults have a probability greater than 10%. Only
four of those have a probability of occurrence
higher than 20%. These four segments are (1)
Anghiari, Mw = 5.8 (20.5%); (2) Poppi, Mw = 5.8
(20.0%); (3) Selci Lama, Mw = 5.5 (20.4%); (4)
Bastia, Mw = 5.4 (20.8%). These results show that
as far as source rupture probability is concerned
sources having moderate magnitude (Mw around
5.4–5.8) and therefore relatively short return
times can dominate sources having larger mag-

nitude, with correspondingly longer mean return
times.

As far as time dependence is concerned, this
paper has focused on the sensitivity of probability
of occurrence on the choice of earthquake recur-
rence model. To provide an estimate for prob-
ability by combining the time-dependent results
would require assigning weights for the α para-
meter, and producing smoothness in the resulting
distribution would require more closely spaced
values of α. This would be beyond the scope of
our present study but would be sensible for further
studies on individual faults. However, the general
effect of incorporating a distribution on α value
can be estimated by averaging the results for val-
ues 0.3, 0.5, 0.7, and 1.0 (Poisson) with suitable
weights. One set might be to weigh the Poisson
model 50%, and for the BPT model make the
aperiodicity choice 0.5 twice as likely as each of
the others. The resulting weights would be 0.125,
0.250, 0.125, and 0.5, respectively. Call this set of
weights A. Another choice might prefer biasing
toward time independence using weights 0.1, 0.2,
0.3, and 0.4, respectively. Call this set B. The
resulting averages can be found in Table 2.

Fig. 11 Maximum 84th percentile probability of occurrence in the next 30 years (2007–2037) calculated using BPT and
Poisson models for the fault segments of the central Apennines for the α value that gives the largest probability
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We observe the following about the results:

1. Consider three faults Anghiari, Selci Lama,
and Bastia. For Anghiari, the mean percentile
probabilities for α values 0.3, 0.5, 0.7, and
1.0 are about 6.39, 6.34, 5.75, and 4.49, re-
spectively. For weights A, the overall aver-
age is 5.3475; for weights B, it is 5.428. For
Selci Lama; 1.34, 5.34, 7.20, 6.16. A: 5.4825,
B: 5.826. For Bastia; 0.27, 3.75, 6.99, 6.84. A:
5.265, B: 5.61. Although these faults are quite
different in their time-dependent behavior,
under weighted averaging, the calculated pro-
babilities are too close to provide any useful
distinction between them. That is, we cannot
distinguish any longer between a fault which
is insensitive to time dependence, one that
is sensitive, and one that is very sensitive to
choice of time-dependent parameter.

2. For almost 80% of the 58 faults, the overall av-
erage lies either between the values for 0.7 and
1.0 (53%) or near the value of 0.7 (26%). This
indicates that weak time dependence (0.7) is a
reasonable choice in a single calculation.

3. If, for each fault, you look at the ratio of the
overall mean to the Poisson mean, the average
of the 58 ratios is 0.76, and half the faults have
ratios running from 0.66 to 0.50, that is, the
occurrence probabilities have decreased from
33% to 50%. On the other hand, of the faults
showing increases, only 13 sources have an
increase of more than 10%, the largest being
only a 50% increase.

So the overall effect of incorporating weights in
α value is to decrease the occurrence probability
below the Poisson level and increase the prob-
ability for only a few faults and that by only a
small amount. We think that, in terms of useful
information, the sensitivity results provide better
information for mitigation—selection of the more
likely dangerous faults and guidance in the choice
of α value for use in probabilistic ground motions
for use in seismic design.

8 Conclusions and discussions

In this study, we calculated probabilities of occur-
rence in the next 30 years for each seismogenic

source in the central Apennines using the Poisson
model and the Brownian passage time distribu-
tion. The present study does not quantify uncer-
tainties in the ground motions that are produced
by the faults for PSHA purposes. However, it is
important to understand the impact of earthquake
recurrence model on PSHA estimates. Recently,
in the central Apennines, there have been several
studies on the application of BPT and Poisson
model in the seismic hazard maps, in terms of
expected peak ground acceleration (PGA) values
in the next 50 years (Akinci et al., manuscript in
preparation; Akinci et al. 2007; Pace et al. 2006).
Even though these studies used different geologic
data compilation and different α values for each
fault, their general results are similar in the im-
pact of the time-dependent model. That is, the
contribution of the recently active source faults
vanishes in the overall seismic hazard—the time-
dependent PGA values are 20% lower than the
Poissonian ones. On the other hand, some source
faults with long elapsed time become the most
hazardous sites, where the time-dependent PGA
values are about 50% higher than those of the
Poissonian model.

The present study has highlighted those sources
in which time dependence produces a significant
increase in hazard. These are worthy of further
study. On the other hand, for many sources, time
dependence produces a decrease in hazard, a de-
crease it may not be prudent to credit.

It is clear that slip rate uncertainty is a major
contributor to the uncertainty of the probabili-
ties. It is possible that likelihood functions based
on historical recurrences for individual sources
or based on regional geodetic constraints might
further narrow the slip rate uncertainty.

For at least a few of the sources, the assignment
of the previous earthquake date as the limit of
completeness results in an underestimation of the
probabilities in the time-dependent cases. Incor-
poration of a distribution function for that date
would be helpful in a more focused study of these
faults.

In this study, we consider only the elapsed
time as a first-order parameter in calculating
time-dependent earthquake probabilities. Other
factors such as static elastic fault interactions,
viscoelastic stress transfer, and dynamic stress
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changes from earthquakes on nearby faults may
also influence the short-term probabilities for
earthquake recurrence. To the extent that clus-
tering may be present in the historical catalog,
related studies would be important.

It is important to note that the probabilities
presented here are not intended to represent ab-
solute estimates, but they have only a relative
meaning to help in understanding the models used
and their impact on regional planning. We be-
lieve that the results obtained can suggest future
research to resolve some of the important ques-
tions that impact the occurrence probabilities. In
addition to new information on earthquake re-
currence, rupture histories and new fault sources
from geological and paleoseismological studies,
we would hope for a more focused research
on time dependence and developing likelihood
functions based on individual fault earthquake
histories and regional strain.
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