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# THE BOLTZMANN EQUATION WITHOUT ANGULAR CUTOFF IN THE WHOLE SPACE: I, AN ESSENTIAL COERCIVITY ESTIMATE 

R. ALEXANDRE, Y. MORIMOTO, S. UKAI, C.-J. XU, AND T. YANG


#### Abstract

It is known that the singularity in the non-cutoff cross-section of the Boltzmann equation leads to the gain of regularity and gain of weight in the velocity variable. By defining and analyzing a non-isotropy norm which precisely captures the dissipation in the linearized collision operator, we give a new and precise coercivity estimate for the non-cutoff Boltzmann equation for general physical cross sections.


## 1. Introduction

This is the first part of a series of papers related to the inhomogeneous Boltzmann equation without angular cut-off, in the whole space and for general physical crosssections. This global project is a natural continuation of our previous study [6] which was specialized to Maxwellian type cross sections.

The present part is concerned with an essential coercivity estimate of the linearized collision operator, in the framework of general cross sections. As shown in [6] for the special Maxwellian case, this estimate plays an important role for the related Cauchy problem.

Based on this and connected estimations, in the second and third papers, 17 . 8], we will prove the global existence of classical non-negative solutions to the Boltzmann equation without angular cutoff, together with convergence rates to the equilibrium, for the soft and hard potentials respectively, so that we are able to cover a general physical setting. Finally, in the fourth paper, [9], we will prove the full regularization property of the solution for any positive time. On the whole, our series of works will establish a satisfactory theory on the well-posedness and full regularity of classical solutions.

To simplify the exposition, we shall work in velocity space dimension 3, which is the most important physical case, but our results hold true for any dimension $n \geq 2$.

Consider

$$
\begin{equation*}
f_{t}+v \cdot \nabla_{x} f=Q(f, f) \tag{1.1}
\end{equation*}
$$

As usual, $f=f(t, x, v)$ is the density distribution function of particles with space location $x \in \mathbb{R}^{3}$ and velocity $v \in \mathbb{R}^{3}$ at time $t$. Here, the right hand side of (1.1) is the Boltzmann bilinear collision operator, which is given in the classical

[^0]$\sigma-$ representation by
$$
Q(g, f)=\int_{\mathbb{R}^{3}} \int_{\mathbb{S}^{2}} B\left(v-v_{*}, \sigma\right)\left\{g_{*}^{\prime} f^{\prime}-g_{*} f\right\} d \sigma d v_{*}
$$
where $f_{*}^{\prime}=f\left(t, x, v_{*}^{\prime}\right), f^{\prime}=f\left(t, x, v^{\prime}\right), f_{*}=f\left(t, x, v_{*}\right), f=f(t, x, v)$, and for $\sigma \in \mathbb{S}^{2}$,
$$
v^{\prime}=\frac{v+v_{*}}{2}+\frac{\left|v-v_{*}\right|}{2} \sigma, \quad v_{*}^{\prime}=\frac{v+v_{*}}{2}-\frac{\left|v-v_{*}\right|}{2} \sigma,
$$
give the relations between the post and pre collisional velocities. Recall that these relations follow from the conservation of momentum and kinetic energy, that is, $v+v_{*}=v^{\prime}+v_{*}^{\prime}$ and $|v|^{2}+\left|v_{*}\right|^{2}=\left|v^{\prime}\right|^{2}+\left|v_{*}^{\prime}\right|^{2}$.

The kernel $B\left(v-v_{*}, \sigma\right)$ appearing in the collision operator is called the collision cross-section and varies according to different physical settings.

For the monoatomic gas, the non-negative cross-section $B(z, \sigma)$ depends only on $|z|$ and the scalar product $\frac{z}{|z|} \cdot \sigma$. In most cases, the kernel $B(z, \sigma)$ cannot be expressed explicitly, but to capture its main properties, one may assume that it takes the form

$$
B\left(v-v_{*}, \cos \theta\right)=\Phi\left(\left|v-v_{*}\right|\right) b(\cos \theta), \quad \cos \theta=\frac{v-v_{*}}{\left|v-v_{*}\right|} \cdot \sigma, \quad 0 \leq \theta \leq \frac{\pi}{2}
$$

There are two classical and important physical models to be kept in mind. The first one is the hard sphere model where each particle is viewed as an identical ball. For this model, the cross-session is proportional to $\left|v-v_{*}\right|$ and has no singularity in $\theta$. Another model is the inverse power law potential model in which the force between a pair of particles is proportional to $\nabla U(\rho)$ and $U(\rho)$ is proportional to $\rho^{-r}$ with $r>1$. Here, $\rho$ is the distance between the two particles. In the later case, the kinetic part in the cross-section behaves like

$$
\begin{equation*}
\Phi\left(\left|v-v_{*}\right|\right)=\left|v-v_{*}\right|^{\gamma}, \quad \gamma=1-\frac{4}{r} \tag{1.2}
\end{equation*}
$$

and a singular factor in the collision angle arises, such that

$$
\begin{equation*}
\lim _{\theta \rightarrow 0+} b(\cos \theta) \theta^{2+2 s}=K \tag{1.3}
\end{equation*}
$$

for some constant $K>0$, and where $0<s=\frac{1}{r}<1$.
For the model of inverse power law potential, the cases with $1<r<4, r=4$ and $r>4$ correspond to the so-called soft, Maxwellian molecule and hard potentials respectively. Moreover, since the Boltzmann equation is well defined when $r>1$ for this model, one has $\gamma>-3,0<s<1$, and

$$
-1<\gamma+2 s=1-\frac{2}{r}=1-2 s<1
$$

Herein, we will be concerned with the precise coercivity estimate of the linearized collisional operator, for cross-sections in this general setting.

That is, we only assume that the indices in the cross-section satisfy $\gamma>-3$ and $0<s<1$ in the kinetic and angular parts respectively. In particular, note that this assumption includes the inverse power law potential as an example.

For later use, we will need to compare the original cross-session with the situation when its kinetic part is mollified. That is, for the function $\Phi(z)$ appearing in the cross-section, we denote by $\tilde{\Phi}(z)$ its smoothed version defined by

$$
\begin{equation*}
\tilde{\Phi}(z)=\left(1+|z|^{2}\right)^{\frac{\gamma}{2}} \equiv<z>^{\gamma} \tag{1.4}
\end{equation*}
$$

To show the dependence of the estimates on the mollified or non-mollified kinetic factor in the cross-session, we will use the notations $Q^{\tilde{\Phi}}$ and $Q^{\Phi}$ to denote the Boltzmann collisional operator when the kinetic part is $\tilde{\Phi}$ and $\Phi$ respectively. In particular, $Q=Q^{\Phi}$. This upper-script will be also used for other operators as well.

As usual, and keeping the same notations as in [6], we consider the Boltzmann equation around a normalized global Maxwellian distribution

$$
\mu(v)=(2 \pi)^{-\frac{3}{2}} e^{-\frac{|v|^{2}}{2}}
$$

Since $\mu$ is the global equilibrium state satisfying $Q(\mu, \mu)=0$, by setting $f=$ $\mu+\sqrt{\mu} g$, we have

$$
Q(\mu+\sqrt{\mu} g, \mu+\sqrt{\mu} g)=Q(\mu, \sqrt{\mu} g)+Q(\sqrt{\mu} g, \mu)+Q(\sqrt{\mu} g, \sqrt{\mu} g)
$$

Define the following standard nonlinear operator

$$
\Gamma(g, h)=\mu^{-1 / 2} Q(\sqrt{\mu} g, \sqrt{\mu} h)
$$

Then the linearized Boltzmann collision operator takes the form

$$
\mathcal{L} g=\mathcal{L}_{1} g+\mathcal{L}_{2} g=-\Gamma(\sqrt{\mu}, g)-\Gamma(g, \sqrt{\mu})
$$

and the original equation (1.1) becomes the following equation on the perturbation $g$

$$
\begin{equation*}
g_{t}+v \cdot \nabla_{x} g+\mathcal{L} g=\Gamma(g, g), t>0 \tag{1.5}
\end{equation*}
$$

This close to equilibrium framework is classical for the Boltzmann equation with angular cutoff, but much less is known for the Boltzmann equation without angular cutoff, though the spectrum of the linearized operator without angular cut-off was analyzed a long time ago by Pao in 18.

However, since the late 1990s, the regularizing effect on the solution, produced by the singularity of the cross-section, has become reachable by rigorous analysis. Let us mention the systematic work on the entropy dissipation method initiated by Alexandre [1] and developed firstly by Lions [15], and then by many others, cf [3, 20, 21] and references therein. Since then, various works have been done on deriving the coercivity estimates in different settings and in different norms for different purposes. In particular, this kind of coercivity estimates has displayed some non-isotropic property in the very loose sense that, on one hand one gets a gain of the regularity in Sobolev norm of fractional order; and on the other hand, one also get a gain the moment to some fractional power in the velocity variable, cf. (2, 3, , 4, 5, 6, 10, 11, 12, 14, 16, 17, 19, 20, 21 and references therein. Furthermore, these coercivity estimates have been proven to be very useful in getting the global existence and gain of full regularity in all variables for the Boltzmann equation without angular cutoff, as shown in our previous work [6]. For details about the recent progress in some of the directions mentionned previously, readers are referred to the survey paper by Alexandre, [2].

Since the coercivity estimate plays an important role in the study on the angular non-cutoff Boltzmann equation, the precise statement of this estimate in terms of the indices in the cross-section, that is, $\gamma$ and $s$, has been pursued by many people. The main purpose of this paper is to present a precise estimate that gives the essential properties of this singular behavior. This main result will be stated in the next theorem. Let us note that this result is proved in a general setting and it improves on previous results, such as those obtained in 4, 5, 6, 16, 17. And
this estimate will be used in our papers [7] 8, 9] on the global existence and full regularity of the Boltzmann equation without angular cutoff in the general setting.

To derive the desired coercivity estimate, we generalize the non-isotropic norm introduced in [6]. The introduction of this norm was motivated by the study on the Landau equation which can be viewed as the grazing limit of the Boltzmann equation. It is known that for the Landau equation, see for example [13, that the essential norm in order to capture the dissipation of the linearized Landau operator can be defined just as the Dirichlet form of the linearized operator. By doing so, a norm can be well defined without loss of any dissipative information in the operator and this can be done directly for the Landau equation mainly because the corresponding Landau operator is a differential operator. However, for the Boltzmann equation without angular cutoff, the collision operator is a singular integral operator so that a direct analog is not obvious or feasible. In order to extract the essential property in the linearized collision operator, in [6], a nonisotropic norm was introduced. Therefore, in the first part of this paper, we will show that this non-isotropic norm is in fact equivalent to the Dirichlet form of the linearized collision operator. Then by analyzing the properties of the non-isotropic norm, we obtain the precise coercivity estimate of the linearized collision operator.

The application of the non-isotropic norm and the coercivity estimate for the global well-posedness theory and the full regularity for the solution to the Cauchy problem will be given in our papers [7, 8, 9]. At this point, let us mention the different approach undertaken by Gressman and Strain 11, 12 for the global wellposedness issue.

To state our main theorem, we recall that the linearized operator $\mathcal{L}$ has the following null space, which is spanned by the set of collision invariants:

$$
\begin{equation*}
\mathcal{N}=\operatorname{Span}\left\{\sqrt{\mu}, v_{1} \sqrt{\mu}, v_{2} \sqrt{\mu}, v_{3} \sqrt{\mu},|v|^{2} \sqrt{\mu}\right\} \tag{1.6}
\end{equation*}
$$

that is, $(\mathcal{L} g, g)_{L^{2}\left(\mathbb{R}_{v}^{3}\right)}=0$ if and only if $g \in \mathcal{N}$.
Herein, $(., .)_{L^{2}}=(., .)_{L^{2}\left(\mathbb{R}_{v}^{3}\right)}$ denotes the usual scalar product of functions in $L^{2}=L^{2}\left(\mathbb{R}^{3}\right)$.

We shall use the standard weighted Sobolev space defined, for $k, l \in \mathbb{R}$, as

$$
H_{l}^{k}=H_{l}^{k}\left(\mathbb{R}_{v}^{3}\right)=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}_{v}^{3}\right) ; W^{l} f \in H^{k}\left(\mathbb{R}_{v}^{3}\right)\right\}
$$

where $H^{k}=H^{k}\left(\mathbb{R}^{3}\right)$ is the usual Sobolev space, and $W^{l}(v)=<v>^{l}=\left(1+|v|^{2}\right)^{l / 2}$ is the weight function. In particular, in the case $k=0$, we also use the notation $L_{l}^{2}=H_{l}^{0}$.
Theorem 1.1. Assume that the cross-section satisfies (1.2), (1.3) with $0<s<1$ and $\gamma>-3$. Then there exist two generic constants $C_{1}, C_{2}>0$ such that

$$
\begin{align*}
& C_{1}\left\{\|(\mathbf{I}-\mathbf{P}) g\|_{H_{\gamma / 2}^{s}}^{2}+\|(\mathbf{I}-\mathbf{P}) g\|_{L_{s+\gamma / 2}^{2}}^{2}\right\}  \tag{1.7}\\
& \leq(\mathcal{L} g, g)_{L^{2}} \leq C_{2}\|g\|_{H_{s+\gamma / 2}^{s}}^{2}
\end{align*}
$$

where $\mathbf{P}$ is the $L^{2}$-orthogonal projection onto the null space $\mathcal{N}$.
This essential coercivity estimate of the linearized collisional operator will enable us in [7, 8] to prove the global existence of classical solutions to the Boltzmann equation. For this purpose, the analysis on the nonlinear operator is necessary. By using this essential coercivity estimate and the analytic techniques used in the
proofs below, we will also give a clear upper bound estimate on the nonlinear operator when $\gamma>-3 / 2$ which is stated in the next section, the remaining values of $\gamma$ being given in (7).

The rest of the paper is arranged as follows. In the next section, we extend the definition of the non-isotropic norm introduced in [6] and then state the main estimates in this paper. The proof of the upper and lower bound estimates of the non-isotropic norm will be given in Section 3. In Section 4, we will prove the equivalence of the Dirichlet form of the linearized collison operator and the square of the non-isotropic norm. The equivalence of the non-isotropic norms with different kinetic factors and different weights will be shown in Section 5. Finally, in the last section, we will prove an upper bound estimate on the nonlinear collision operator which is useful for the well-posedness theory for the Boltzmann equation.

Notations: Herein, letters $f, g$ stand for various smooth functions, while $C, c \ldots$ stand for various numerical constants, independent from functions $f, g .$. , and which may vary from line to line. Notation $A \lesssim B$ means that there exists a constant $C$ such that $A \leq C B$, and similarly for $A \gtrsim B$. While $A \sim B$ means that there exist two generic constants $C_{1}, C_{2}>0$ such that

$$
C_{1} A \leq B \leq C_{2} A
$$

## 2. NON-ISOTROPIC NORM AND MAIN ESTIMATES

First of all, let us recall that

$$
(\mathcal{L} g, g)_{L^{2}}=-(\Gamma(\sqrt{\mu}, g)+\Gamma(g, \sqrt{\mu}), g)_{L^{2}} \geq 0
$$

It is known that $\mathcal{L}$ is a non-isotropic operator, so, extending [6], we define a nonisotropic norm associated with the cross-section $\Phi\left(\left|v-v^{*}\right|\right) b(\cos \theta)$ by the following formula

$$
\begin{align*}
\||g|\|^{2}= & \iiint \Phi\left(\left|v-v^{*}\right|\right) b(\cos \theta) \mu_{*}\left(g^{\prime}-g\right)^{2}  \tag{2.1}\\
& +\iiint \Phi\left(\left|v-v^{*}\right|\right) b(\cos \theta) g_{*}^{2}\left(\sqrt{\mu^{\prime}}-\sqrt{\mu}\right)^{2} \\
= & J_{1}+J_{2},
\end{align*}
$$

where the integration is over $\mathbb{R}_{v}^{3} \times \mathbb{R}_{v_{*}}^{3} \times \mathbb{S}_{\sigma}^{2}$. Note that it is a norm with respect to the velocity variable $v \in \mathbb{R}^{3}$ only. As we will see later, the reason that this norm is called non-isotropic is due to the fact that it combines both differentiation and weight to some orders due to the singularity of cross-section $b(\cos \theta)$. In fact, compared to the previous works on the Landau case 13], this non-isotropic norm is much more involved because we bascially deal with a singular integral operator that behaves like a fractional order differential operator, though with different weight factors according to the direction of the frequency variable, a fact which is clearly well understood for the Landau case.

The following proposition gives the equivalence between the non-isotropic norm and the Dirichlet form of $\mathcal{L}$ :

Proposition 2.1. Assume that the cross-section satisfies (1.8), (1.3) with $0<s<$ 1 and $\gamma>-3$. Then there exist two generic constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1}\| \|(\mathbf{I}-\mathbf{P}) g\| \|^{2} \leq(\mathcal{L} g, g)_{L^{2}} \leq 2\left(\mathcal{L}_{1} g, g\right)_{L^{2}} \leq C_{2}\|\mid g\| \|^{2} \tag{2.2}
\end{equation*}
$$

Concerning the lower and upper bounds of the non-isotropic norm we have
Proposition 2.2. Assume that the cross-section satisfies (1.8), (1.3) with $0<s<$ 1 and $\gamma>-3$. Then there exist two generic constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1}\left\{\|g\|_{H_{\gamma / 2}^{s}}^{2}+\|g\|_{L_{s+\gamma / 2}^{2}}^{2}\right\} \leq\|g\|\left\|^{2} \leq C_{2}\right\| g \|_{H_{s+\gamma / 2}^{s}}^{2} . \tag{2.3}
\end{equation*}
$$

Our main result, that is, Theorem 1.1, is then a direct consequence of the above two propositions.

In the following, we will use the lower script $\Phi$ on the non-isotropic norm, and so use the notation $\left\|\|g\|_{\Phi}\right.$ if we need to specify its dependence on the kinetic factor $\Phi$. Notations $J_{1}^{\Phi}, J_{2}^{\Phi}$ will be also used for the same purpose.

Part of the proof on the lower bound of the non-isotropic norm given in Proposition 2.2 is essentially due to the following equivalence relations between the nonisotropic norms with $\Phi$ and $\tilde{\Phi}=\left\langle v-v_{*}\right\rangle^{\gamma}$.

Proposition 2.3. Assume that the cross-section satisfies (1.7), (1.3) with $0<s<$ 1 and $\gamma>-3$. Then we have

$$
\begin{equation*}
\||g|\|_{\Phi} \sim\||g|\|_{\tilde{\Phi} \cdot} \tag{2.4}
\end{equation*}
$$

Concerning the dependence on the index $\gamma$ in $\Phi_{\gamma}=\left|v-v_{*}\right|^{\gamma}$, we have
Proposition 2.4. Assume that the cross-section satisfies (1.2), (1.3) with $0<s<$ 1 and $\gamma>-3$. Then for any $\beta>-3$, we have

$$
\begin{equation*}
\left\|\left|g\left\|_{\Phi_{\gamma}} \sim\right\|\right|\langle v\rangle^{(\gamma-\beta) / 2} g\right\| \|_{\Phi_{\beta}} . \tag{2.5}
\end{equation*}
$$

To end this section, we give the following upper bound estimate on the non-linear term $\Gamma(\cdot, \cdot)$ defined in (1.5), which holds only for the restricted value $\gamma>-3 / 2$.

Proposition 2.5. Assume that the cross-section satisfies (1.2), (1.3) with $0<s<$ 1 and $\gamma>-3 / 2$. Then

$$
\begin{aligned}
& |(\Gamma(f, g), h)| \lesssim\left\{\|f\|_{L_{s+\gamma / 2}^{2}}\left\|\left|g\| \|_{\Phi_{\gamma}}+\|g\|_{L_{s+\gamma / 2}^{2}}\right|\right\| f\| \|_{\Phi_{\gamma}}\right. \\
& \left.\quad+\min \left(\|f\|_{L^{2}}\|g\|_{L_{s+\gamma / 2}^{2}},\|f\|_{L_{s+\gamma / 2}^{2}}\|g\|_{L^{2}}\right)\right\}\|\mid\| h\left\|\|_{\Phi_{\gamma}} .\right.
\end{aligned}
$$

Furthermore, still assuming (1.2), (1.3) with $0<s<1$ and $\gamma>-3 / 2$, together with $\gamma \geq-3$ s, one has

$$
|(\Gamma(f, g), h)| \lesssim\left\{\|f\|_{L_{s+\gamma / 2}^{2}} \mid\|g\|\left\|_{\Phi_{\gamma}}+\right\| g\left\|_{L_{s+\gamma / 2}^{2}}\right\|\|f\|_{\Phi_{\gamma}}\right\}\left\|\|h \mid\|_{\Phi_{\gamma}}\right.
$$

Let us note that the first statement deals with general values of $\gamma$, that is not necessarily linked with the value of $s$. For the second statement, note that the condition $\gamma \geq-3 s$ is always true in the physical cases mentioned above. Indeed recall here that $\gamma=1-4 s$, and that $0<s<1$. Therefore, we can conclude that together with the constraint $\gamma>-3 / 2$, the physical range $0<s<5 / 8$ is allowed. The full range up to 1 , and thus the fact that the second statement is also true for these values, will be dealt with in our paper (7), since its proof involves some slightly different arguments.

For future reference, let us note the immediate corollary of the proof of Proposition 2.5. dealing with nonlinear operator, but with a regularized potential

Corollary 2.6. With the regularized potential, together with assumptions (1.2), (1.3), $0<s<1$ and $\gamma \geq-3 s$, one has

$$
\left|\left(\Gamma_{\tilde{\Phi}}(f, g), h\right)\right| \lesssim\left\{\| f \| _ { L _ { s + \gamma / 2 } ^ { 2 } } \left|\| g \| \| _ { \Phi _ { \gamma } } + \| g \left\|_ { L _ { s + \gamma / 2 } ^ { 2 } } | \| f | \| _ { \Phi _ { \gamma } } \} \left|\|h \mid\|_{\Phi_{\gamma}}\right.\right.\right.\right.
$$

Note carefully that in this last result, the constraint $\gamma>-3 / 2$ is removed, and we have retained the constraint $\gamma \geq-3 s$, which is always true for physical cases, as we saw above.

## 3. Bounds on the non-isotropic norm

This section is devoted to the proof of Proposition 2.2. Throughout this paper, we will often use the following elementary estimate stated in velocity dimension $n$, since it will be needed for both cases $n=2$ and $n=3$.

Lemma 3.1. Let the velocity dimension be $n, n \in \mathbb{N}, \rho>0, \delta \in \mathbb{R}$ and let $\mu_{\rho, \delta}(u)=$ $\langle u\rangle^{\delta} e^{-\rho|u|^{2}}$ for $u \in \mathbb{R}^{n}$. If $\alpha>-n$ and $\beta \in \mathbb{R}$, then we have

$$
\begin{equation*}
I_{\alpha, \beta}(u)=\int_{\mathbb{R}^{n}}|w|^{\alpha}\langle w\rangle^{\beta} \mu_{\rho, \delta}(w+u) d w \sim\langle u\rangle^{\alpha+\beta} \tag{3.1}
\end{equation*}
$$

Proof. Since we have

$$
\langle u\rangle^{\beta}\langle u+w\rangle^{-|\beta|} \leq\langle w\rangle^{\beta} \leq\langle u\rangle^{\beta}\langle u+w\rangle^{|\beta|},
$$

it suffices to show (3.1) with $\beta=0$, by taking $\mu_{\rho, \delta \pm|\beta|}$ instead of $\mu_{\rho, \delta}$. Taking into account the fact that $\alpha>-n$, this estimate is obvious when $|u| \leq 1$. If $|u| \geq 1$, then we have

$$
I_{\alpha, 0}(u) \geq 4^{-|\alpha|}\langle u\rangle^{\alpha} \int_{\{|u+w| \leq 1 / 2\}} \mu_{\rho, \delta}(u+w) d w \gtrsim\langle u\rangle^{\alpha},
$$

because $|u+w| \leq 1 / 2$ implies that $4^{-1}\langle u\rangle \leq|w| \leq 4\langle u\rangle$. Noticing that $2|w| \geq\langle w\rangle$ if $|w| \geq 1$, we have

$$
\begin{aligned}
I_{\alpha, 0}(u) & \leq\left(\max _{|w| \leq 1} \mu_{\rho, \delta}(u+w)\right) \int_{\{|w| \leq 1\}}|w|^{\alpha} d w+2^{|\alpha|} \int_{\{|w| \geq 1\}}\langle w\rangle^{\alpha} \mu_{\rho, \delta}(u+w) d w \\
& \lesssim\left(\langle u\rangle^{|\delta|} e^{-\rho|u|^{2} / 2}+\langle u\rangle^{\alpha} \int_{\mathbb{R}^{n}}\langle u+w\rangle^{\alpha} \mu_{\rho, \delta}(u+w) d w\right) \lesssim\langle u\rangle^{\alpha} .
\end{aligned}
$$

And this completes the proof of the lemma.

Recall from (2.1) that the non-isotropic norm contains two parts, denoted by $J_{1}$ and $J_{2}$ respectively. The estimation on each part will be given in the following subsections. We start with the estimation on $J_{2}$ because the analysis is easier.
$J_{2}$-estimate. Let us start with the following upper bound on $J_{2}$.
Lemma 3.2. Under the same assumptions as in Theorem 1.1, we have

$$
J_{2}:=\iiint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) g_{*}^{2}\left(\sqrt{\mu^{\prime}}-\sqrt{\mu}\right)^{2} d v d v_{*} d \sigma \lesssim\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
$$

Proof. Note that

$$
\begin{aligned}
& J_{2} \leq 2 \iiint b \Phi\left(\left|v-v_{*}\right|\right) g_{*}^{2}\left(\mu^{1 / 4}-\mu^{1 / 4}\right)^{2}\left(\mu^{\prime / 2}+\mu^{1 / 2}\right) d v d v_{*} d \sigma \\
& \lesssim \iiint b\left|v^{\prime}-v_{*}\right|^{\gamma} g_{*}^{2}\left(\mu^{\prime 1 / 4}-\mu^{1 / 4}\right)^{2} \mu^{\prime 1 / 2} d v d v_{*} d \sigma \\
& \quad+\iiint b\left|v-v_{*}\right|^{\gamma} g_{*}^{2}\left(\mu^{\prime 1 / 4}-\mu^{1 / 4}\right)^{2} \mu^{1 / 2} d v d v_{*} d \sigma \\
& =F_{1}+F_{2} .
\end{aligned}
$$

By the regular change of variables $v \rightarrow v^{\prime}$, we have

$$
\begin{aligned}
F_{1} & \lesssim \iint\left|v^{\prime}-v_{*}\right|^{\gamma}\left(\int b(\cos \theta) \min \left(\left|v^{\prime}-v_{*}\right|^{2} \theta^{2}, 1\right) d \sigma\right) g_{*}^{2} \mu^{\prime 1 / 2} d v^{\prime} d v_{*} \\
& \lesssim \int\left(\int\left|v^{\prime}-v_{*}\right|^{\gamma+2 s} \mu^{\prime} d v^{\prime}\right) g_{*}^{2} d v_{*} \lesssim\|g\|_{L_{s+\gamma / 2}^{2}}^{2},
\end{aligned}
$$

where we have used Lemma 3.1 in the case $n=3$ to get the last inequality. A direct estimation show thats the same bound holds true for $F_{2}$. And this completes the proof of the lemma.

Remark 3.3. Note that the above lemma holds even if $\Phi$ is replaced by $\tilde{\Phi}$ by using Lemma 3.1.

We now turn to the lower bound for $J_{2}$.
Lemma 3.4. Under the assumptions (1.2) and (1.3), with $\gamma>-3$, there exists a constant $C>0$ such that

$$
J_{2}:=\iiint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) g_{*}^{2}\left(\sqrt{\mu^{\prime}}-\sqrt{\mu}\right)^{2} d v d v_{*} d \sigma \geq C\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
$$

Proof. We will apply the argument used in 20. By shifting to the $\omega$-representation,

$$
v^{\prime}=v-\left(\left(v-v_{*}\right) \cdot \omega\right) \omega v_{*}^{\prime}=v+\left(\left(v-v_{*}\right) \cdot \omega\right) \omega, \omega \in \mathbb{S}^{2}
$$

in view of the change of variables $\left(v, v_{*}\right) \rightarrow\left(v_{*}, v\right)$, we get,

$$
J_{2}=4 \iiint b(\cos \theta) \sin (\theta / 2) \Phi\left(\left|v-v_{*}\right|\right) g^{2}\left(\sqrt{\mu_{*}^{\prime}}-\sqrt{\mu_{*}}\right)^{2} d v d v_{*} d \omega
$$

because $d \sigma=4 \sin (\theta / 2) d \omega$. Then, we use the Carleman representation. The idea of this representation is to replace the set of variables $\left(v, v_{*}, \omega\right)$ by the set $\left(v, v^{\prime}, v_{*}^{\prime}\right)$. Here, $v, v^{\prime} \in \mathbb{R}^{3}$ and $v_{*}^{\prime} \in E_{v v^{\prime}}$, where $E_{v v^{\prime}}$ is the hyperplane passing through $v$ and orthogonal to $v-v^{\prime}$. By using the formula

$$
d v_{*} d \omega=\frac{d v_{*}^{\prime} d v^{\prime}}{\left|v-v^{\prime}\right|^{2}}
$$

cf. page 347 of 20], and by taking the change of variables

$$
\left(v, v^{\prime}, v_{*}^{\prime}\right) \rightarrow(v, v+h, v+y),
$$

with $h \in \mathbb{R}^{3}$ and $y \in E_{h}$, where $E_{h}$ is the hyperplane orthogonal to $h$ passing through the origin in $\mathbb{R}^{3}$, we have

$$
\begin{aligned}
J_{2} \sim \int_{\mathbb{R}_{v}^{3}} & \int_{\mathbb{R}_{h}^{3}} \int_{y \in E_{h} \cap\{|y| \geq|h|\}} \frac{|y|^{1+2 s+\gamma}}{|h|^{1+2 s}} g(v)^{2} \\
& \quad \times(\sqrt{\mu(v+y)}-\sqrt{\mu(v+y+h)})^{2} d v \frac{d h d y}{|h|^{2}}
\end{aligned}
$$

because

$$
\begin{aligned}
& |h|=\left|v^{\prime}-v\right|=\left|v_{*}^{\prime}-v\right| \tan \frac{\theta}{2}=|y| \tan \frac{\theta}{2}, \quad \theta \in[0, \pi / 2] \\
& b(\cos \theta) \sin (\theta / 2) \Phi\left(\left|v-v_{*}\right|\right) \sim \frac{\left|v_{*}-v^{\prime}\right|^{1+2 s+\gamma}}{\left|v-v^{\prime}\right|^{1+2 s}} 1_{\left\{\left|v_{*}^{\prime}-v\right| \geq\left|v^{\prime}-v\right|\right\}}
\end{aligned}
$$

We decompose $v=v_{1}+v_{2}$, where $v_{2}$ is the orthogonal projection of $v$ on $E_{h}$. Since $\mu$ is invariant by rotation, we may assume $v=(0,0,|v|)$ without loss of generality. By introducing the polar coordinates

$$
h=(\rho \sin \vartheta \cos \phi, \rho \sin \vartheta \sin \phi, \rho \cos \vartheta), \vartheta \in[0, \pi], \phi \in[0,2 \pi], \rho>0
$$

we obtain $\left|v_{1}\right|=|v||\cos \vartheta|,\left|v_{1}+h\right|=||v| \cos \vartheta+\rho|$ and $\left|v_{2}\right|=|v| \sin \vartheta$. Note that if $0<\vartheta \leq \pi / 2$, then

$$
\begin{aligned}
(\sqrt{\mu(v+y)}-\sqrt{\mu(v+y+h)})^{2} & =\mu\left(v_{2}+y\right)\left(\sqrt{\mu\left(v_{1}\right)}-\sqrt{\mu\left(v_{1}+h\right)}\right)^{2} \\
& \geq \mu\left(v_{2}+y\right) \mu\left(v_{1}\right)\left(1-e^{-\rho^{2} / 4}\right)^{2} /(2 \pi)^{3 / 2}
\end{aligned}
$$

Therefore, we have for any $\delta>0$

$$
\begin{aligned}
& J_{2} \geq C \int_{\mathbb{R}_{v}^{3}} g(v)^{2}\left\{\int_{\mathbb{R}_{h}^{3}} \frac{\left(\sqrt{\mu\left(v_{1}\right)}-\sqrt{\mu\left(v_{1}+h\right)}\right)^{2}}{|h|^{3+2 s}}\right. \\
&\left.\times\left(\int_{y \in E_{h} \cap\{|y| \geq|h|\}}|y|^{1+2 s+\gamma} \mu\left(v_{2}+y\right) d y\right) d h\right\} d v \\
& \geq C \int_{\mathbb{R}_{v}^{3}} g(v)^{2}\left\{\int _ { \pi / 2 - 1 / \langle v \rangle } ^ { \pi / 2 } \mu ( v _ { 1 } ) \left(\int_{0}^{\delta} \frac{\left(1-e^{-\rho^{2} / 4}\right)^{2}}{\rho^{1+2 s}}\right.\right. \\
& \times\left(\int_{y \in E_{h}}|y|^{1+2 s+\gamma} \mu\left(v_{2}+y\right) d y\right. \\
&\left.\left.\left.-\int_{y \in E_{h} \cap\{|y| \leq \rho\}}|y|^{1+2 s+\gamma} \mu\left(v_{2}+y\right) d y\right) d \rho\right) \sin \vartheta d \vartheta\right\} d v
\end{aligned}
$$

Since we have

$$
\int_{y \in E_{h} \cap\{|y| \leq \rho\}}|y|^{1+2 s+\gamma} \mu\left(v_{2}+y\right) d y \leq \delta^{2 s} \int_{y \in E_{h}}|y|^{1+\gamma} \mu\left(v_{2}+y\right) d y, \quad \text { if } \rho \leq \delta,
$$

and it follows from Lemma 3.1 in the case $n=2$, that

$$
\int_{y \in E_{h}}|y|^{\beta} \mu\left(v_{2}+y\right) d y \sim\left\langle v_{2}\right\rangle^{\beta} \text { if } \beta>-2
$$

there exist two constants $C_{1}, C_{2}>0$ such that if $\rho \leq \delta$, we have

$$
\begin{aligned}
\int_{y \in E_{h}}|y|^{1+2 s+\gamma} \mu\left(v_{2}+y\right) d y & -\int_{y \in E_{h} \cap\{|y| \leq \rho\}}|y|^{1+2 s+\gamma} \mu\left(v_{2}+y\right) d y \\
& \geq C_{1}\left\langle v_{2}\right\rangle^{1+2 s+\gamma}-C_{2} \delta^{2 s}\left\langle v_{2}\right\rangle^{1+\gamma}
\end{aligned}
$$

Taking a sufficiently small $\delta>0$ gives

$$
\begin{aligned}
J_{2} \geq & C \int_{\mathbb{R}_{v}^{3}} g(v)^{2}\left\{\int_{\pi / 2-1 /\langle v\rangle}^{\pi / 2} \mu\left(v_{1}\right)\right. \\
& \left.\times\left(\int_{0}^{\delta} \frac{\left(1-e^{-\rho^{2} / 4}\right)^{2}}{\rho^{1+2 s}} d \rho\right)\left\langle v_{2}\right\rangle^{1+2 s+\gamma} \sin \vartheta d \vartheta\right\} d v \\
\geq & C_{\delta} \int_{\mathbb{R}_{v}^{3}}\langle v\rangle^{2 s+\gamma} g(v)^{2}\left\{\int_{\pi / 2-1 /\langle v\rangle}^{\pi / 2} e^{-|v|^{2} \cos ^{2} \vartheta}\langle v\rangle d \vartheta\right\} d v \\
\geq & C_{\delta}\|g\|_{s+\gamma / 2}^{2}
\end{aligned}
$$

The proof of the lemma is now completed.
Remark 3.5. In the above proof, the factor $|y|^{\gamma}$ can be replaced by $\langle y\rangle^{\gamma}$, so that Lemma 3.4 is valid even if $\Phi$ is replaced by $\tilde{\Phi}=\left\langle v-v_{*}\right\rangle^{\gamma}$. By the above lemma together with Lemma 3.8 and the Remark after it, we can conclude

$$
\begin{equation*}
J_{2}^{\Phi} \sim\|g\|_{L_{s+\gamma / 2}^{2}}^{2} \sim J_{2}^{\tilde{\Phi}} \tag{3.2}
\end{equation*}
$$

$J_{1}$-estimate. We now turn to the estimation of the first term of the non-isotropic norm, that is, $J_{1}$. We will firstly show that the singular behavior of the cross-section when $v=v^{*}$ can be smoothed out. This point is given by the following proposition.

Proposition 3.6. Under the same assumtion as in Theorem 1.1, we have

$$
\begin{equation*}
J_{1}^{\Phi}+\|g\|_{L_{s+\gamma / 2}^{2}}^{2} \sim J_{1}^{\widetilde{\Phi}}+\|g\|_{L_{s+\gamma / 2}^{2}}^{2} \tag{3.3}
\end{equation*}
$$

Remark 3.7. This proposition is nothing but Proposition 2.3 by Remark 3.5.
Proof. By using similar arguments as in the proof of Lemma 3.4, it follows from the Carleman representation that

$$
\begin{aligned}
J_{1}^{\Phi} & \sim \int_{\mathbb{R}_{v}^{3}} \int_{\mathbb{R}_{h}^{3}} \int_{y \in E_{h} \cap\{|y| \geq|h|\}} \frac{|y|^{1+2 s+\gamma}}{|h|^{1+2 s}} \mu(v)(g(v+y)-g(v+y+h))^{2} d v \frac{d h d y}{|h|^{2}} \\
& =\int_{\mathbb{R}_{v}^{3}} \int_{\mathbb{R}_{h}^{3}} \int_{y \in E_{h} \cap\{|y| \geq|h|\}} \frac{|y|^{1+2 s+\gamma}}{|h|^{1+2 s}} \mu(v+y)(g(v)-g(v+h))^{2} d v \frac{d h d y}{|h|^{2}},
\end{aligned}
$$

where the last equality is a direct consequence of the change of variables $(v+y, y) \rightarrow$ $(v,-y)$.

Similarly, we have

$$
J_{1}^{\widetilde{\Phi}} \sim \int_{\mathbb{R}_{v}^{3}} \int_{\mathbb{R}_{h}^{3}} \int_{y \in E_{h} \cap\{|y| \geq|h|\}} \frac{|y|^{1+2 s}\langle y\rangle^{\gamma}}{|h|^{1+2 s}} \mu(v+y)(g(v+h)-g(v))^{2} d v \frac{d h d y}{|h|^{2}} .
$$

We claim that

$$
\begin{align*}
& \int_{\mathbb{R}_{v}^{3}} \int_{\mathbb{R}_{h}^{3}} \int_{y \in E_{h} \cap\{|y| \leq|h|\}} \frac{|y|^{1+2 s+\gamma}}{|h|^{1+2 s}} \mu(v+y)(g(v+h)-g(v))^{2} d v \frac{d h d y}{|h|^{2}}  \tag{3.4}\\
& \quad \lesssim\|g\|_{L_{s+\gamma / 2}^{2}}^{2},
\end{align*}
$$

$$
\begin{align*}
& \int_{\mathbb{R}_{v}^{3}} \int_{\mathbb{R}_{h}^{3}} \int_{y \in E_{h} \cap\{|y| \leq|h|\}} \frac{|y|^{1+2 s}\langle y\rangle^{\gamma}}{|h|^{1+2 s}} \mu(v+y)(g(v+h)-g(v))^{2} d v \frac{d h d y}{|h|^{2}}  \tag{3.5}\\
& \quad \lesssim\|g\|_{L_{s+\gamma / 2}^{2}}^{2} .
\end{align*}
$$

Note carefully that the integration in these estimates is performed for "large" values of $h$.

Once we admit those estimates, to conclude the proof of the lemma, it suffices to show that

$$
G(v, h)=\int_{y \in E_{h}}|y|^{1+2 s+\gamma} \mu(v+y) d y \sim \int_{y \in E_{h}}|y|^{1+2 s}\langle y\rangle^{\gamma} \mu(v+y) d y=\tilde{G}(v, h)
$$

We decompose $v=v_{1}+v_{2}$, where $v_{2}$ is the orthogonal projection of $v$ on $E_{h}$. Then we have $\mu(v+y)=\mu\left(v_{1}\right) \mu\left(v_{2}+y\right)$, whence it follows from Lemma 3.1 together with $1+2 s+\gamma>-2$ that

$$
G(v, h) \sim \mu\left(v_{1}\right)\left\langle v_{2}\right\rangle^{1+2 s+\gamma} \sim \tilde{G}(v, h) .
$$

It remains to show (3.4) and (3.5). We write

$$
\begin{aligned}
& \int_{\mathbb{R}_{v}^{3}} \int_{\mathbb{R}_{h}^{3}} \int_{y \in E_{h} \cap\{|y| \leq|h|\}} \frac{|y|^{1+2 s+\gamma}}{|h|^{1+2 s}} \mu(v+y)(g(v+h)-g(v))^{2} d v \frac{d h d y}{|h|^{2}} \\
& =\int_{\mathbb{R}_{v}^{3}} \int_{\{|h| \leq 1\}} \int_{y \in E_{h} \cap\{|y| \leq|h|\}}+\int_{\mathbb{R}_{v}^{3}} \int_{\{|h| \geq 1\}} \int_{y \in E_{h} \cap\{|y| \leq|h|\}}=A_{1}+A_{2} .
\end{aligned}
$$

Take a small $\delta>0$ such that $\gamma-\delta>-3$. Then, in view of $1+\gamma-\delta>-2$, we have

$$
\begin{aligned}
A_{1} & \leq \int_{\mathbb{R}_{v}^{3}} \int_{\{|h| \leq 1\}} \int_{y \in E_{h}} \frac{|y|^{1+\gamma-\delta}}{|h|^{1-\delta}} \mu(v+y)(g(v+h)-g(v))^{2} d v \frac{d h d y}{|h|^{2}} \\
& =\int_{\mathbb{R}_{v}^{3}} \mu\left(v_{1}\right) \int_{\{|h| \leq 1\}}\left(\int_{y \in E_{h}}|y|^{1+\gamma-\delta} \mu\left(v_{2}+y\right) d y\right)(g(v+h)-g(v))^{2} \frac{d h}{|h|^{3-\delta}} d v \\
& \lesssim \int_{\mathbb{R}_{v}^{3}} \mu\left(v_{1}\right)\left\langle v_{2}\right\rangle^{1+\gamma-\delta} \int_{\{|h| \leq 1\}}(g(v+h)-g(v))^{2} \frac{d h}{|h|^{3-\delta}} d v \\
& \lesssim \int_{\mathbb{R}_{v}^{3}} \int_{\{|h| \leq 1\}}\left(\mu\left(v_{1}-h\right)+\mu\left(v_{1}\right)\right)\left\langle v_{2}\right\rangle^{1+\gamma-\delta}|g(v)|^{2} \frac{d h}{|h|^{3-\delta}} d v,
\end{aligned}
$$

where we have used the change of variables $v+h \rightarrow v$ for the factor $g(v+h)$. As in the proof of Lemma 3.4, by assuming $v=(0,0,|v|)$, we introduce the polar coordinates

$$
h=(\rho \sin \vartheta \cos \phi, \rho \sin \vartheta \sin \phi, \rho \cos \vartheta), \vartheta \in[0, \pi], \phi \in[0,2 \pi], \rho>0
$$

Since $\left|v_{1}\right|=|v||\cos \vartheta|,\left|v_{1}-h\right|=||v| \cos \vartheta-\rho|$ and $\left|v_{2}\right|=|v| \sin \vartheta$, by using the change of varible $|v| \cos \vartheta=r$, we obtain

$$
\begin{aligned}
A_{1} & \lesssim \int_{\mathbb{R}_{v}^{3}}|g(v)|^{2} \int_{0}^{1} \frac{1}{\rho^{1-\delta}} \\
& \times\left(\int_{-|v|}^{|v|} \frac{\left(1+|v|^{2}-r^{2}\right)^{(1+\gamma-\delta) / 2}}{|v|}\left(e^{-|r-\rho|^{2} / 2}+e^{-r^{2} / 2}\right) d r\right) d \rho d v
\end{aligned}
$$

Similarly, if $1+2 s-\delta>1$, then we have

$$
\begin{aligned}
A_{2} & \leq \int_{\mathbb{R}_{v}^{3}} \int_{\{|h| \geq 1\}} \int_{y \in E_{h}} \frac{|y|^{1+\gamma+2 s-\delta}}{|h|^{1+2 s-\delta}} \mu(v+y)(g(v+h)-g(v))^{2} d v \frac{d h d y}{|h|^{2}} \\
& \lesssim \int_{\mathbb{R}_{v}^{3}}|g(v)|^{2} \int_{1}^{\infty} \frac{1}{\rho^{1+2 s-\delta}} \\
& \times\left(\int_{-|v|}^{|v|} \frac{\left(1+|v|^{2}-r^{2}\right)^{(1+\gamma+2 s-\delta) / 2}}{|v|}\left(e^{-|r-\rho|^{2} / 2}+e^{-r^{2} / 2}\right) d r\right) d \rho d v
\end{aligned}
$$

If $1+\gamma+2 s-\delta \geq 0$, then

$$
\begin{aligned}
K(v, \rho) & =\int_{-|v|}^{|v|} \frac{\left(1+|v|^{2}-r^{2}\right)^{(1+\gamma+2 s-\delta) / 2}}{|v|}\left(e^{-|r-\rho|^{2} / 2}+e^{-r^{2} / 2}\right) d r \\
& \leq\langle v\rangle^{(\gamma+2 s-\delta) / 2} \int_{-|v|}^{|v|}\left(e^{-|r-\rho|^{2} / 2}+e^{-r^{2} / 2}\right) d r \lesssim\langle v\rangle^{\gamma+2 s}
\end{aligned}
$$

which shows

$$
\begin{equation*}
A_{2} \lesssim \int_{\mathbb{R}_{v}^{3}}|g(v)|^{2} \int_{1}^{\infty} \frac{K(v, \rho)}{\rho^{1+2 s-\delta}} d \rho d v \lesssim \int\langle v\rangle^{\gamma+2 s}|g(v)|^{2} d v \tag{3.6}
\end{equation*}
$$

On the other hand, if $1+\gamma+2 s-\delta<0$ and $|v| \geq 3$, then

$$
\begin{aligned}
K(v, \rho) & \lesssim \int_{0}^{|v|} \frac{\left(|v|^{2}-r^{2}\right)^{(1+\gamma+2 s-\delta) / 2}}{|v|}\left(e^{-|r-\rho|^{2} / 2}+3 e^{-r^{2} / 2}\right) d r \\
& \lesssim|v|^{(-1+\gamma+2 s-\delta) / 2} \int_{0}^{|v|}(|v|-r)^{(1+\gamma+2 s-\delta) / 2}\left(e^{-|r-\rho|^{2} / 2}+3 e^{-r^{2} / 2}\right) d r \\
& \lesssim\langle v\rangle^{\gamma+2 s}+|v|^{(-1+\gamma+2 s-\delta) / 2} \int_{|v| / 2}^{|v|}(|v|-r)^{(1+\gamma+2 s-\delta) / 2} 3 e^{-|r-\rho|^{2} / 2} d r
\end{aligned}
$$

because

$$
\begin{aligned}
\int_{0}^{|v|}(|v|-r)^{(1+\gamma+2 s-\delta) / 2} e^{-|r|^{2} / 2} d r & \lesssim|v|^{(1+\gamma+2 s-\delta) / 2} \int_{0}^{|v| / 2} e^{-|r|^{2} / 2} d r \\
& +e^{-|v|^{2} / 8} \int_{|v| / 2}^{|v|}(|v|-r)^{(1+\gamma+2 s-\delta) / 2} d r
\end{aligned}
$$

where we have used that $(1+\gamma+2 s-\delta) / 2>-1$ for small $\delta>0$ that follows from the assumption $\gamma>-3$. We now consider

$$
\begin{aligned}
& \int_{1}^{\infty} \frac{d \rho}{\rho^{1+2 s-\delta}} \int_{|v| / 2}^{|v|}(|v|-r)^{(1+\gamma+2 s-\delta) / 2} e^{-|r-\rho|^{2} / 2} d r \\
& \leq \int_{|v| / 2}^{|v|}(|v|-r)^{(1+\gamma+2 s-\delta) / 2}\left(\int_{\{|r-\rho| \leq \sqrt{2 \log |v|\}}}(|v| / 3)^{-(1+2 s-\delta)} d \rho\right) d r \\
& +\int_{|v| / 2}^{|v|}(|v|-r)^{(1+\gamma+2 s-\delta) / 2}\left(\int_{\{|r-\rho| \geq \sqrt{2 \log |v|}} \frac{|v|^{-1} d \rho}{\rho^{1+2 s-\delta}}\right) d r \\
& \lesssim\left(|v|^{(1+\gamma+2 s-\delta) / 2} \sqrt{2 \log |v|}+|v|^{(1+\gamma+2 s-\delta) / 2}\right) \lesssim\langle v\rangle^{(1+\gamma+2 s) / 2}
\end{aligned}
$$

Therefore, in the case when $1+\gamma+2 s-\delta<0$, we also have (3.6). Similarly, we have

$$
A_{1} \lesssim \int_{\mathbb{R}_{v}^{3}}|g(v)|^{2} \int_{0}^{1} \frac{K(v, \rho)}{\rho^{1-\delta}} d \rho d v \lesssim \int\langle v\rangle^{\gamma+2 s}|g(v)|^{2} d v
$$

which shows (3.4). The proof of (3.5) is similar, and thus the proof of the proposition is completed.

Lemma 3.8. There exist constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
J_{1} \geq C_{1}\left\|\langle v\rangle^{\gamma / 2} g\right\|_{H^{s}}^{2}-C_{2}\|g\|_{L_{s+\gamma / 2}^{2}}^{2} \tag{3.7}
\end{equation*}
$$

The same conclusion holds even if $\mu$ replaced by $\mu^{\rho}$ for any fixed $\rho>0$.
Proof. It follows from Proposition 3.6 that

$$
C\left(J_{1}^{\Phi}+\|g\|_{L_{s+\gamma / 2}^{2}}^{2}\right) \geq 2 J_{1}^{\widetilde{\Phi}}
$$

$$
\begin{align*}
& \geq \iiint b(\cos \theta) \frac{\mu_{*}}{\left\langle v_{*}\right\rangle^{|\gamma|}}\left(\left\langle v^{\prime}\right\rangle^{\gamma / 2} g^{\prime}-\langle v\rangle^{\gamma / 2} g\right)^{2} d \sigma d v d v_{*}  \tag{3.8}\\
& \quad-2 \iiint b(\cos \theta) \frac{\mu_{*}}{\left\langle v_{*}\right\rangle^{|\gamma|}}\left(\langle v\rangle^{\gamma / 2}-\left\langle v^{\prime}\right\rangle^{\gamma / 2}\right)^{2}|g|^{2} d \sigma d v d v_{*} \\
& =A_{1}+A_{2}
\end{align*}
$$

because $\widetilde{\Phi}\left(\left|v-v_{*}\right|\right) \sim\left\langle v^{\prime}-v_{*}\right\rangle^{\gamma} \geq \frac{\left\langle v^{\prime}\right\rangle^{\gamma}}{\left\langle v_{*}\right\rangle^{|\gamma|}}$ and $2(a+b)^{2} \geq a^{2}-2 b^{2}$. Setting $\tilde{q}=\langle v\rangle^{\gamma / 2} g$ and noting $C_{\gamma} \mu(v)\langle v\rangle^{-|\gamma|} \geq \mu(2 v)$ for a $C_{\gamma}>0$, as in Proposition 1 of [3], we have

$$
\begin{aligned}
C_{\gamma} A_{1} \geq & \int_{\mathbb{R}^{6}} \int_{\mathbb{S}^{2}} b\left(\frac{v-v_{*}}{\left|v-v_{*}\right|} \cdot \sigma\right) \mu\left(2 v_{*}\right)\left(\tilde{g}(v)-\tilde{g}\left(v^{\prime}\right)\right)^{2} d \sigma d v_{*} d v \\
= & (4 \pi)^{-3} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}^{2}} b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left\{\hat{\mu}(0)|\hat{\tilde{g}}(\xi)|^{2}+\hat{\mu}(0)\left|\hat{\tilde{g}}\left(\xi^{+}\right)\right|^{2}\right. \\
& \left.\quad-2 R e \hat{\mu}\left(\xi^{-} / 2\right) \hat{\tilde{g}}\left(\xi^{+}\right) \overline{\tilde{g}}(\xi)\right\} d \sigma d \xi \\
\geq & \frac{1}{2(4 \pi)^{3}} \int_{\mathbb{R}^{3}}|\hat{\tilde{g}}(\xi)|^{2}\left\{\int_{\mathbb{S}^{2}} b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left(\hat{\mu}(0)-\left|\hat{\mu}\left(\xi^{-} / 2\right)\right|\right) d \sigma\right\} d \xi
\end{aligned}
$$

Since we have $\hat{\mu}(0)-\left|\hat{\mu}\left(\xi^{-} / 2\right)\right|=c\left(1-e^{-\left|\xi^{-}\right|^{2} / 8}\right) \geq c^{\prime}\left|\xi^{-}\right|^{2}$ if $\left|\xi^{-}\right| \leq 1$, in view of $\left|\xi^{-}\right|^{2}=|\xi|^{2} \sin ^{2} \theta / 2 \geq|\xi|^{2}(\theta / \pi)^{2}$, we obtain for $|\xi| \geq 1$

$$
\begin{aligned}
\int_{\mathbb{S}^{2}} b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left(\hat{\mu}(0)-\left|\hat{\mu}\left(\xi^{-}\right)\right|\right) d \sigma & \geq \int_{|\xi|(\theta / \pi) \leq 1} \sin \theta b(\cos \theta)|\xi|^{2}(\theta / \pi)^{2} d \theta \\
& \geq c^{\prime \prime} K|\xi|^{2} \int_{0}^{1 /|\xi|} \theta^{-1-2 s} \theta^{2} d \theta \\
& =c^{\prime \prime} K|\xi|^{2}|\xi|^{2 s-2} /(2-2 s)
\end{aligned}
$$

Therefore, we have

$$
\begin{align*}
A_{1} & \geq C_{1} \int_{|\xi| \geq 1}|\xi|^{2 s}|\hat{\tilde{g}}(\xi)|^{2} d \xi \geq C_{1} 2^{-2 s} \int_{|\xi| \geq 1}\left(1+|\xi|^{2}\right)^{s}|\hat{\tilde{g}}(\xi)|^{2} d \xi  \tag{3.9}\\
& \geq C_{1} 2^{-2 s}\left\|\langle v\rangle^{\gamma / 2} g\right\|_{H^{s}\left(\mathbb{R}_{v}^{3}\right)}^{2}-C_{1}\left\|\langle v\rangle^{\gamma / 2} g\right\|_{L^{2}\left(\mathbb{R}_{v}^{3}\right)}^{2}
\end{align*}
$$

As for $A_{2}$, we note that if $v_{\tau}=v^{\prime}+\tau\left(v-v^{\prime}\right)$ for $\tau \in[0,1]$, then

$$
\langle v\rangle \leq\left\langle v-v_{*}\right\rangle+\left\langle v_{*}\right\rangle \leq \sqrt{2}\left\langle v_{\tau}-v_{*}\right\rangle+\left\langle v_{*}\right\rangle \leq(1+\sqrt{2})\left\langle v_{\tau}\right\rangle\left\langle v_{*}\right\rangle,
$$

and $\left\langle v_{\tau}\right\rangle \leq(1+\sqrt{2})\langle v\rangle\left\langle v_{*}\right\rangle$, which show $\left\langle v_{\tau}\right\rangle^{\beta} \leq C_{\beta}\langle v\rangle^{\beta}\left\langle v_{*}\right\rangle^{|\beta|}$ for any $\beta \in \mathbb{R}$. It follows that

$$
\begin{aligned}
\left|\langle v\rangle^{\gamma / 2}-\left\langle v^{\prime}\right\rangle^{\gamma / 2}\right| & \leq C_{\gamma} \int_{0}^{1}\left\langle v^{\prime}+\tau\left(v-v^{\prime}\right)\right\rangle^{(\gamma / 2-1)} d \tau\left|v-v_{*}\right| \theta \\
& \leq C_{\gamma}^{\prime}\left(\langle v\rangle^{(\gamma / 2-1)}\left\langle v_{*}\right\rangle^{|\gamma / 2-1|}\right)\left\langle v-v_{*}\right\rangle \theta
\end{aligned}
$$

and thus we have

$$
\begin{aligned}
A_{2} \leq & C \iint \frac{\mu_{*}}{\left\langle v_{*}\right\rangle^{|\gamma|}}|g|^{2}\left\{\left(\langle v\rangle^{(\gamma-2)}\left\langle v_{*}\right\rangle^{|\gamma-2|}\right)^{2}\left(\int_{0}^{\left\langle v-v_{*}\right\rangle^{-1}} \theta^{-1-2 s}\left(\left\langle v-v_{*}\right\rangle \theta\right)^{2} d \theta\right)\right. \\
& \left.+\int_{\left\langle v-v_{*}\right\rangle^{-1}}^{\pi / 2}\left(\langle v\rangle^{\gamma}+\langle v\rangle^{\gamma}\left\langle v_{*}\right\rangle^{|\gamma|}\right) \theta^{-1-2 s} d \theta\right\} d v d v_{*} \\
\leq & C \iint\left(\langle v\rangle^{2 s+\gamma}\left\langle v_{*}\right\rangle^{2 s+\max (|\gamma-2|-|\gamma|, 0)}\right) \mu_{*}|g|^{2} d v d v_{*} \leq C\|g\|_{L_{s+\gamma / 2}^{2}}^{2},
\end{aligned}
$$

which together with (3.9) yields the desired estimate (3.7). The last estimate of the lemma is obvious by replacing $\mu$ by $\mu^{\rho}$ in each step of the above arguments, so that the proof of the lemma is completed.

Lemma 3.4 together with Lemma 3.8 imply that we have the following lower bound on the non-isotropic norm,

$$
\begin{equation*}
\|g\| \|^{2} \gtrsim\left(\|g\|_{H_{\gamma / 2}^{s}}^{2}+\|g\|_{L_{s+\gamma / 2}^{2}}^{2}\right) \tag{3.10}
\end{equation*}
$$

Therefore, to complete the proof of Proposition 2.2, it remains to show
Lemma 3.9. Let $\gamma>-3$. Then we have

$$
J_{1} \lesssim\|g\|_{H_{s+\gamma / 2}^{s}}^{2}+\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
$$

The same conclusion holds even if $\mu$ in $J_{1}$ is replaced by $\mu^{\rho}$ for any fixed $\rho>0$.

Proof. As for Lemma 3.8, it follows from Proposition 3.6 that, for suitable constants $C_{1}, C_{2}>0$, we have

$$
C_{1} J_{1}^{\Phi}-C_{2}\|g\|_{L_{s+\gamma / 2}^{2}}^{2} \leq J_{1}^{\widetilde{\Phi}}
$$

$$
\begin{align*}
\leq & 2 \iiint b(\cos \theta) \mu_{*}\left\langle v_{*}\right\rangle^{|\gamma|}\left(\left\langle v^{\prime}\right\rangle^{\gamma / 2} g^{\prime}-\langle v\rangle^{\gamma / 2} g\right)^{2} d \sigma d v d v_{*}  \tag{3.11}\\
& +2 \iiint b(\cos \theta) \mu_{*}\left\langle v_{*}\right\rangle^{|\gamma|}\left(\langle v\rangle^{\gamma / 2}-\left\langle v^{\prime}\right\rangle^{\gamma / 2}\right)^{2}|g|^{2} d \sigma d v d v_{*} \\
= & B_{1}+B_{2}
\end{align*}
$$

because $\widetilde{\Phi}\left(\left|v-v_{*}\right|\right) \sim\left\langle v^{\prime}-v_{*}\right\rangle^{\gamma} \leq\left\langle v^{\prime}\right\rangle^{\gamma}\left\langle v_{*}\right\rangle^{|\gamma|}$ and $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$.
By the same argument for $A_{2}$ in the proof of Lemma 3.8, we get $B_{2} \lesssim\|g\|_{L_{s+\gamma / 2}^{2}}$.
To estimate $B_{1}$, we apply Theorem 2.1 of (5] about the upper bound on the collision operator in the Maxwellian molecule case. It follows from (2.1.9) of [5] with $(m, \alpha)=(-s,-s)$ that

$$
\left|\left(Q^{\Phi_{0}}(F, G), G\right)\right| \lesssim\|F\|_{L_{s+2 s}^{1}}\|G\|_{H_{s}^{s}}^{2} .
$$

Since $2 a(b-a)=-(b-a)^{2}+\left(a^{2}-b^{2}\right)$, we get

$$
\begin{aligned}
\left(Q^{\Phi_{0}}(F, G), G\right) & =\iiint b F_{*} G\left(G^{\prime}-G\right) \\
& =-\frac{1}{2} \iiint b F_{*}\left(G^{\prime}-G\right)^{2}+\frac{1}{2} \iint F_{*}\left(G^{2}-G^{2}\right)
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\left|\iiint b F_{*}\left(G^{\prime}-G\right)^{2}\right| & \leq 2\left|\left(Q^{\Phi_{0}}(F, G), G\right)\right|+\left|\iint F_{*}\left(G^{\prime 2}-G^{2}\right)\right| \\
& \lesssim\|F\|_{L_{3 s}^{1}}\|G\|_{H_{s}^{s}}^{2}+\|F\|_{L^{1}}\|G\|_{L^{2}}^{2},
\end{aligned}
$$

where we have used the cancellation lemma from [3] for the second term. Choosing $F=\mu\langle v\rangle^{|\gamma|}$ and $G=\langle v\rangle^{\gamma / 2} g$, it follows that $B_{1} \lesssim\|g\|_{H_{s+\gamma / 2}^{s}}^{2}$, completing the proof of the lemma.

## 4. Equivalence to the linearized operator

We will now show that the Dirichlet form of the linearized collision operator is equivalent to the square of the non-isotropic norm, and therefore, the proof of Proposition 2.1 will be given. Let us note that for the bilinear operator $\Gamma(\cdot, \cdot)$, for suitable functions $f, g$, one has

$$
\begin{aligned}
(\Gamma(f, g), h)_{L^{2}} & =\iiint b(\cos \theta) \Phi\left(\left|v-v^{*}\right|\right) \sqrt{\mu_{*}}\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right) h \\
& =\iiint b(\cos \theta) \Phi\left(\left|v-v^{*}\right|\right) \sqrt{\mu_{*}^{\prime}}\left(f_{*} g-f_{*}^{\prime} g^{\prime}\right) h^{\prime}
\end{aligned}
$$

and by adding these two lines, it follows that

$$
\begin{equation*}
(\Gamma(f, g), h)_{L^{2}}=\frac{1}{2} \iiint b(\cos \theta) \Phi\left(\left|v-v^{*}\right|\right)\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right)\left(\sqrt{\mu_{*}} h-\sqrt{\mu_{*}^{\prime}} h^{\prime}\right) \tag{4.1}
\end{equation*}
$$

The following lemma shows that $\mathcal{L}_{1}$ dominates $\mathcal{L}$.

Lemma 4.1. Under the conditions (1.2),(1.3) on the cross-section with $0<s<1$ and $\gamma \in \mathbb{R}$, we have

$$
\begin{equation*}
\left(\mathcal{L}_{1} g, g\right)_{L^{2}} \geq \frac{1}{2}(\mathcal{L} g, g)_{L^{2}} \tag{4.2}
\end{equation*}
$$

Proof. By standard changes of variables, the following computations hold true

$$
\begin{aligned}
& \left(\mathcal{L}_{1} g, g\right)_{L^{2}}=-(\Gamma(\sqrt{\mu}, g), g)_{L^{2}} \\
& =\frac{1}{2} \iiint B\left(\left|v-v^{*}\right|, \cos \theta\right)\left(\left(\mu_{*}^{\prime}\right)^{1 / 2} g^{\prime}-\left(\mu_{*}\right)^{1 / 2} g\right)^{2} d v_{*} d \sigma d v \\
& =\frac{1}{2} \iiint B\left(\left|v-v^{*}\right|, \cos \theta\right)\left(\left(\mu^{\prime}\right)^{1 / 2} g_{*}^{\prime}-(\mu)^{1 / 2} g_{*}\right)^{2} d v_{*} d \sigma d v \\
& =\frac{1}{4} \iiint B\left(\left|v-v^{*}\right|, \cos \theta\right) \\
& \quad \times\left\{\left(\left(\mu_{*}^{\prime}\right)^{1 / 2} g^{\prime}-\left(\mu_{*}\right)^{1 / 2} g\right)^{2}+\left(\left(\mu^{\prime}\right)^{1 / 2} g_{*}^{\prime}-(\mu)^{1 / 2} g_{*}\right)^{2}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& (\mathcal{L} g, g)_{L^{2}}=-(\Gamma(\sqrt{\mu}, g)+\Gamma(g, \sqrt{\mu}), g)_{L^{2}\left(\mathbb{R}_{v}^{3}\right)} \\
& =\iiint B\left(\left(\mu_{*}\right)^{1 / 2} g-\left(\mu_{*}^{\prime}\right)^{1 / 2} g^{\prime}+g_{*}(\mu)^{1 / 2}-g_{*}^{\prime}\left(\mu^{\prime}\right)^{1 / 2}\right)\left(\mu_{*}\right)^{1 / 2} g \\
& =\iiint B\left(\left(\mu_{*}^{\prime}\right)^{1 / 2} g^{\prime}-\left(\mu_{*}\right)^{1 / 2} g+g_{*}^{\prime}\left(\mu^{\prime}\right)^{1 / 2}-g_{*}(\mu)^{1 / 2}\right)\left(\mu_{*}^{\prime}\right)^{1 / 2} g^{\prime} \\
& =\iiint B\left((\mu)^{1 / 2} g_{*}-\left(\mu^{\prime}\right)^{1 / 2} g_{*}^{\prime}+g\left(\mu_{*}\right)^{1 / 2}-g^{\prime}\left(\mu_{*}^{\prime}\right)^{1 / 2}\right)(\mu)^{1 / 2} g_{*} \\
& =\iiint B\left(\left(\mu^{\prime}\right)^{1 / 2} g_{*}^{\prime}-(\mu)^{1 / 2} g_{*}+g^{\prime}\left(\mu_{*}^{\prime}\right)^{1 / 2}-g\left(\mu_{*}\right)^{1 / 2}\right)\left(\mu^{\prime}\right)^{1 / 2} g_{*}^{\prime} \\
& =\frac{1}{4} \iiint B\left\{\left(\left(\mu_{*}\right)^{1 / 2} g-\left(\mu_{*}^{\prime}\right)^{1 / 2} g^{\prime}\right)+\left((\mu)^{1 / 2} g_{*}-\left(\mu^{\prime}\right)^{1 / 2} g_{*}^{\prime}\right)\right\}^{2}
\end{aligned}
$$

Therefore, (4.2) follows from $(\alpha+\beta)^{2} \leq 2\left(\alpha^{2}+\beta^{2}\right)$ and the proof is completed.

Now for the term $\mathcal{L}_{2}$, we have
Lemma 4.2. One has

$$
\left|\left(\mathcal{L}_{2} g, h\right)_{L^{2}}\right| \lesssim\left\|\mu^{1 / 10^{3}} g\right\|_{L^{2}}\left\|\mu^{1 / 10^{3}} h\right\|_{L^{2}} .
$$

Proof. It follows from (4.1) that

$$
\begin{aligned}
\left(\mathcal{L}_{2}(g), h\right)_{L^{2}} & =-\frac{1}{2} \iiint B\left(g_{*}^{\prime} \sqrt{\mu^{\prime}}-g_{*} \sqrt{\mu}\right)\left(\sqrt{\mu_{*}} h-\sqrt{\mu_{*}^{\prime}} h^{\prime}\right) \\
& =\left(g, \mathcal{L}_{2}(h)\right)_{L^{2}}
\end{aligned}
$$

that is, $\mathcal{L}_{2}$ is symmetric. Hence it suffices to show the lemma in the case when $g=h$. Putting $G=\sqrt{\mu} g$, we have

$$
\begin{aligned}
-\mathcal{L}_{2} g= & \mu^{-1 / 2} Q(G, \mu) \\
= & \mu^{-1 / 2} \iint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) G_{*}^{\prime}\left(\mu^{\prime}-\mu\right) d v_{*} d \sigma \\
& \quad+\sqrt{\mu} \iint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right)\left(G_{*}^{\prime}-G_{*}\right) d v_{*} d \sigma \\
& =I_{1}(v)+I_{2}(v) .
\end{aligned}
$$

Thanks to the cancellation lemma, we have $I_{2}(v)=\sqrt{\mu(v)}(S * G)(v)$ with $S(v) \sim$ $|v|^{\gamma}$, whence we have

$$
\begin{align*}
\left|\left(I_{2}, g\right)_{L^{2}}\right| & \lesssim \int_{v} \int_{v_{*}}\left|v-v_{*}\right|^{\gamma} \sqrt{\mu} \sqrt{\mu}|g|\left|g_{*}\right| d v d v_{*}  \tag{4.3}\\
& \lesssim \int_{v} \int_{v_{*}}\left|v-v_{*}\right|^{\gamma}\left\{\left(\mu_{*}^{1 / 4} \mu^{1 / 4} g\right)^{2}+\left(\mu^{1 / 4} \mu_{*}^{1 / 4} g_{*}\right)^{2}\right\} d v d v_{*} \\
& \lesssim\left\|\langle v\rangle^{\gamma} \mu^{1 / 4} g\right\|_{L^{2}}^{2} \lesssim\left\|\mu^{1 / 8} g\right\|_{L^{2}}^{2},
\end{align*}
$$

by means of Lemma 3.1.
Writing

$$
\mu^{\prime}-\mu=\sqrt{\mu^{\prime}}\left(\sqrt{\mu^{\prime}}-\sqrt{\mu}\right)+\sqrt{\mu}\left(\sqrt{\mu^{\prime}}-\sqrt{\mu}\right)
$$

and using $\sqrt{\mu^{\prime} \mu_{*}^{\prime}}=\sqrt{\mu \mu_{*}}$, we have

$$
I_{1}(v)=\iint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) g_{*}^{\prime}\left(\sqrt{\mu_{*}}+\sqrt{\mu_{*}^{\prime}}\right)\left(\sqrt{\mu^{\prime}}-\sqrt{\mu}\right) d v_{*} d \sigma
$$

Hence

$$
\begin{aligned}
\left(I_{1}, g\right)_{L^{2}}= & \iiint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) g_{*}^{\prime}\left(\sqrt{\mu_{*}}-\sqrt{\mu_{*}^{\prime}}\right)\left(\sqrt{\mu^{\prime}}-\sqrt{\mu}\right) g d v d v_{*} d \sigma \\
& +2 \iiint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) G_{*}\left(\sqrt{\mu}-\sqrt{\mu^{\prime}}\right) g^{\prime} d v d v_{*} d \sigma \\
= & A_{1}+A_{2}
\end{aligned}
$$

where we have used the change of variables $\left(v, v_{*}\right) \rightarrow\left(v^{\prime}, v_{*}^{\prime}\right)$ for the second term. We can write

$$
\begin{gathered}
A_{1}=\iiint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right)\left(\mu_{*}^{1 / 4}-\mu_{*}^{\prime 1 / 4}\right)\left(\mu^{1 / 4}-\mu^{1 / 4}\right) g_{*}^{\prime} g \\
\times\left(\mu_{*}^{1 / 4}+\mu_{*}^{\prime 1 / 4}\right)\left(\mu^{1 / 4}+\mu^{1 / 4}\right) d \sigma d v d v_{*}
\end{gathered}
$$

Since we have

$$
\begin{aligned}
\left|v_{*}^{\prime}\right|^{2} & \leq\left(\left|v_{*}^{\prime}-v^{\prime}\right|+\left|v^{\prime}\right|\right)^{2} \leq\left(\sqrt{2}\left|v_{*}-v^{\prime}\right|+\left|v^{\prime}\right|\right)^{2} \\
& \leq\left(\sqrt{2}\left|v_{*}\right|+(\sqrt{2}+1)\left|v^{\prime}\right|\right)^{2} \leq 4\left|v_{*}\right|^{2}+2(\sqrt{2}+1)^{2}\left|v^{\prime}\right|^{2}
\end{aligned}
$$

and in the same way, $|v|^{2} \leq 4\left|v^{\prime}\right|^{2}+2(\sqrt{2}+1)^{2}\left|v_{*}\right|^{2}$, we get, by adding the two corresponding inequalities, that $\mu_{*} \mu^{\prime} \leq\left(\mu_{*}^{\prime} \mu\right)^{1 /(10+4 \sqrt{2})}$. Moreover, we have $\mu_{*}^{\prime} \mu^{\prime}=$ $\mu_{*} \mu \leq\left(\mu_{*}^{\prime} \mu\right)^{1 / 5}$ because $\left|v_{*}^{\prime}\right|^{2} \leq\left(\left|v_{*}^{\prime}-v\right|+|v|\right)^{2} \leq\left(\left|v_{*}-v\right|+|v|\right)^{2} \leq 2\left|v_{*}\right|^{2}+8|v|^{2}$. Noticing that

$$
\left|\left(\mu_{*}^{1 / 4}-\mu_{*}^{\prime 1 / 4}\right)\left(\mu^{\prime 1 / 4}-\mu^{1 / 4}\right)\right| \lesssim\left|v-v_{*}^{\prime}\right|^{2} \theta^{2}
$$

we get

$$
\begin{align*}
\left|A_{1}\right| & \lesssim \iint\left|v-v_{*}^{\prime}\right|^{\gamma+2}\left\{\int_{0}^{\pi / 2} \theta^{1-2 s} d \theta\right\}\left(\mu_{*}^{\prime} \mu\right)^{1 / 80} g_{*}^{\prime} g d v d v_{*}^{\prime}  \tag{4.4}\\
& \lesssim \iint\left|v-v_{*}^{\prime}\right|^{\gamma}\left(\mu_{*}^{\prime} \mu\right)^{1 / 160} g_{*}^{\prime} g d v d v_{*}^{\prime} \lesssim\left\|\mu^{1 / 10^{3}} g\right\|_{L^{2}}^{2},
\end{align*}
$$

by an argument similar to the analysis of $I_{1}$.
For $A_{2}$, we use the regular change of variable $v \rightarrow v^{\prime}$, and denote its inverse transformation by $v^{\prime} \rightarrow \psi_{\sigma}\left(v^{\prime}\right)=v$. Then

$$
\begin{aligned}
A_{2}=2 \iint \sqrt{\mu}_{*} g_{*} & \left\{\int_{\mathbb{S}^{2}} b\left(\frac{\psi_{\sigma}\left(v^{\prime}\right)-v_{*}}{\left|\psi_{\sigma}\left(v^{\prime}\right)-v_{*}\right|} \cdot \sigma\right) \Phi\left(\left|\psi_{\sigma}\left(v^{\prime}\right)-v_{*}\right|\right)\right. \\
& \left.\times\left(\sqrt{\mu\left(\psi_{\sigma}\left(v^{\prime}\right)\right)}-\sqrt{\mu\left(v^{\prime}\right)}\right)\left|\frac{\partial\left(\psi_{\sigma}\left(v^{\prime}\right)\right)}{\partial\left(v^{\prime}\right)}\right| d \sigma\right\} g\left(v^{\prime}\right) d v_{*} d v^{\prime}
\end{aligned}
$$

It follows from the Taylor expansion that

$$
\begin{aligned}
& \left.\sqrt{\mu\left(\psi_{\sigma}\left(v^{\prime}\right)\right)}-\sqrt{\left.\mu\left(v^{\prime}\right)\right)}\right)=(\nabla \sqrt{\mu})\left(v^{\prime}\right) \cdot\left(\psi_{\sigma}\left(v^{\prime}\right)-v^{\prime}\right) \\
& +\int_{0}^{1}(1-\tau)\left(\nabla^{2} \sqrt{\mu}\right)\left(v^{\prime}+\tau\left(\psi_{\sigma}\left(v^{\prime}\right)-v^{\prime}\right)\right)\left(\psi_{\sigma}\left(v^{\prime}\right)-v^{\prime}\right)^{2} d \tau
\end{aligned}
$$

Note that the integral with respect to $\sigma$ corresponding to the first order term vanishes, by means of the symmetry on $\mathbb{S}^{2}$. Putting $v_{\tau}^{\prime}=v^{\prime}+\tau\left(\psi_{\sigma}\left(v^{\prime}\right)-v^{\prime}\right)$, we have $\left|v^{\prime}\right|^{2} \leq\left(\left|v^{\prime}-v_{*}\right|+\left|v_{*}\right|\right)^{2} \leq\left(\left(\left|v_{\tau}^{\prime}-v_{*}\right|+\left|v_{*}\right|\right)^{2} \leq 2\left|v_{\tau}^{\prime}\right|^{2}+8\left|v_{*}\right|^{2}\right.$, so that

$$
\left|\sqrt{\mu\left(v_{*}\right)}\left(\nabla^{2} \sqrt{\mu}\right)\left(v^{\prime}+\tau\left(\psi_{\sigma}\left(v^{\prime}\right)-v^{\prime}\right)\right)\right| \lesssim\left(\mu\left(v_{*}\right) \mu\left(v^{\prime}\right)\right)^{1 / 12} .
$$

Since $\left|\psi_{\sigma}\left(v^{\prime}\right)-v^{\prime}\right| \lesssim\left|v^{\prime}-v_{*}\right| \theta$, we have

$$
\begin{aligned}
\left|A_{2}\right| & \lesssim \iint\left\{\int_{0}^{\pi / 2} \theta^{1-2 s} d \theta\right\}\left|v^{\prime}-v_{*}\right|^{\gamma+2}\left(\mu_{*} \mu^{\prime}\right)^{1 / 12}\left|g_{*}\right|\left|g^{\prime}\right| d v_{*} d v^{\prime} \\
& \lesssim \iint\left|v^{\prime}-v_{*}\right|^{\gamma}\left(\mu_{*} \mu^{\prime}\right)^{1 / 24}\left|g_{*}\right|\left|g^{\prime}\right| d v_{*} d v^{\prime} \lesssim\left\|\mu^{1 / 10^{3}} g\right\|_{L^{2}}^{2}
\end{aligned}
$$

Together with (4.3) and (4.4), this yields the desired estimate and completes the proof of the lemma.

Recalling

$$
\begin{align*}
\left\|\left|\|g \mid\|^{2}=\right.\right. & \iiint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) \mu_{*}\left(g^{\prime}-g\right)^{2} \\
& +\iiint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) g_{*}^{2}\left(\sqrt{\mu^{\prime}}-\sqrt{\mu}\right)^{2}  \tag{4.5}\\
= & J_{1}+J_{2},
\end{align*}
$$

let us first note the following inequality between $\left(\mathcal{L}_{1} g, g\right)_{L^{2}}$, corresponding to the first term of the linear operator, and the non-isotropic norm.

Proposition 4.3. Let $\gamma>-3$. There exists a constant $C>0$ such that

$$
\begin{equation*}
\left.\left\|\|g\|^{2} \geq\left(\mathcal{L}_{1} g, g\right)_{L^{2}} \geq \frac{1}{10}\right\| \right\rvert\, g\| \|^{2}-C\|g\|_{L_{\gamma / 2}^{2}}^{2} \tag{4.6}
\end{equation*}
$$

Proof. The equalities

$$
\begin{align*}
& 2\left(\mathcal{L}_{1} g, g\right)_{L^{2}}=-2(\Gamma(\sqrt{\mu}, g), g)_{L^{2}} \\
& =\iiint B\left(\left(\mu_{*}^{\prime}\right)^{1 / 2} g^{\prime}-\left(\mu_{*}\right)^{1 / 2} g\right)^{2} d v d v_{*} d \sigma  \tag{4.7}\\
& =\iiint B\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}\left(g^{\prime}-g\right)+g\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right)^{2} d v d v_{*} d \sigma\right.
\end{align*}
$$

together with the inequality

$$
2\left(a^{2}+b^{2}\right) \geq(a+b)^{2} \geq \frac{1}{2} a^{2}-b^{2}
$$

yields

$$
\begin{equation*}
\left.\|\|g\|\|^{2} \geq\left(\mathcal{L}_{1} g, g\right)_{L^{2}} \geq \frac{1}{4} J_{1}-\frac{1}{2} J_{2} \geq \frac{1}{4} \right\rvert\,\|g\| \|^{2}-\frac{3}{4} J_{2} \tag{4.8}
\end{equation*}
$$

It follows from the equality $(a+b)^{2}=a^{2}+b^{2}+2 a b$ that

$$
\begin{equation*}
2\left(\mathcal{L}_{1} g, g\right)_{L^{2}} \geq J_{2}-C\|g\|_{L_{\gamma / 2}^{2}}^{2} \tag{4.9}
\end{equation*}
$$

which yields the desired estimate (4.6) together with (4.8).
Indeed, note that

$$
\begin{aligned}
& 2\left(\mathcal{L}_{1} g, g\right)_{L^{2}} \\
& =\iiint B\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}\left(g^{\prime}-g\right)+g\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right)\right)^{2} d v d v_{*} d \sigma \\
& =J_{1}+J_{2}+2 \iiint B\left(g^{\prime}-g\right) g\left(\mu_{*}^{\prime}\right)^{1 / 2}\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right) d v d v_{*} d \sigma
\end{aligned}
$$

Using the identity $2(\beta-\alpha) \alpha=\beta^{2}-\alpha^{2}-(\beta-\alpha)^{2}$, we have

$$
\begin{aligned}
2\left(g^{\prime}-g\right) & g\left(\mu_{*}^{\prime}\right)^{1 / 2}\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right) \\
= & \frac{1}{2}\left(g^{\prime 2}-g^{2}-\left(g^{\prime}-g\right)^{2}\right)\left(\mu_{*}^{\prime}-\mu_{*}+\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right)^{2}\right) \\
& =-\frac{1}{2}\left(g^{\prime}-g\right)^{2}\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right)^{2}+\frac{1}{2}\left(g^{2}-g^{\prime 2}\right)\left(\mu_{*}-\mu_{*}^{\prime}\right) \\
& +\frac{1}{2}\left(g^{\prime}-g\right)^{2}\left(\mu_{*}-\mu_{*}^{\prime}\right)+\frac{1}{2}\left(g^{\prime 2}-g^{2}\right)\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right)^{2} \\
= & I_{1}+I_{2}+I_{3}+I_{4} .
\end{aligned}
$$

Using the change of variables $\left(v^{\prime}, v_{*}^{\prime}\right) \rightarrow\left(v, v_{*}\right)$, we see that

$$
\left|\iiint B I_{2} d v d v_{*} d \sigma\right|=\left|\iiint B \mu_{*}\left(g^{2}-g^{\prime 2}\right) d v d v_{*} d \sigma\right| \leq C\|g\|_{L_{\gamma / 2}^{2}}^{2},
$$

by means of the cancellation lemma. Furthermore,

$$
\begin{aligned}
\iiint B I_{1} d v d v_{*} d \sigma= & -\frac{1}{2} \iiint B\left(\mu_{*}+\mu_{*}^{\prime}\right)\left(g^{\prime}-g\right)^{2} d v d v_{*} d \sigma \\
& +\iiint B\left(\mu_{*}\right)^{1 / 2}\left(\mu_{*}^{\prime}\right)^{1 / 2}\left(g^{\prime}-g\right)^{2} d v d v_{*} d \sigma \geq-J_{1}
\end{aligned}
$$

where we have used the change of variables $\left(v^{\prime}, v_{*}^{\prime}\right) \rightarrow\left(v, v_{*}\right)$. Thus, we obtain (4.9) because the integrals corresponding to the last two terms $I_{3}$ and $I_{4}$ vanish, ending the proof of the proposition.

End of the proof of Proposition 2.1: It follows from (4.6) and (4.2) that

$$
\begin{equation*}
\|\mid g\| \|^{2} \geq\left(\mathcal{L}_{1} g, g\right)_{L^{2}} \geq \frac{1}{2}(\mathcal{L} g, g)_{L^{2}} \tag{4.10}
\end{equation*}
$$

On the other hand, note that $(\mathcal{L} g, g)_{L^{2}}=(\mathcal{L}(\mathbf{I}-\mathbf{P}) g,(\mathbf{I}-\mathbf{P}) g)_{L^{2}}$, from the very definition of the projection operator $\mathbf{P}$.

Thus, from Proposition 4.3 and Lemma 4.2, we get

$$
\begin{aligned}
(\mathcal{L} g, g)_{L^{2}}= & \left(\mathcal{L}_{1}(\mathbf{I}-\mathbf{P}) g,(\mathbf{I}-\mathbf{P}) g\right)_{L^{2}}+\left(\mathcal{L}_{2}(\mathbf{I}-\mathbf{P}) g,(\mathbf{I}-\mathbf{P}) g\right)_{L^{2}} \\
& \geq \frac{1}{10}\| \|(\mathbf{I}-\mathbf{P}) g\| \|^{2}-C\|(\mathbf{I}-\mathbf{P}) g\|_{L_{\gamma / 2}^{2}}^{2}
\end{aligned}
$$

Since it is known from 16 that we have

$$
(\mathcal{L} g, g)_{L^{2}} \geq C\|(\mathbf{I}-\mathbf{P}) g\|_{L_{\gamma / 2}^{2}}^{2}
$$

we get on the whole

$$
\begin{equation*}
\left\|\|(\mathbf{I}-\mathbf{P}) g\|^{2} \leq C(\mathcal{L} g, g)_{L^{2}}\right. \tag{4.11}
\end{equation*}
$$

## 5. Non-ISOTROPIC NORMS WITH DIFFERENT KINETIC FACTORS

This section is devoted to the proof of Proposition 2.4. That is, we will show some equivalence relations between the non-isotropic norms with different kinetic factors and different weights.

For the proof, we introduce some further notations. Let $\rho>0, \mu_{\rho}(v)=\mu(v)^{\rho}$, and set

$$
J_{1, \rho}^{\Phi_{\gamma}}(g)=\iiint \Phi_{\gamma}\left(\left|v-v^{*}\right|\right) b(\cos \theta) \mu_{\rho, *}\left(g^{\prime}-g\right)^{2} d v d v_{*} d \sigma
$$

We simply write $J_{1}^{\Phi_{\gamma}}(g)$ if $\rho=1$, and also introduce the notation $J_{2, \rho}^{\Phi_{\gamma}}(g)$ similarly with $\mu$ replaced by $\mu_{\rho}$.

Then it follows from (3.2) and the change of variables $v \rightarrow v / \sqrt{\rho}$ that

$$
\begin{equation*}
J_{2, \rho}^{\Phi_{\gamma}}(g) \sim\|g\|_{L_{s+\gamma / 2}^{2}}^{2}=\left\|\langle v\rangle^{(\gamma-\beta) / 2} g\right\|_{L_{s+\beta / 2}^{2}}^{2} \sim J_{2, \rho}^{\Phi_{\beta}}\left(\langle v\rangle^{(\gamma-\beta) / 2} g\right) . \tag{5.1}
\end{equation*}
$$

By the last assertions of Lemmas 3.8 and 3.9, there exist constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1}\|g\|_{H_{\gamma / 2}^{s}}^{2} \leq J_{1, \rho}^{\Phi_{\gamma}}(g)+\|g\|_{L_{s+\gamma / 2}^{2}}^{2} \leq C_{2}\|g\|_{H_{s+\gamma / 2}^{s}}^{2} . \tag{5.2}
\end{equation*}
$$

Furthermore, it follows from $(\sqrt[3.8]{ }),(\sqrt{3.11})$ and the proofs of Lemmas 3.8 and 3.9 that

$$
J_{1,2}^{\Phi_{0}}\left(\langle v\rangle^{\gamma / 2} g\right) \lesssim J_{1}^{\Phi_{\gamma}}(g) \lesssim J_{1,1 / 2}^{\Phi_{0}}\left(\langle v\rangle^{\gamma / 2} g\right), \quad \text { modulo } \|\left. g\right|_{L_{s+\gamma / 2}^{2}} ^{2}
$$

because we have $C_{1} \mu_{2} \leq \mu\langle v\rangle^{ \pm|\gamma|} \leq C_{2} \mu_{1 / 2}$.
Therefore, to complete the proof of Proposition 2.3, it suffices to show that for any $\rho, \rho^{\prime}>0$

$$
\begin{equation*}
J_{1, \rho}^{\Phi_{0}}(g) \sim J_{1, \rho^{\prime}}^{\Phi_{0}}(g), \quad \text { modulo }\|g\|_{L_{s}^{2}}^{2} \tag{5.3}
\end{equation*}
$$

In fact, note that

$$
J_{1}^{\Phi_{\gamma}}(g) \sim J_{1, \rho}^{\Phi_{0}}\left(\langle v\rangle^{\gamma / 2} g\right) \sim J_{1}^{\Phi_{\beta}}\left(\langle v\rangle^{(\gamma-\beta) / 2} g\right), \text { modulo }\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
$$

This equivalence looks quite obvious, however, for completeness, we shall give a proof. In fact, 5.3) is a direct consequence of the following lemma, by taking $f=\mu_{\rho^{\prime}}$.

Lemma 5.1. Assume that (1.3) with $0<s<1$. Then there exists a constant $C>0$ such that

$$
\begin{equation*}
\iiint b f_{*}^{2}\left(g^{\prime}-g\right)^{2} d \sigma d v d v_{*} \leq C\|f\|_{L_{s}^{2}}^{2}\left(J_{1, \rho}^{\Phi_{0}}(g)+\|g\|_{L_{s}^{2}}^{2}\right) \tag{5.4}
\end{equation*}
$$

Once the equivalence (5.3) has been established, we have
Corollary 5.2. Assume that (1.3) holds with $0<s<1$. Then there exists a constant $C>0$ such that

$$
\begin{equation*}
\iiint b f_{*}^{2}\left(g^{\prime}-g\right)^{2} d \sigma d v d v_{*} \leq C\|f\|_{L_{s}^{2}}^{2}\|\mid g\| \|_{\Phi_{0}}^{2} \tag{5.5}
\end{equation*}
$$

Proof. It is enough to consider the case $\rho=1$. As in the proof of Lemma 3.8, it follows from Proposition 2 of [3] that

$$
\begin{aligned}
J_{1}^{\Phi_{0}}(g)= & \iiint b(\cos \theta) \mu_{*}\left(g^{\prime}-g\right)^{2} d v_{*} d \sigma d v \\
= & \frac{1}{(2 \pi)^{3}} \iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left(\widehat{\mu}(0)|\widehat{g}(\xi)|^{2}+\left|\widehat{g}\left(\xi^{+}\right)\right|^{2}\right. \\
& \left.\quad-2 \operatorname{Re} \widehat{\mu}\left(\xi^{-}\right) \widehat{g}\left(\xi^{+}\right) \overline{\widehat{g}}(\xi)\right) d \xi d \sigma \\
= & \frac{1}{(2 \pi)^{3}} \iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left(\widehat{\mu}(0)\left|\widehat{g}(\xi)-\widehat{g}\left(\xi^{+}\right)\right|^{2}\right. \\
& \left.\quad 2 \operatorname{Re}\left(\widehat{\mu}(0)-\widehat{\mu}\left(\xi^{-}\right)\right) \widehat{g}\left(\xi^{+}\right) \overline{\widehat{g}}(\xi)\right) d \xi d \sigma
\end{aligned}
$$

and

$$
\begin{aligned}
A= & \iiint b(\cos \theta) f_{*}^{2}\left(g^{\prime}-g\right)^{2} d v_{*} d \sigma d v \\
= & \frac{1}{(2 \pi)^{3}} \iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left(\widehat{f^{2}}(0)\left|\widehat{g}(\xi)-\widehat{g}\left(\xi^{+}\right)\right|^{2}\right. \\
& \left.+2 \operatorname{Re}\left(\widehat{f^{2}}(0)-\widehat{f^{2}}\left(\xi^{-}\right)\right) \widehat{g}\left(\xi^{+}\right) \overline{\widehat{g}}(\xi)\right) d \xi d \sigma
\end{aligned}
$$

Since $\widehat{f^{2}}(0)=\|f\|_{L^{2}}^{2}$ and $\widehat{\mu}(0)=c_{0}>0$, we obtain

$$
\begin{aligned}
c_{0} A= & c_{0} \iiint b(\cos \theta) f_{*}^{2}\left(g^{\prime}-g\right)^{2} d v_{*} d \sigma d v \\
= & \|f\|_{L^{2}}^{2} J_{1}^{\Phi_{0}}(g) \\
& \left.\quad-\frac{2}{(2 \pi)^{3}}\|f\|_{L^{2}}^{2} \iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right) \operatorname{Re}\left(\widehat{\mu}(0)-\widehat{\mu}\left(\xi^{-}\right)\right) \widehat{g}\left(\xi^{+}\right) \overline{\widehat{g}}(\xi)\right) d \xi d \sigma \\
& \left.\quad+\frac{2 c_{0}}{(2 \pi)^{3}} \iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right) \operatorname{Re}\left(\widehat{f^{2}}(0)-\widehat{f^{2}}\left(\xi^{-}\right)\right) \widehat{g}\left(\xi^{+}\right) \overline{\widehat{g}}(\xi)\right) d \xi d \sigma \\
= & \|f\|_{L^{2}}^{2} J_{1}^{\Phi_{0}}(g)+A_{1}+A_{2} .
\end{aligned}
$$

Write

$$
\begin{aligned}
A_{2}= & \frac{2 c_{0}}{(2 \pi)^{3}}\left\{\int|\widehat{g}(\xi)|^{2}\left(\int b\left(\frac{\xi}{|\xi|} \cdot \sigma\right) \operatorname{Re}\left(\widehat{f^{2}}(0)-\widehat{f^{2}}\left(\xi^{-}\right)\right) d \sigma\right) d \xi\right. \\
& \left.+\iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right) \operatorname{Re}\left(\widehat{f^{2}}(0)-\widehat{f^{2}}\left(\xi^{-}\right)\right)\left(\widehat{g}\left(\xi^{+}\right)-\widehat{g}(\xi)\right) \overline{\widehat{g}}(\xi) d \xi d \sigma\right\} \\
= & A_{2,1}+A_{2,2} .
\end{aligned}
$$

It follows from Cauchy-Schwarz's inequality that

$$
\begin{aligned}
\left|A_{2,2}\right| \leq & C\left(\iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left|\widehat{f^{2}}(0)-\widehat{f^{2}}\left(\xi^{-}\right)\right|^{2}|\widehat{g}|^{2}(\xi) d \xi d \sigma\right)^{1 / 2} \\
& \times\left(\iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left|\widehat{g}\left(\xi^{+}\right)-\widehat{g}(\xi)\right|^{2} d \xi d \sigma\right)^{1 / 2} \\
= & B_{1}^{1 / 2} \times B_{2}^{1 / 2}
\end{aligned}
$$

Since

$$
\left|\widehat{f^{2}}(0)-\widehat{f^{2}}\left(\xi^{-}\right)\right| \leq \int f^{2}(v)\left|1-e^{-i v \cdot \xi^{-}}\right| d v
$$

we have

$$
\begin{aligned}
B_{1} \leq & C \iiint|\widehat{g}(\xi)|^{2} f^{2}(v) f^{2}(w) \\
& \times\left(\int b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left(\left|1-e^{-i v \cdot \xi^{-}}\right|^{2}+\left|1-e^{-i w \cdot \xi^{-}}\right|^{2}\right) d \sigma\right) d v d w d \xi \\
\leq & C\|g\|_{H^{s}}^{2}\|f\|_{L^{2}}^{2}\|f\|_{L_{s}^{2}}^{2}
\end{aligned}
$$

because

$$
\begin{aligned}
& \int b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left|1-e^{-i v \cdot \xi^{-}}\right|^{2} d \sigma \\
& \leq C\left(\int_{0}^{(\langle v\rangle\langle\xi\rangle)^{-1}} \theta^{-1-2 s}(|v||\xi|)^{2} \theta^{2} d \theta+\int_{(\langle v\rangle\langle\xi\rangle)^{-1}}^{\pi / 2} \theta^{-1-2 s} d \theta\right) \\
& \leq C\langle v\rangle^{2 s}\langle\xi\rangle^{2 s}
\end{aligned}
$$

Then we have $\left|A_{2,1}\right| \leq C\|g\|_{H^{s}}^{2}\|f\|_{L_{s}^{2}}^{2}$ because

$$
\begin{aligned}
& \int b\left(\frac{\xi}{|\xi|} \cdot \sigma\right) \operatorname{Re}\left(\widehat{f^{2}}(0)-\widehat{f^{2}}\left(\xi^{-}\right)\right) d \sigma \\
& =\int f^{2}(v)\left(\int b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left(1-\cos \left(v \cdot \xi^{-}\right)\right) d \sigma\right) d v \\
& \leq C\langle\xi\rangle^{2 s} \int f^{2}(v)\langle v\rangle^{2 s} d v
\end{aligned}
$$

Since $\widehat{\mu}(\xi)$ is real-valued, it follows that

$$
\operatorname{Re}\left(\widehat{\mu}(0)-\widehat{\mu}\left(\xi^{-}\right)\right) \widehat{g}\left(\xi^{+}\right) \overline{\widehat{g}}(\xi)=\left(\int\left(1-\cos \left(v \cdot \xi^{-}\right)\right) \mu(v) d v\right) \operatorname{Re} \widehat{g}\left(\xi^{+}\right) \overline{\widehat{g}}(\xi)
$$

Therefore, by using Cauchy-Schwarz's inequality and the change of variables $\xi \rightarrow \xi^{+}$ ( see the proof of Lemma 2.8 in [6]), we obtain $\left|A_{1}\right| \leq C\|f\|_{L^{2}}^{2}\|g\|_{H^{s}}^{2}$. Furthermore,
it follows from (5.6) that

$$
\begin{aligned}
B_{2} & =\iint b\left(\frac{\xi}{|\xi|} \cdot \sigma\right)\left|\widehat{g}(\xi)-\widehat{g}\left(\xi^{+}\right)\right|^{2} d \xi d \sigma \\
& \leq C\left(J_{1}^{\Phi_{0}}(g)+\|g\|_{H^{s}}^{2}\right)
\end{aligned}
$$

which yields $\left|A_{2,2}\right| \leq C\|f\|_{L^{2}}\|f\|_{L_{s}^{2}}\|g\|_{H^{s}}\left(J_{1}^{\Phi_{0}}(g)+\|g\|_{H^{s}}^{2}\right)^{1 / 2}$. Hence

$$
\left|A_{2}\right| \leq C\|f\|_{L_{s}^{2}}^{2}\|g\|_{H^{s}}\left(J_{1}^{\Phi_{0}}(g)+\|g\|_{H^{s}}^{2}\right)^{1 / 2}
$$

Finally, we have

$$
A \leq C\|f\|_{L_{s}^{2}}^{2}\|g\|_{H^{s}}\left(J_{1}^{\Phi_{0}}(g)+\|g\|_{H^{s}}^{2}\right)^{1 / 2} \leq C\|f\|_{L_{s}^{2}}^{2}\left(J_{1}^{\Phi_{0}}(g)+\|g\|_{L_{s}^{2}}^{2}\right)
$$

by means of (5.2) with $\gamma=0$, completing the proof of the lemma.

## 6. Estimation on the nonlinear operator

Based on the previous analysis, we will give an explicit and simple upper bound estimate on the Boltzmann nonlinear operator when $\gamma>-\frac{3}{2}$. In fact, an upper bound estimate is also available for the case when $-3<\gamma \leq-\frac{3}{2}$. However, since it is more complicated and not so simple, it will be given in [7].

In any case, our reason for including these non linear estimations here is to show the usefulness of the estimates on the linearized operator and the non-isotropic norm.

Firstly, we consider the case when $\gamma \geq 0$.
Lemma 6.1. Let $\gamma \geq 0$. Assume that (1.3) with $0<s<1$. Then

$$
\begin{equation*}
\iiint \Phi_{\gamma}\left(\left|v-v_{*}\right|\right) b f_{*}^{2}\left(g^{\prime}-g\right)^{2} d \sigma d v d v_{*} \lesssim\|f\|_{L_{s+\gamma / 2}^{2}}^{2} \mid\|g\|_{\Phi_{\gamma}}^{2} \tag{6.1}
\end{equation*}
$$

Proof. Since $\Phi_{\gamma}\left(\left|v-v_{*}\right|\right) \lesssim\left\langle v^{\prime}\right\rangle^{\gamma}+\left\langle v_{*}\right\rangle^{\gamma}$, we have

$$
\begin{aligned}
& \iiint b(\cos \theta) \Phi\left(\left|v-v_{*}\right|\right) f_{*}^{2}\left(g^{\prime}-g\right)^{2} d \sigma d v d v_{*} \\
& \lesssim \iiint b(\cos \theta) f_{*}^{2}\left(\left\langle v^{\prime}\right\rangle^{\gamma / 2} g^{\prime}-\langle v\rangle^{\gamma / 2} g\right)^{2} d \sigma d v d v_{*} \\
&+\iiint b(\cos \theta)\left(\left\langle v_{*}\right\rangle^{\gamma / 2} f_{*}\right)^{2}\left(g^{\prime}-g\right)^{2} d \sigma d v d v_{*} \\
&+\iiint b(\cos \theta) f_{*}^{2}\left(\langle v\rangle^{\gamma / 2}-\left\langle v^{\prime}\right\rangle^{\gamma / 2}\right)^{2}|g|^{2} d \sigma d v d v_{*} \\
&= A_{1}+A_{2}+A_{3}
\end{aligned}
$$

Noticing that

$$
\begin{aligned}
\left|\langle v\rangle^{\gamma / 2}-\left\langle v^{\prime}\right\rangle^{\gamma / 2}\right| & \leq C_{\gamma} \int_{0}^{1}\left\langle v^{\prime}+\tau\left(v-v^{\prime}\right)\right\rangle^{(\gamma / 2-1)^{+}} d \tau\left|v-v_{*}\right| \theta \\
& \leq C_{\gamma}^{\prime}\left(\langle v\rangle^{(\gamma / 2-1)^{+}}+\left\langle v_{*}\right\rangle^{(\gamma / 2-1)^{+}}\right)\left\langle v-v_{*}\right\rangle \theta
\end{aligned}
$$

we have

$$
\begin{aligned}
& A_{3} \lesssim \iint f_{*}^{2}|g|^{2}\left\{\left(\langle v\rangle^{(\gamma / 2-1)^{+}}+\left\langle v_{*}\right\rangle^{(\gamma / 2-1)^{+}}\right)^{2}\right. \\
& \quad \times\left(\int_{0}^{\left\langle v-v_{*}\right\rangle^{-1}} \theta^{-1-2 s}\left(\left\langle v-v_{*}\right\rangle \theta\right)^{2} d \theta\right) \\
&\left.\quad+\int_{\left\langle v-v_{*}\right\rangle^{-1}}^{\pi / 2}\left(\langle v\rangle^{\gamma / 2}+\left\langle v_{*}\right\rangle^{\gamma / 2}\right)^{2} \theta^{-1-2 s} d \theta\right\} d v d v_{*} \\
& \lesssim \iint\left(\langle v\rangle^{2 s+\gamma}+\left\langle v_{*}\right\rangle^{2 s+\gamma}\right) f_{*}^{2}|g|^{2} d v d v_{*} \\
& \lesssim\left(\|f\|_{L_{s+\gamma / 2}^{2}}^{2}\|g\|_{L^{2}}^{2}+\|f\|_{L^{2}}^{2}\|g\|_{L_{s+\gamma / 2}^{2}}^{2}\right)
\end{aligned}
$$

Applying Corollary 5.2 to $A_{1}$ and $A_{2}$, it follows that

$$
\begin{aligned}
A_{1}+A_{2} & \lesssim\|f\|_{L_{s}^{2}}^{2}\| \|\left\langle v \gamma^{\gamma / 2} g\left\|_{\Phi_{0}}^{2}+\right\|\langle v\rangle^{\gamma / 2} f\left\|_{L_{s}^{2}}^{2}\right\|\|g\|_{\Phi_{0}}^{2}\right. \\
& \lesssim\|f\|_{L_{s+\gamma / 2}^{2}}^{2}\|g\| \|_{\Phi_{\gamma}}^{2},
\end{aligned}
$$

where we have used Proposition 2.4 in the last inequality.

Proof of Proposition 2.5 for the case when $\gamma \geq 0$
Note that

$$
\begin{align*}
(\Gamma(f, g), h)_{L^{2}}= & \left(\mu^{-1 / 2} Q\left(\mu^{1 / 2} f, \mu^{1 / 2} g\right), h\right)_{L^{2}}  \tag{6.2}\\
= & \iiint \Phi_{\gamma} b(\cos \theta) \mu_{*}^{1 / 2}\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right) h \\
= & \frac{1}{2} \iiint \Phi_{\gamma} b(\cos \theta)\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right)\left(\mu_{*}^{1 / 2} h-\mu_{*}^{1 / 2^{\prime}} h^{\prime}\right) \\
\leq & \frac{1}{2}\left(\iiint \Phi_{\gamma} b(\cos \theta)\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right)^{2}\right)^{1 / 2} \\
& \times\left(\iiint \Phi_{\gamma} b(\cos \theta)\left(\left(\mu_{*}\right)^{1 / 2} h-\left(\mu_{*}^{\prime}\right)^{1 / 2} h^{\prime}\right)^{2}\right)^{1 / 2} \\
\leq & \frac{1}{2} A^{1 / 2} \times B^{1 / 2} .
\end{align*}
$$

For $B$, we have

$$
\begin{aligned}
B & =\iiint \Phi_{\gamma} b(\cos \theta)\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}\left(h^{\prime}-h\right)+h\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right)\right)^{2} \\
& \leq 2 \iiint \Phi_{\gamma} b(\cos \theta)\left\{\mu_{*}^{\prime}\left(h^{\prime}-h\right)^{2}+h^{2}\left(\left(\mu_{*}^{\prime}\right)^{1 / 2}-\left(\mu_{*}\right)^{1 / 2}\right)^{2}\right\} \\
& \leq 2 \iiint \Phi_{\gamma} b(\cos \theta) \mu_{*}\left(h^{\prime}-h\right)^{2}+2 \iiint \Phi_{\gamma} b(\cos \theta) h_{*}^{2}\left(\left(\mu^{\prime}\right)^{1 / 2}-\mu^{1 / 2}\right)^{2} \\
& =2\|h\| \|_{\Phi_{\gamma}}^{2},
\end{aligned}
$$

where we have used the change of variables $\left(v, v_{*}\right) \rightarrow\left(v^{\prime}, v_{*}^{\prime}\right)$ for the first term and $\left(v, v_{*}\right) \rightarrow\left(v_{*}, v\right)$ for the second term. Similarly,

$$
\begin{aligned}
A & =\iiint \Phi_{\gamma} b(\cos \theta)\left(f_{*}^{\prime}\left(g^{\prime}-g\right)+g\left(f_{*}^{\prime}-f_{*}\right)\right)^{2} \\
& \leq 2 \iiint \Phi_{\gamma} b(\cos \theta)\left\{{\left.f_{*}^{\prime 2}\left(g^{\prime}-g\right)^{2}+g^{2}\left(f_{*}^{\prime}-f_{*}\right)^{2}\right\}} \leq 2 \iiint \Phi_{\gamma} b(\cos \theta) f_{*}^{2}\left(g^{\prime}-g\right)^{2}+2 \iiint \Phi_{\gamma} b(\cos \theta) g_{*}^{2}\left(f^{\prime}-f\right)^{2}\right.
\end{aligned}
$$

Then (6.1) implies that

$$
A \lesssim\|f\|_{L_{s+\gamma / 2}^{2}}^{2}\|\mid g\|_{\Phi_{\gamma}}^{2}+\|g\|_{L_{s+\gamma / 2}^{2}}^{2}\|f\|_{\Phi_{\gamma}}^{2}
$$

which completes the proof in the case when $\gamma \geq 0$.

Proof of Proposition 2.5 in the case when $-3 / 2<\gamma<0$
As in Section 5 , it is easy to check that for any fixed $\rho>0$,

$$
\begin{align*}
\|\mid g\|_{\Phi_{\gamma}}^{2} & \sim J_{1, \rho}^{\Phi_{\gamma}}(g)+J_{2, \rho}^{\Phi_{\gamma}}(g) \sim J_{1, \rho}^{\Phi_{\gamma}}(g)+\|g\|_{L_{s+\gamma / 2}^{2}}^{2}  \tag{6.3}\\
& \sim \iiint \frac{\Phi_{2 \gamma}}{\tilde{\Phi}_{\gamma}} b \mu_{\rho, *}\left(g^{\prime}-g\right)^{2}+\iiint \frac{\Phi_{2 \gamma}}{\tilde{\Phi}_{\gamma}} b g_{*}^{2}\left(\sqrt{\mu_{\rho}^{\prime}}-\sqrt{\mu_{\rho}}\right)^{2}
\end{align*}
$$

where the assumption $2 \gamma>-3$ is required for the existence of the above integral, and more precisely for

$$
\int\left|v_{*}\right|^{2 \gamma}\left\langle v_{*}\right\rangle^{2 s-\gamma} \mu_{\rho}\left(v+v_{*}\right) d v_{*} \sim\langle v\rangle^{\gamma+2 s}
$$

Instead of (6.2), we write

$$
\begin{aligned}
(\Gamma(f, g), h)= & \iiint b \Phi_{\gamma} \mu_{*}^{1 / 2}\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right) h d v d v_{*} d \sigma \\
= & \frac{1}{2} \iiint\left(b \tilde{\Phi}_{\gamma}\right)^{1 / 2}\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right)\left(b \frac{\Phi_{2 \gamma}}{\tilde{\Phi}_{\gamma}}\right)^{1 / 2} \mu_{*}^{\prime 1 / 4}\left(\mu_{*}^{1 / 4} h-\mu_{*}^{\prime 1 / 4} h^{\prime}\right) \\
& +\frac{1}{2} \iiint\left(b \tilde{\Phi}_{\gamma}\right)^{1 / 2}\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right)\left(b \frac{\Phi_{2 \gamma}}{\tilde{\Phi}_{\gamma}}\right)^{1 / 2} \mu_{*}^{1 / 4}\left(\mu_{*}^{1 / 4}-\mu_{*}^{\prime 1 / 4}\right) h
\end{aligned}
$$

Noticing that

$$
\mu_{*}^{1 / 4} h-\mu_{*}^{\prime 1 / 4} h^{\prime}=\mu_{*}^{\prime 1 / 4}\left(h-h^{\prime}\right)+\left(\mu_{*}^{1 / 4}-\mu_{*}^{\prime 1 / 4}\right) h,
$$

by Cauchy-Schwarz's inequality and (6.3), we have

$$
\begin{aligned}
|(\Gamma(f, g), h)| & \lesssim\left(\iiint b \tilde{\Phi}_{\gamma} \mu_{*}^{1 / 2}\left(f_{*}^{\prime} g^{\prime}-f_{*} g\right)^{2} d \sigma d v d v_{*}\right)^{1 / 2}\||h|\|_{\Phi_{\gamma}} \\
& =A^{1 / 2}\| \| h \|_{\Phi_{\gamma}}
\end{aligned}
$$

We estimate

$$
\begin{aligned}
A \leq 3( & \iiint b \tilde{\Phi}_{\gamma} \mu_{*}^{1 / 4}\left(\left(\mu^{1 / 8} f\right)_{*}^{\prime}-\left(\mu^{1 / 8} f\right)_{*}\right)^{2} g^{2} d \sigma d v d v_{*} \\
& +\iiint b \tilde{\Phi}_{\gamma} \mu_{*}^{1 / 8}\left(\left(\mu^{1 / 8} f\right)_{*}^{\prime}\right)^{2}\left(g^{\prime}-g\right)^{2} d \sigma d v d v_{*} \\
& \left.+\iiint b \tilde{\Phi}_{\gamma} \mu_{*}^{1 / 4}\left(\mu_{*}^{1 / 8}-\mu_{*}^{\prime 1 / 8}\right)^{2}\left(f_{*}^{\prime} g^{\prime}\right)^{2} d \sigma d v d v_{*}\right) \\
= & A_{1}+A_{2}+A_{3}
\end{aligned}
$$

Since $\tilde{\Phi}_{\gamma}\left(\left|v-v_{*}\right|\right) \mu_{*}^{1 / 4} \lesssim\langle v\rangle^{\gamma}$, we have by means of Corollary 5.2

$$
\begin{aligned}
A_{1} & \lesssim \iiint b\left(\langle v\rangle^{\gamma / 2} g\right)^{2}\left(\left(\mu^{1 / 8} f\right)_{*}^{\prime}-\left(\mu^{1 / 8} f\right)_{*}\right)^{2} d \sigma d v d v_{*} \\
& \lesssim\left\|\langle v\rangle^{\gamma / 2} g\right\|_{L_{s}^{2}}^{2}\| \| \mu^{1 / 8} f\| \|_{\Phi_{0}}^{2} \lesssim\|g\|_{L_{s+\gamma / 2}^{2}}^{2}\|f\|_{\Phi_{\gamma}}^{2}
\end{aligned}
$$

where we have used Propostions 2.4 and 2.2 in the last inequality. As for $A_{2}$, we decompose it as follows

$$
\begin{aligned}
A_{2} \lesssim & \iiint b\left(\left(\mu^{1 / 8} f\right)_{*}^{\prime}\right)^{2}\left(\left(\langle v\rangle^{\gamma / 2} g\right)^{\prime}-\left(\langle v\rangle^{\gamma / 2} g\right)\right)^{2} d \sigma d v d v_{*} \\
& +\iiint b\left(\langle v\rangle^{\gamma / 2}-\left\langle v^{\prime}\right\rangle^{\gamma / 2}\right)^{2}\left(\left(\mu^{1 / 8} f\right)_{*}^{\prime}\right)^{2} g^{\prime 2} d \sigma d v d v_{*} \\
= & A_{2,1}+A_{2,2}
\end{aligned}
$$

Apply Corollary 5.2 again to $A_{2,1}$. Then

$$
A_{2,1} \lesssim\left\|\mu^{1 / 8} f\right\|_{L_{s}^{2}}^{2} \mid\left\|\langle v\rangle^{\gamma / 2} g\right\|\left\|_{\Phi_{0}}^{2} \lesssim\right\| f\left\|_{L_{s+\gamma / 2}^{2}}^{2}\right\|\|g\|_{\Phi_{\gamma}}^{2}
$$

The estimation for $A_{2,2}$ is the same as the one for $A_{2}$ in the proof of Lemma 3.8. By using the change of variables $\left(v^{\prime}, v_{*}^{\prime}\right) \rightarrow\left(v, v_{*}\right)$, we obtain

$$
A_{2,2} \lesssim \iint\left(\langle v\rangle^{2 s+\gamma}\left\langle v_{*}\right\rangle^{2 s+2}\right)\left(\mu^{1 / 8} f\right)_{*}^{2}|g|^{2} d v d v_{*} \lesssim\left\|\mu^{1 / 10} f\right\|_{L^{2}}^{2}\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
$$

Noticing that $\left(\mu_{*}^{1 / 8}-\mu_{*}^{\prime 1 / 8}\right)^{2} \lesssim \min \left(\left|v-v_{*}\right|^{2} \theta^{2}, 1\right)$, we have

$$
\begin{aligned}
A_{3} & \lesssim \iint \tilde{\Phi}_{\gamma}\left(\int_{\mathbb{S}^{2}} b(\cos \theta) \min \left(\left|v-v_{*}\right|^{2} \theta^{2}, 1\right) d \sigma\right) f_{*}^{2} g^{2} d v d v_{*} \\
& \lesssim \iint\left\langle v-v_{*}\right\rangle^{\gamma+2 s} f_{*}^{2} g^{2} d v d v_{*} \\
& \lesssim \iint\left\langle v_{*}\right\rangle^{\gamma+2 s} f_{*}^{2}\langle v\rangle^{\gamma+2 s} g^{2} d v d v_{*} \lesssim\|f\|_{L_{s+\gamma / 2}^{2}}^{2}\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
\end{aligned}
$$

if $\gamma+2 s \geq 0$ because of $\left\langle v-v_{*}\right\rangle^{\gamma+2 s} \leq\left\langle v_{*}\right\rangle^{\gamma+2 s}\langle v\rangle^{\gamma+2 s}$.
To consider the case $\gamma+2 s<0$, we divide $\mathbb{R}_{v}^{3} \times \mathbb{R}_{v_{*}}^{3}$ into three parts

$$
\begin{aligned}
& U_{1}=\left\{\left|v-v_{*}\right| \leq\left|v_{*}\right| / 8\right\}, \quad U_{2}=\left\{\left|v-v_{*}\right|>\left|v_{*}\right| / 8\right\} \cap\left\{\left|v_{*}\right| \leq 1\right\}, \\
& U_{3}=\left\{\left|v-v_{*}\right|>\left|v_{*}\right| / 8\right\} \cap\left\{\left|v_{*}\right|>1\right\} .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\frac{1}{3} A_{3} & =\iiint b \tilde{\Phi}_{\gamma} \mu_{*}^{\prime 1 / 4}\left(\mu_{*}^{\prime 1 / 8}-\mu_{*}^{1 / 8}\right)^{2}\left(f_{*} g\right)^{2} d \sigma d v d v_{*} \\
& =\iint_{U_{1}} \int d \sigma d v d v_{*}+\iint_{U_{2}} \int d \sigma d v d v_{*}+\iint_{U_{3}} \int d \sigma d v d v_{*} \\
& =A_{3,1}+A_{3,2}+A_{3,3}
\end{aligned}
$$

Since $\left|v^{\prime}-v_{*}\right| \leq\left|v-v_{*}\right| \leq\left|v_{*}\right| / 8$ implies $7\left|v_{*}\right| / 8 \leq\left|v^{\prime}\right|,|v| \leq 9\left|v_{*}\right| / 8$ and $\left|v_{*}^{\prime}\right|^{2}=$ $|v|^{2}+\left|v_{*}\right|^{2}-\left|v^{\prime}\right|^{2} \geq\left|v_{*}\right|^{2} / 2$. Hence, we have $\mu_{*}^{\prime 1 / 4} \leq C \mu_{*}^{1 / 8} \leq C\left(\mu_{*} \mu\right)^{1 / 20}$ on $U_{1}$, which leads to

$$
A_{3,1} \lesssim \iint\left(\mu \mu_{*}\right)^{1 / 20}\left\langle v-v_{*}\right\rangle^{\gamma+2 s} f_{*}^{2} g^{2} d v d v_{*} \leq C\|f\|_{L_{s+\gamma / 2}^{2}}^{2}\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
$$

Furthermore, we have

$$
A_{3,2} \lesssim \iint_{U_{2}}\left\langle v-v_{*}\right\rangle^{\gamma+2 s} f_{*}^{2} g^{2} d v d v_{*} \lesssim\|f\|_{L_{s+\gamma / 2}^{2}}^{2}\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
$$

because $\left\langle v-v_{*}\right\rangle^{-1} \leq\langle v\rangle^{-1}\left\langle v_{*}\right\rangle^{-1}\left\langle v_{*}\right\rangle^{2} \leq 2\langle v\rangle^{-1}\left\langle v_{*}\right\rangle^{-1}$ on $U_{2}$. Since $\left\langle v-v_{*}\right\rangle^{-1} \leq$ $8\left|v_{*}\right|^{-1} \leq 16\left\langle v_{*}\right\rangle^{-1}$ on $U_{3}$, we get

$$
A_{3,3} \lesssim\|f\|_{L_{s+\gamma / 2}^{2}}^{2}\|g\|_{L^{2}}^{2}
$$

Therefore, we have in the case when $\gamma+2 s<0$

$$
A_{3} \lesssim\|f\|_{L_{s+\gamma / 2}^{2}}^{2}\|g\|_{L^{2}}^{2}
$$

If one considers another partition in $R_{v, v_{*}}^{6}$ with $v$ and $v_{*}$ exchanged, then the estimate

$$
A_{3} \lesssim\|f\|_{L^{2}}^{2}\|g\|_{L_{s+\gamma / 2}^{2}}^{2}
$$

holds, because $\left|v_{*}^{\prime}-v\right| \leq\left|v_{*}-v\right| \leq|v| / 8$ implies $7|v| / 8 \leq\left|v_{*}^{\prime}\right|,\left|v_{*}\right| \leq 9|v| / 8$.
As a conclusion, when $\gamma>-3 / 2$ and $\gamma+2 s \leq 0$ we have

$$
\begin{aligned}
& |(\Gamma(f, g), h)| \lesssim\left\{\|f\|_{L_{s+\gamma / 2}^{2}}\|\mid g\|\left\|_{\Phi_{\gamma}}+\right\| g\left\|_{L_{s+\gamma / 2}^{2}}\right\| f\| \|_{\Phi_{\gamma}}\right. \\
& \left.\quad+\min \left(\|f\|_{L^{2}}\|g\|_{L_{s+\gamma / 2}^{2}},\|f\|_{L_{s+\gamma / 2}^{2}}\|g\|_{L^{2}}\right)\right\}\|h\|_{\Phi_{\gamma}} .
\end{aligned}
$$

which concludes the proof of the first statement of Proposition 2.5.
To consider the case $\gamma+2 s<0$, and $\gamma \geq-3 s$, we go back to the very definition of $A_{3}$, that is (we have performed the usual change of variables)

$$
\begin{aligned}
& A_{3} \sim \iiint b \tilde{\Phi}_{\gamma} \mu_{*}^{\prime 1 / 4}\left(\mu_{*}^{\prime 1 / 8}-\mu_{*}^{1 / 8}\right)^{2} f_{*}^{2} g^{2} d \sigma d v d v_{*} \\
& \lesssim \iiint b \tilde{\Phi}_{\gamma}\left(\mu_{*}^{\prime 1 / 8}-\mu_{*}^{1 / 8}\right)^{2} f_{*}^{2} g^{2} d \sigma d v d v_{*}
\end{aligned}
$$

We estimate the spherical integral as usual, that is over the sets

$$
\left|v_{*}^{\prime}-v_{*}\right| \leq \frac{1}{2}<v_{*}>\text { and }\left|v_{*}^{\prime}-v_{*}\right| \geq \frac{1}{2}<v_{*}>
$$

It follows by Taylor formula that, on the first set (which is the singular part), one has, for another non important and non negative constant $c$

$$
\left(\mu_{*}^{1 / 8^{\prime}}-\mu_{*}^{1 / 8}\right)^{2} \lesssim \theta^{2}\left|v-v_{*}\right|^{2} \mu_{*}^{c} .
$$

On the other set, we just estimate the square by 1 . Note that on the second set we have, $\left|v-v_{*}\right| \gtrsim<v_{*}>$.

Then we find, by now standard computations, that

$$
\begin{aligned}
& A_{3} \lesssim \iint<v-v_{*}>^{\gamma} \mu_{*}^{c}\left|v-v_{*}\right|^{2 s}<v_{*}>^{2-2 s} f_{*}^{2} g^{2} \\
& +\iint<v-v_{*}>^{\gamma}\left|v-v_{*}\right|^{2 s}<v_{*}>^{-2 s} f_{*}^{2} g^{2} \\
& =\tilde{A}_{3,1}+\tilde{A}_{3,2}
\end{aligned}
$$

Now, for $\tilde{A}_{3,1}$, we write $<v-v_{*}>^{\gamma+2 s} \lesssim<v>^{\gamma+2 s}<v_{*}>^{-\gamma-2 s}$ and we see that we may absorb all the powers of $\left\langle v_{*}\right\rangle$ with the maxwellian, to get, for another non negative constant $d$

$$
\tilde{A}_{3,1} \lesssim\left\|\mu^{d} f\right\|_{L^{2}}^{2}\|g\|_{L_{\gamma / 2+s}^{2}}^{2}
$$

For $\tilde{A}_{3,2}$, we write

$$
<v-v_{*}>^{\gamma+2 s}<v_{*}>^{-2 s} \lesssim<v>^{\gamma+2 s}<v_{*}>^{-\gamma-2 s}<v_{*}>^{-2 s}=<v>^{\gamma+2 s}<v_{*}>^{-\gamma-4 s} .
$$

Note that the power $-\gamma-4 s$ which enters the power over $\left.<v_{*}\right\rangle$ can be written

$$
-\gamma-4 s=-(\gamma+2 s)-2 s
$$

the first term being positive. Of course $-\gamma-4 s \leq 0$ iff $\gamma \geq-4 s$, and this is true since we have assumed that $\gamma \geq-3 s$. Furthermore $\gamma+4 s \geq-\gamma-2 s$ again because $\gamma \geq-3 s$.

Therefore we obtained

$$
\tilde{A}_{3,2} \lesssim\|f\|_{L_{\gamma / 2+s}^{2}}^{2}\|g\|_{L_{\gamma / 2+s}^{2}}^{2}
$$

concluding the proof of the second statement.
Acknowledgements : The research of the second author was supported by Grant-in-Aid for Scientific Research No.22540187, Japan Society of the Promotion of Science. The last author's research was supported by the General Research Fund of Hong Kong CityU\# 103109, and the Lou Jia Shan Scholarship programme of Wuhan University. The five authors would like to thanks the financial supports from City University of Hong Kong, Kyoto University, Rouen University and Wuhan University for their visits.

## References

[1] R. Alexandre, Sur le taux de dissipation d'entropie sans troncature angulaire, C.R. Acad. Sci. Paris, Serie I, 326 (1998), 311-315.
[2] R. Alexandre, A review of Boltzmann equation with singular kernels. Kinetic and related models, 2-4 (2009) 551-646.
[3] R. Alexandre, L. Desvillettes, C. Villani and B. Wennberg, Entropy dissipation and longrange interactions, Arch. Rational Mech. Anal., 152 (2000) 327-355.
[4] R.Alexandre, Y.Morimoto, S.Ukai, C.-J.Xu and T.Yang, Uncertainty principle and kinetic equations, J. Funct. Anal., 255 (2008) 2013-2066.
[5] R.Alexandre, Y.Morimoto, S. Ukai, C.-J.Xu and T.Yang, Regularizing effect and local existence for non-cutoff Boltzmann equation, Arch. Rational Mech. Anal., Doi:10.1007/s00205-010-0290-1
[6] R.Alexandre, Y.Morimoto, S. Ukai, C.-J.Xu and T.Yang, Global existence and full regularity of the Boltzmann equation without angular cutoff, http://hal.archives-ouvertes.fr/docs/00/44/30/34/PDF/AMUXY3-Noel09-1.pdf
[7] R.Alexandre, Y.Morimoto, S. Ukai, C.-J.Xu and T.Yang, The Boltzmann equation without angular cutoff in the whole space: II, Global existence for soft potentials. in preparation.
[8] R.Alexandre, Y.Morimoto, S. Ukai, C.-J.Xu and T.Yang, The Boltzmann equation without angular cutoff in the whole space: III, Global existence for hard potentials. in preparation.
[9] R.Alexandre, Y.Morimoto, S. Ukai, C.-J.Xu and T.Yang, The Boltzmann equation without angular cutoff in the whole space: IV, Full regularization of solutions. in preparation.
[10] L. Desvillettes and B. Wennberg, Smoothness of the solution of the spatially homogeneous Boltzmann equation without cutoff. Comm. Partial Differential Equations, 29-1-2 (2004) 133-155.
[11] P.-T. Gressman, R.-M. Strain, Global strong solutions of the Boltzmann equation without angular cut-off. arXiv:0912.0888v1.pdf
[12] P.-T. Gressman, R.-M. Strain, Global classical solutions of the Boltzmann equation with long-range interactionsss and soft potentials. arXiv:1002.3639v1.pdf
[13] Y. Guo, The Landau equation in a periodic box. Comm. Math. Phys., 231 (2002) 391-434.
[14] Z. H. Huo, Y.Morimoto, S.Ukai and T.Yang, Regularity of solutions for spatially homogeneous Boltzmann equation without angular cutoff. Kinetic and Related Models, 1 (2008) 453-489.
[15] P. L. Lions, Regularity and compactness for Boltzmann collision operator without angular cut-off. C. R. Acad. Sci. Paris Series I, 326 (1998), 37-41.
[16] C. Mouhot, Explicit coercivity estimates for the linearized Boltzmann and Landau operators. Comm. Part. Diff. Equations, vol. 31, (2006) 1321-1348.
[17] C. Mouhot and R.M. Strain, Spectral gap and coercivity estimates for linearized Boltzmann collision operators without angular cutoff, J. Math. Pures Appl. (9) 87 (2007), no. 5, 515535.
[18] Y. P. Pao, Boltzmann collision operator with inverse power intermolecular potential, I, II. Commun. Pure Appl. Math., 27 (1974), 407-428, 559-581.
[19] S. Ukai, Solutions of the Boltzmann equation, Pattern and Waves - Qualitative Analysis of Nonlinear Differential Equations (eds. M.Mimura and T.Nishida), Studies of Mathematics and Its Applications 18, pp37-96, Kinokuniya-North-Holland, Tokyo, 1986.
[20] C. Villani, Regularity estimates via entropy dissipation for the spatially homogeneous Boltzmann equation, Rev. Mat. Iberoamericana, 15-2 (1999) 335-352.
[21] C. Villani, A review of mathematical topics in collisional kinetic theory. Handbook of Fluid Mechanics. Ed. S. Friedlander, D.Serre, 2002.
R. Alexandre, IRENAV Research Institute, French Naval Academy Brest-Lanvéoc 29290, France

E-mail address: radjesvarane. alexandre@ecole-navale.fr
Y. Morimoto, Graduate School of Human and Environmental Studies, Kyoto University, Kyoto, 606-8501, Japan

E-mail address: morimoto@math.h.kyoto-u.ac.jp
S. Ukai, 17-26 Iwasaki-Cho, Hodogaya-ku, Yokohama 240-0015, Japan

E-mail address: ukai@kurims.kyoto-u.ac.jp
C.-J. Xu, School of Mathematics, Wuhan University 430072, Wuhan, P. R. China; and Université de Rouen, UMR 6085-CNRS, Mathématiques, Avenue de l'Université, BP.12, 76801 Saint Etienne du Rouvray, France

E-mail address: Chao-Jiang.Xu@univ-rouen.fr
T. Yang, Department of mathematics, City University of Hong Kong, Hong Kong, P. R. China; and School of Mathematics and Statistics, Wuhan University, Wuhan 430072, P.R. China

E-mail address: matyang@cityu.edu.hk


[^0]:    2000 Mathematics Subject Classification. 35A05, 35B65, 35D10, 35H20, 76P05, 84C40.
    Key words and phrases. Boltzmann equation, non-cutoff cross-sections, non-isotropic norm, coercivity estimate.

