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Abstract—In this work, the problem of fault detection and identification in systems described by Takagi-Sugeno fuzzy systems is studied. A proportional integral observer is conceived in order to reconstruct state and faults which can affect the system. In order to estimate actuator and sensor faults, a mathematical transformation is made to conceive an augmented system, in which the initial sensor fault appears as an actuator fault. Considering actuator fault as an unknown input, one can use an unknown inputs estimation method. The noise effect on the state and fault estimation is also minimized.

I. INTRODUCTION

Observers with unknown inputs [9] are used to estimate actuators faults which can be assumed to unknown inputs. This estimation can be made using a proportional integral observer [5], [8], [13], [12]. In often cases, process can be subjected to disturbances which have as origin the noises due to its environment, uncertainty of measurements and faults of sensors and/or actuators. These disturbances have harmful effects on the normal behaviour of the process and their estimation can be used to conceive a control strategy able to minimize their effects [16]. In the case of sensor faults, Edwards [3] proposes for linear systems to use a new state which is a filtrate version of the output, to conceive an augmented system in which the sensor fault appears as an unknown input. This formulation was used by [17] to make sensor faults estimation. Khedher and al. [7] were proposed an extension of this method to nonlinear Takagi-Sugeno Fuzzy systems.

The main contribution in this paper is to estimate simultaneously actuator and sensor faults, affecting Takagi-Sugeno fuzzy systems. Sensor faults estimation is made using the extension of the mathematical transformation proposed in [3] to this kind of models.

The paper is organised as follows. Section 2 recalls an elementary background about the Takagi-Sugeno fuzzy model. The proposed method of faults estimation is the subject of section 3. A numerical example which shows the performance of the proposed approach is presented in the last section.

II. ON THE TAKAGI-SUGENO FUZZY SYSTEMS

Approaches using nonlinear Takagi-Sugeno Fuzzy systems, (sometimes named multiple model [6], [11]) are the object of many works in different contexts dealing with the presence of unknown inputs or parameter uncertainties [2], [4], [5], [7], [12], [14]. This model, known as Takagi-Sugeno multiple model, has been initially proposed, in a fuzzy modelling framework, by Takagi and Sugeno [15] and in a multiple model modelling framework by Johansen and Foss [6].

Each nonlinear dynamic system can be simply, described by a Takagi-Sugeno fuzzy model [15]. A Takagi-Sugeno model is described by fuzzy IF-THEN rules which represent local linear input/output relations of the non-linear system. It has a rule base of M rules, each having p antecedents, where the \( i \)th rule is expressed as

\[
R^i: \text{IF } \xi_1 \text{ is } F^i_1 \text{ and } \ldots \text{ and } \xi_p \text{ is } F^i_p \text{ THEN } \begin{cases} 
\dot{x}(t) = A_i x(t) + B_i u(t) \\
y(t) = C_i x(t) \end{cases}
\]

(1)

in which \( i = 1, \ldots, M \), \( F^j_p \) (\( j = 1, \ldots, p \)) are fuzzy sets and \( \xi = [\xi_1, \xi_2, \ldots, \xi_p] \) is a known vector of premise variables [10] which may depend on the state, the input or the output. The final output of the normalized Takagi-Sugeno fuzzy model can be inferred as:

\[
\begin{align*}
\dot{x}(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))(A_i x(t) + B_i u(t)) \\
y(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))C_i x(t)
\end{align*}
\]

(2)

The weighting functions \( \mu_i(\xi(t)) \) are nonlinear and depend on the decision variable \( \xi(t) \).

The weighting functions are normalized rule defined as:

\[
\mu_i(\xi(t)) = \frac{T_j^p \omega_j(\xi(t))}{\sum_{j=1}^{M} T_j^p \omega_j(\xi(t))}
\]

(3)

where \( \omega_j(\xi(t)) \) is the grade of membership of the premise variable \( \xi \) and \( T \) denotes a t-norm. The weighting functions must satisfy the sum convex property expressed in the following equations:

\[
0 \leq \mu_i(\xi(t)) \leq 1, \quad \sum_{i=1}^{M} \mu_i(\xi(t)) = 1
\]

(4)
If, in the equation which defines the output, we impose that \( C_1 = C_2 = \ldots = C_M = C \), the output of the multiple model (2) is reduced to: \( y(t) = Cx(t) \) and the multiple model becomes:

\[
\dot{x}(t) = \sum_{i=1}^{M} \mu_i(\xi(t)) (A_i x(t) + B_i u(t)) \quad (5a)
\]

\[
y(t) = Cx(t) \quad (5b)
\]

This model has been largely considered for analysis, modelling, control and state estimation of nonlinear systems [1].

III. FAULTS ESTIMATION

Consider the following nonlinear Takagi-Sugeno system affected by a sensor fault, actuator fault and a measurement noise described by:

\[
\dot{\bar{x}}(t) = \sum_{i=1}^{M} \mu_i(\xi(t)) (-\bar{A}_i \bar{x}(t) + \bar{A}_i Cx(t) + \bar{A}_i Fg(t)) \quad (7)
\]

where \( \bar{x}(t) \in R^n \) represents the system state, \( \bar{y}(t) \in R^m \) is the measured output, \( u(t) \in R^p \) is the system input, \( f(t) \) and \( g(t) \) represent respectively actuator and sensor faults which are assumed to be bounded and \( w(t) \) is the measurement noise. \( A_i, B_i \) and \( C \) are known constant matrices with appropriate dimensions. \( E, F \) and \( D \) are respectively the actuator faults, the sensor faults and the noise distribution matrices which are assumed to be known. The scalar \( M \) represents the number of local models.

Let us consider the new state \( z \in R^p \) given by:

\[
\dot{\bar{z}}(t) = \sum_{i=1}^{M} \mu_i(\xi(t)) (\bar{A}_i \bar{z}(t) + \bar{A}_i Cx(t) + \bar{A}_i Fg(t)) \quad (14)
\]

where \( \bar{A}_i, \quad i = 1, \ldots, M \) are stable matrices.

One introduce the augmented state \( X = [x^T \ z^T]^T \), this state is given by:

\[
\dot{\bar{X}}(t) = \sum_{i=1}^{M} \mu_i(\xi(t)) (A_{ai} \bar{X}(t) + B_{ai} u(t) + W_{ai} e(t)) \quad (8a)
\]

\[
Y(t) = C_a \bar{X}(t) + D_a w(t) \quad (8b)
\]

where:

\[
A_{ai} = \begin{bmatrix} A_i & -\bar{A}_i \\ \bar{A}_i C & \bar{A}_i \end{bmatrix}, \quad B_{ai} = \begin{bmatrix} B_i \\ 0 \end{bmatrix}, \quad D_a = \begin{bmatrix} D \\ 0 \end{bmatrix}
\]

\[
C_a = \begin{bmatrix} C \\ 0 \\ I \end{bmatrix}, \quad W_{ai} = \begin{bmatrix} E \\ 0 \\ A_i F \end{bmatrix}, \quad e = \begin{bmatrix} f \\ g \end{bmatrix}
\]

The structure of the chosen observer is:

\[
\dot{\bar{X}}(t) = \sum_{i=1}^{M} \mu_i(\xi(t)) (A_{ai} \bar{X}(t) + B_{ai} u(t) + W_{ai} e(t) + K_i(Y(t) - \bar{Y}(t))) \quad (9a)
\]

\[
\dot{\bar{e}}(t) = \sum_{i=1}^{M} \mu_i(\xi(t)) (L_i(Y(t) - \bar{Y}(t))) \quad (9b)
\]

\[
\bar{Y}(t) = C_a \bar{X}(t) \quad (10)
\]

where \( \bar{X}(t) \) is the estimated system state, \( \bar{e}(t) \) represents the estimated fault, \( \bar{Y}(t) \) is the estimated output, \( K_i \) are the local model proportional observer gains and \( L_i \) are the local model integral gains to be computed.

Let us define the state estimation error \( \dot{\bar{x}}(t) \) and the fault estimation error \( \dot{\bar{e}}(t) \):

\[
\dot{\bar{x}}(t) = X(t) - \bar{X}(t) \quad \text{and} \quad \dot{\bar{e}}(t) = e(t) - \bar{e}(t) \quad (11)
\]

The dynamics of these errors can be expressed as follow:

\[
\dot{\bar{e}}(t) = \sum_{i=1}^{M} \mu_i(\xi(t)) ((A_{ai} - K_i C_a) \bar{e}(t) + W_{ai} \bar{f}(t) + K_i D_a w(t)) \quad (12)
\]

\[
\dot{\bar{e}}(t) = \bar{e}(t) - \sum_{i=1}^{M} \mu_i(\xi(t)) (L_i C_a \bar{e}(t) - L_i D_a w(t)) \quad (13)
\]

The following matrices are introduced:

\[
\varphi = [\bar{e}^T \quad \bar{e}^T]^T \quad \text{and} \quad \varepsilon = [w^T \quad \bar{e}^T]^T \quad (14)
\]

The equations (12) and (13) can be written:

\[
\dot{\varphi} = A_m \varphi + B_m \varepsilon \quad (15)
\]

with:

\[
A_m = \sum_{i=1}^{M} \mu_i(\xi(t)) \bar{A}_i \quad \text{and} \quad B_m = \sum_{i=1}^{M} \mu_i(\xi(t)) \bar{B}_i \quad (16)
\]

where:

\[
\bar{A}_i = \begin{bmatrix} A_{ai} - K_i C_a & W_{ai} \\ -L_i C_a & 0 \end{bmatrix}, \quad \bar{B}_i = \begin{bmatrix} -K_i D_a \\ -L_i D_a \end{bmatrix} \quad (17)
\]

The matrix \( I \) is the identity matrix with appropriate dimensions. In order to analyse the convergence of the generalized estimation error \( \varphi(t) \), let us consider the following quadratic Lyapunov candidate function \( V(t) \):

\[
V(t) = \varphi(t)^T P \varphi(t) \quad (18)
\]

where \( P \) denotes a positive definite matrix.

The problem of robust state and fault estimation is reduced to find the gains \( K \) and \( L \) of the observer to ensure an asymptotic convergence of \( \varphi(t) \) towards zero if \( \varepsilon(t) = 0 \) and to ensure a bounded error in the case where \( \varepsilon(t) \neq 0 \), i.e.:

\[
\lim_{t \to \infty} \varphi(t) = 0 \quad \text{for} \ \varepsilon(t) = 0 \quad \text{and} \quad \|\varphi(t)\|_{Q_\varepsilon} \leq \lambda \|\varepsilon(t)\|_{Q_\varepsilon} \quad \text{for} \ \varepsilon(t) \neq 0 \quad = 0 \quad (19)
\]

where \( \lambda > 0 \) is the attenuation level. To satisfy the constraints (19), it is sufficient to find a Lyapunov function \( V(t) \) such that

\[
\dot{V}(t) + \varphi^T Q_\varphi \varphi - \lambda^2 \varepsilon^T Q_\varepsilon \varepsilon < 0 \quad (20)
\]

where \( Q_\varphi \) and \( Q_\varepsilon \) are two positive definite matrices. In order to simplify the notations, the time index \( (t) \) will be omitted henceforth. The inequality (20) can also be written as:

\[
\psi^T \Omega \psi < 0 \quad (21)
\]

with:

\[
\psi = \begin{bmatrix} \varphi \\ \varepsilon \end{bmatrix}, \quad \Omega = \begin{bmatrix} A_m^T P + P A_m + Q_\varphi & PB_m \\ PB_m^T & -\lambda^2 Q_\varepsilon \end{bmatrix} \quad (22)
\]
The inequality (21) holds if $\Omega < 0$. The matrices $A_m$ and $B_m$ can be written as:

$$A_m = \tilde{A}_m - \tilde{K}_m \tilde{C} \quad \text{and} \quad B_m = -\tilde{K}_m \tilde{D} + \tilde{I} \quad (23)$$

with $\tilde{A}_m = \sum_{i=1}^{M} \mu_i(\xi) \tilde{A}_{mi}$ and $\tilde{K}_m = \sum_{i=1}^{M} \mu_i(\xi) \tilde{K}_{mi}$ where $\tilde{K}_{mi} = \begin{bmatrix} K_i \\ L_i \end{bmatrix}$ and $\tilde{A}_{mi} = \begin{bmatrix} A_{ni} & W_{ai} \\ 0 & 0 \end{bmatrix}$

With the following changes of variables $G_m = P\tilde{K}_m$ and $m = \lambda^2$, the matrix $\Omega$ can be put in the following form:

$$\Omega = \begin{bmatrix} P\tilde{A}_m + \tilde{A}_m^T P - G_m \tilde{C} - \tilde{C}^T G_m^T + Q_{\varphi} & -G_m \tilde{D} + P\tilde{I} \\ IT^T P - I T^T G_m^T & -mQ_{\xi} \end{bmatrix}$$

(24)

As $\Omega = \sum_{i=1}^{M} \mu_i(\xi) \Omega_i$, the negativity of $\Omega$ is assured if, $\Omega_i < 0$ $\forall i \in \{1, \ldots, M\}$ with:

$$\Omega_i = \begin{bmatrix} P\tilde{A}_{mi} + \tilde{A}_{mi}^T P - G_i \tilde{C} - \tilde{C}^T G_i^T + Q_{\varphi} & -G_i \tilde{D} + P\tilde{I} \\ IT^T P - I T^T G_i^T & -mQ_{\xi} \end{bmatrix}$$

(25)

and $G_i = P\tilde{K}_{mi}$. Solving LMI’s $\Omega_i < 0$ leads to determine the matrices $P$ and $G_i$ and the scalar $m$. The gain matrices are then deduced: $\tilde{K}_{mi} = P^{-1}G_i$. The observer design is summarized by the following theorem:

**Theorem:** The state estimation error $\hat{x}$ and the fault estimation error $\hat{f}$ is stable and the $L_2$-gain of the transfer from $\varepsilon(t)$ to $\varphi(t)$ is bounded, if there exists a symmetric, positive definite matrix $P$, gain matrices $G_i$, $i \in \{1, \ldots, M\}$ and a positive scalar $m$ such that the following LMI are verified:

$$\Omega_i = \begin{bmatrix} P\tilde{A}_{mi} + \tilde{A}_{mi}^T P - G_i \tilde{C} - \tilde{C}^T G_i^T + Q_{\varphi} & -G_i \tilde{D} + P\tilde{I} \\ IT^T P - I T^T G_i^T & -mQ_{\xi} \end{bmatrix} < 0$$

(26)

The observer gains (proportional and integral gains) are computed using $\tilde{K}_{mi} = P^{-1}G_i$ and the attenuation level is given by $\lambda = \sqrt{m}$.

IV. ILLUSTRATIVE EXAMPLE

Consider the nonlinear system described by a Takagi-Sugeno model with two local models, four states and four outputs, where $\xi(t) = u(t)$. Its structure is given by:

$$\dot{x}(t) = \sum_{i=1}^{2} \mu_i(u(t))(A_i x(t) + B_i u(t) + E_i f(t)) \quad (27a)$$

$$y(t) = C x(t) + F q(t) + D w(t) \quad (27b)$$

The system matrices are defined as below:

$$A_1 = \begin{bmatrix} -0.3 & -3 & -0.5 & 0.1 \\ -0.7 & -5 & 2 & 4 \\ 2 & -0.5 & -5 & -0.9 \\ -0.7 & -2 & 1 & -0.9 \end{bmatrix}, \quad B_1 = \begin{bmatrix} 1 \\ 5 \\ 4 \\ -3 \end{bmatrix}$$

$$A_2 = \begin{bmatrix} -0.2 & -3 & -0.6 & 0.3 \\ -0.6 & -4 & 1 & -0.6 \\ 3 & -0.9 & -7 & -0.2 \\ -0.5 & -1 & -2 & -0.8 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 4 \\ 6 \\ 0 \\ 0 \end{bmatrix}$$

$$E_1 = B_1, \quad E_2 = B_2, \quad C = I$$

$$D = \begin{bmatrix} 0.5 & 0.5 \\ 0.2 & 0.2 \\ 0.1 & 0.1 \\ 0 \end{bmatrix} \quad \text{and} \quad F = \begin{bmatrix} 3.25 & 5 \\ 0 & 0.5 \\ -3.25 & 1.75 \\ 5.75 & 5 \end{bmatrix}$$

The chosen weighting functions depends on the two inputs of the system. They have been created on the basis of Gaussian membership functions. Figure 1 shows their time-evolution showing that the system is clearly nonlinear since $\mu_1$ and $\mu_2$ are not constant functions.

![Fig. 1. Weighting functions](image-url)

Considering $u(t) = \begin{bmatrix} u_1(t) \\ u_2(t) \end{bmatrix}^T$, the signal $u_1(t)$ is a telegraph type signal whose amplitude is belongs to the interval $[0, 0.5]$. The signal $u_2(t)$ is defined by $u_2(t) = 0.3 + 0.1 \sin(\pi t)$. The actuator fault $f(t)$ is made up of two components:

$$f(t) = \begin{bmatrix} f_1(t) \\ f_2(t) \end{bmatrix}^T$$

with:

$$f_1 = \begin{cases} 0, & t \leq 6\text{sec} \\ \sin(0.5\pi t), & t > 6\text{sec} \end{cases}$$

$$f_2 = \begin{cases} 0, & t \leq 10\text{sec} \\ \sin(0.3\pi t), & t > 20\text{sec} \end{cases}$$

and the sensor fault $g(t)$ is defined as follows:

$$g(t) = \begin{bmatrix} g_1(t) \\ g_2(t) \end{bmatrix}^T$$

with:

$$g_1 = \begin{cases} 0, & t \leq 20\text{sec} \\ \sin(0.3\pi t), & t > 20\text{sec} \end{cases}$$

$$g_2 = \begin{cases} 0, & t \leq 35\text{sec} \\ 0.6, & t > 35\text{sec} \end{cases}$$

Choosing $Q_{\varphi} = Q_c = I, A_1 = 10*I$ and $A_2 = 15*I$, the $\mu, K_1, K_2, L_1$ and $L_2$ can be computed by solving the LMI (26).

The simulation results are shown in the figures 2 to 4, the proposed method provides good estimates of the system state (one present the states error of estimation of system (6) and simultaneously actuator and sensor faults. The proposed method allows to estimate faults even in the case of faults varying in the time. Figures 3 and 4 show the effectiveness of the method for faults having sinusoidal form.

V. CONCLUSION

This paper has presented an estimation method of sensor and actuator faults. A mathematical transformation is used to considerate sensor fault as an unknown input to an augmented system. This reconstruction is made for nonlinear systems represented by Takagi-Sugeno fuzzy models. This work include the analysis of the noise effect on measures, the proposed approche let possible to minimise the noise effect in the faults.
have illustrated the efficiency of the proposed approach. It is possible to use fault estimates to conceive a fault tolerant control able to minimise its effect on the system behaviour.
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