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Abstract

Gromov has shown how to construct holomorphic maps of the plane to a complex manifold with prescribed
values on a lattice. We prove a similar interpolation theorem for pseudo-holomorphic maps from a cylinder to an
almost-complex manifold. An infinite number of surgeries are required. On the way, we need a refinement of the
gluing process for two pseudo-holomorphic curves.

1 Introduction

Let (M,J) be an almost-complex manifold. Though pseudo-holomorphicmaps behave locally like holomorphic
ones, many properties do not to go through even with stringent assumptions. Our aim here is to adapt an interpo-
lation result described by Gromov to the pseudo-holomorphic case. Namely, in [3, §3.3] an interpolation theorem
for holomorphic mapsC to a complex manifoldM is obtained. That is, it is possible to find a map with prescribed
values on a certain lattice inC.

We shall show a similar result for maps from the cylinderS =C/Z to an almost-complex manifold(M,J) given
that there are pseudo-holomorphic curvesCP1 → M which intersect in a cyclical fashion, thatJ is regular (in the
sense of definition 3.6), and that there is a broader family ofpseudo-holomorphic curves covering a neighborhood
of one of the curves in the cycle (see section 4.1). The methods here will be quite different and will rely on
a proper gluing of these curves. Some consequences of this result will then be explored, namely that the maps
obtained actually form a very rich family of (unparametrized) cylinders.

The interpolation theorem requiring some technical preliminaries for a precise statement, we will only give the
following rough result; see 4.1 for all the details.

Theorem 1.1. Suppose(M,J) is an almost complex manifold of dimension greater than4. Suppose there is
a sequence of J-holomorphic curves uk : CP1 → M where k= 1,2, . . .N that intersect each other cyclically
and that their intersections are not tangent. Let J be regular (in the sense of definition 3.6). Suppose fur-
ther that u1 belongs to a family of pseudo-holomorphic curves covering aneighborhood of u1(z∗) for some
z∗ ∈ CP1(seesection4.1).Then there is a family of pseudo-holomorphic map v: S → M such that v is close to
this cyclic sequence of curves and the values of v on some lattice z0+ iNZ ⊂ S = C/Z can be prescribed to be
any point in U. Furthermore, if the uk do not possess other intersections then v−1(v(z)) is contained in some
neighborhood of z+ iNZ.

In particular, the assumptions of this theorem holds inCPn with its usual complex structure.
This result is achieved by gluing the cyclic sequence of curves together while satisfying the additional constraint

given by the values we want to be prescribed. The proof will consists in constructing an approximate solution (that
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is a map that is almost pseudo-holomorphic and passes by the prescribed points) and then deforming it (using an
implicit function theorem) to a truly pseudo-holomorphic map. Note that the last point of the theorem is not trivial
as the implicit function theorem will blur things. Thus one has make sure close to the points where gluing occurs
some injectivity is retained.

Section 2 will describe how to alter the construction described in [5]. Given two pseudo-holomorphic curves,
it is known (under proper assumptions onJ) that there exists a family of pseudo-holomorphic curves that can be
obtained by gluing them. However the behavior of these curves is not precisely known. Here is the improvement
we make.

Theorem 1.2. Let (M,J) be an almost-complex manifold of (real) dimension at least4. Let uh : Σ → M, where
h ∈ {0,1}, be two J-holomorphic curves such that uh(0) = m0,

∥

∥duh
∥

∥

L∞ ≤ C, J is regular in the sense of [5,

Definition 10.1.1] and Duh are surjective. If in a local chart uh(z) = ahz+O(|z|2), and that the ah are linearly
independent overC, then∃r0 such that∀r ≤ r0, ∃u a J-holomorphic curve such that in a local chart,

u(z) = a0z+a1 r2

z
+O(r1+ε)

for all z∈Ar4/3,r2/3 = {z|r4/3 < |z|< r2/3} and whereε∈]0, 1
3[; r0 and c0 depend on C,ε, ah, the second derivatives

of uh, J (up to its second derivatives) and on the norm of the inverse to Duh.

Theorem 1.2 says that if the vectorsa1 anda2 represent the tangent plane of the curves at the intersection in
some local chart of the point where the gluing occurs, then the glued curve (of parameterr) has the roughly the
behaviorur(z) = a1z+a2r2/z in close to a ring of radiusr. This is achieved by using a more precise approximate
solution to the glued curve. The technical difficulties arise, but they can be avoided by modifying the almost-
complex structure.

Section 3 will then explain how to pass from the gluing of two curves to the gluing of an infinite number of
curves. To do so one only requires to consider an hybridℓ∞(Lp) norm which will preserve the qualities we need of
standardLp norms while reducing the problem of an infinite number of gluing to a finite one.

Finally, section 4 will show how to simultaneously solve thepseudo-holomorphic equation̄∂Ju= 0 in addition
to the constraints given by prescribing value at points. Interpolation enables to show that the family of maps from
the cylinder toM is very large. This is not so surprising as the existence of a pseudo-holomorphic mapCP1 → M
will give rise to many mapsS → CP1 → M. It is important to mention that the maps are not obtained in such a
trivial fashion. First, they are of bounded differential. Second, the different maps obtained by the interpolation
theorem can be shown to have distinct images (see section 4.3.1). Also, if the mapsuk do not have additional
intersections an appropriate choice of parameters is sufficient to ensure that the map does not factor through an
holomorphic mapS → Σ (see section 4.3.2). Lastly, as in [3, §3.3], one can show that the family of maps given by
the interpolation theorem is of positive mean dimension (see section 4.3.3).

2 SummingJ-holomorphic curves

The first aspect of the theorem we shall prove is the good control of the behavior of the resulting cylinders around
the gluing points. But before we move to an infinite number of gluing, we shall at first do so with only two. This
is a refinement of the theorem described by McDuff-Salamon in[5] on the possibility of gluing two curves,i.e. to
find a family of curves whose images are close to the union of the images of two curves meeting atm0. In short, it
allows us to show that, given twoJ-holomorphic curvesu0 andu1 that intersect but are not tangent at a pointm0

there exists a family of curves whose image are close to the union of the images ofu0 andu1, and whose strangling
close tom0 are different.

This section describes how to modify this gluing so as to obtain that (in local charts nearm0 and 0∈ CP1) in
a ring of radiusr (around 0∈ CP1) a local expansion would be of the form:a0z+a1 r2

z +O(r1+ε), wherea0 and
a1 are the tangents to the curves atm0, andε ∈]0,1/3[. This information will be used later in section 4 to insure
that the intersection of a ball of radiusO(r1+ε) with the image of the map gives only discs when non-empty. The
method is very close to that of [5, §10], which itself parallels [1, §7.2].
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Throughout this sectionΣ will denote a Riemann surface (our interest is restricted toCP1) and(M,J) will be
an almost complex manifold of real dimension at least 4. The almost complex structureJ will be assumed regular
in the sense of [5, Definition 10.1.1] for the two curves considered and of class at leastC3. In particular, elliptic
regularity insures thatJ-holomorphic maps will be at leastC3.

2.1 Definitions and description of the gluing map

As we are concerned with local expansions, let us look at the local behavior of aJ-holomorphic map. Leta∈R2n

andz∈C, the productazmeansza= (x+ iy)a= xa+yJ0a, whereJ0 :=
(

0 −1l
1l 0

)

. Note that the local charts will be
chosen so that at 0∈ R2n the almost-complex structure induced byJ (which will still be denoted byJ) will be the
usual complex structure,i.e. J(0) = J0. Another convention is that the evaluation ofJ at a pointm will be written
Jm; note that the confusion that could arise between the usual structure and the evaluation ofJ at zero in a map is
not to be worried about as, by choice of local charts, they will be equal. We start by this known lemma (e.g. [6]).

Lemma 2.1. Let J be an almost complex structure onR2n such that J(0) = J0 :=
(

0 −1l
1l 0

)

. Let u: C→ R2n be a

J-holomorphic curve such that u(0) = 0. Then∃a∈ R2n such that u(z) = az+O(|z|2), for |z| small enough.

Proof. The notation(∂̄Jg f )(z) = df (z)+ Jg(z) ◦df (z)◦ j will be used to insist on the point at whichJ is looked at.
The first step is to remark that

∂̄Jg= ∂̄J′′g+(Jg− J′′g)J
′
g(∂J′ − ∂̄J′)g, (1)

for any two complex structuresJ′ andJ′′, and where∂J = ∂̄−J. On the other hand, writeu(z) =∑k,l zkzl ak,l +O(|z|3),
wherek, l ∈ {0,1,2}2\ {0}2, ak,l ∈ R2n and(s+ it )a= as+(J0a)t. It appears, by choosingJ′ = J′′ = J0 in (1) or
by looking directly at the expression in local coordinates,that ∂̄Ju= 0 if and only if

∑
k,l

ak,l lz
kzl−1+O(|z|2)+ (Ju− J0)J0

(

∑
k,l

ak,l kzk−1zl −ak,l lz
kzl−1+O(|z|2)

)

= 0. (2)

Furthermore, the coefficients(c1,c2) of the matrix ofJ can be expanded:

(J~x)c1,c2 = (J0)c1,c2 +∑
~k

bc1,c2,~k
(~x)

~k+O(|~x|3),

where~k ∈ {0,1,2}2n\ {0}2n. consequently, there is only one term of order 0 in (2):a0,1. If u is J-holomorphic,
it’s local expansion must be of the formu(z) = a1,0z+O(|z|2).

Before we proceed to the proof of theorem 1.2, let us note thatthe assumptions are more restrictive than in the
gluing procedure of [5, §10] where curves whose differential at m0 is 0 can be glued. For the remainder of this
section, we shall assume thata0 anda1 are linearly independent (overC; whence the condition dimRM ≥ 4). This
assumption is actually not crucial to realize the gluing (though it makes things slightly simpler, see lemma 2.13),
but is required in order to show that the strangling of the different curves is different (see remark 2.15) and that the
resulting curve does not actually pass bym0.

The behavior of the “summed” curve is however more precise. Indeed in [5, §10] the curve obtained by gluing
is a perturbation of a curve which is constant in a ring; this leads to a curve whose behavior in the given ring
is u(z) = O(r). The price to pay to obtain a more precise behavior is that theapproximate solution is no longer
constant in a ring. When the approximate solution is constant in a ringA, the almost-complex structureJ is also
constant forz∈ A. Section 2.4 describes how to modify the structureJ so as to make it constant near the point of
intersection, thus allowing to avoid the difficulty that arises.

The main ingredient in the proof remains the implicit function theorem of [5, §3.5]; recall that

sp := sup
06= f∈C∞(Σ)

‖ f‖L∞

‖ f‖W1,p
(3)

is the constant of the Sobolev embeddingW1,p(Σ,R) →֒ L∞(Σ,R), which is finite forp > dimΣ = 2 in our case
(cf. [2, §6.7]).
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Proposition 2.2. (see [5, Theorem 3.5.2]) LetΣ be a complex manifold of dimension1, let p> 2. ∀c0, ∃δ > 0
such that for all volume formsdvolΣ on Σ, all u ∈W1,p(Σ,M), all ξ0 ∈W1,p(Σ,u∗TM), and all Qu : Lp(Σ,Λ0,1⊗J

u∗TM)→W1,p(Σ,u∗TM) satisfying

sp(dvolΣ)≤ c0, ‖du‖Lp ≤ c0, ‖ξ0‖W1,p ≤ δ
8,

∥

∥∂̄J(expu(ξ0))
∥

∥

Lp ≤
δ

4c0
, DuQu = 1l, ‖Qu‖ ≤ c0,

there exists an uniqueξ such that

∂̄J(expu(ξ0+ ξ)) = 0, ‖ξ+ ξ0‖W1,p ≤ δ, ‖ξ‖W1,p ≤ 2c0
∥

∥∂̄J(expu(ξ0))
∥

∥

Lp.

The proof of this theorem is a consequence of the implicit function theorem (cf. [5, Proposition A.3.4]), and
we refer to [5, §3.5] for the proof. A bound on the second derivative ofFu (cf. [5, §A.3]) is required for it to hold.

We start by constructing a family of curvesur whose local expansion is as required, which satisfy the conditions
of the above theorem (ξ0 will be≡ 0) and whosē∂J is of the order ofO(r1+ε). Then, theξ obtained (the perturbation
of ur needed to obtain a true solution) will be bounded inL∞ (since it is bounded inW1,p) by O(r1+ε).

Before we describe these mapsur , we have to define cutoff functions which will be very useful.They will be
denoted byβ. The definition will not vary much, and, much like the following lemmas, is well-established; see [1]
or [5].

Definition 2.3. Let βδ,ε : R2 →R be the function defined by:

βδ,ε(z) =











1 if |z| < δ
lnε− ln |z|
lnε− lnδ if δ < |z| < ε

0 if ε < |z| .

This cutoff function has many useful properties, as can be seen in the following two lemmas:

Lemma 2.4.
∫
R2

∣

∣∇βδ,ε
∣

∣

2
= 2π

ln(ε/δ) .

In particular, this first lemma shows that this family contains a limit case of the Sobolev embedding. Indeed,
for fixedε and ifδ → 0, the function obtained is inW1,2, but not inL∞. The second lemma is also true whenp< 2
without even needing to assume thatξ(0) = 0.

Lemma 2.5. Letβ be as in definition 2.3, letξ ∈W1,p(Bε) where p> 2 be such thatξ(0) = 0, then∃sH such that:

‖(∇β) ·ξ‖Lp(Aδ,ε)
≤

(2π)1/psH

ln(ε/δ)1−1/p ‖ξ‖W1,p(Bε)
.

To find aJ-holomorphic curve with the desired local behavior, an intuitive idea would be to add up the local
expansions of two curves, namelyu0(z) andu1(r2/z), when|z| is close tor and to get back to either map outside
and inside the ring. Addition does not exist in manifolds, thus it is necessary to choose local charts in order to
achieve this. In the resulting formula, maps should be seen as functions from (an open set of)C to (an open set of)
R2n. The family of mapsur will be defined as follows:

ur(z) =



























u1( r2

z ) if |z| < r2−γ

β( r2

z )u
0(z)+u1( r2

z ) if r2−γ < |z| < r2−α

u0(z)+u1( r2

z ) if r2−α < |z| < rα

u0(z)+β(z)u1( r2

z ) if rα < |z| < rγ

u0(z) if rγ < |z|

(4)

where 0< γ < α < 1, and the cutoff function isβ = βrα,rγ (see definition 2.3).
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2.2 Metrics and estimates

Before we can estimate the norms of dur and of∂̄Jur (in Lp), we need to specify the metric on the domainΣ. When
|z| > r the curve defined byur will be close tou0, and when|z| < r, ur(r2/z) resemblesu1(z). These two subsets
of the domain will play a similar role; it is natural to give them equal weights (at the domain). Intuitively, this also
avoids the norm of the differential becoming large by givingto regions whose energy is of the same magnitude
equal weights in the domain. This metric will be the usual (Fubini-Study) metric when|z|> r, and the one induced

by z 7→ r2

z when|z| < r (see figure in the version available on the author’s webpage). More precisely, the metric
will be gr := (θr)−2(ds2+dt2), where

θr(z) =

{

r2+ |z|2/r2 si |z|< r
1+ |z|2 si |z|> r

It might seem necessary to work with norms that take into account the two distinct regions, but since the
situation is symmetric, estimates valid on a region will hold on the other. A more precise discussion can be found
in [5, §10.3]. We will only note that the volume remains boundedVol(Σ) ≤ 2π. The next lemma, taken from [5,
§10.3] says that Sobolev constant behaves similarly.

Lemma 2.6. The constant sp (cf. (3)) for the metric gr remains bounded independently of r.

It is now possible to evaluate theLp norms of dur and∂̄Jur in order to satisfy the assumptions of proposition
2.2. Our starting point is to bound the norm of powers ofz:

Lemma 2.7. Let r> 0, l, l ′ ≥ 1, 0≤ δ < ε ≤ 1, and‖·‖Lp(A
rε,rδ )

denote the Lp norm restricted to the ring Arε,rδ =

{z|rε < |z|< rδ}. Then

∥

∥zl
∥

∥

Lp(A
rε,rδ )

=
(

2π(1−r(ε−δ)(2+l p))
2+l p

)1/p
rδ(l+2/p) ∼ Kε,δ,p,l r

δ(l+2/p)

∥

∥

∥

r l ′

zl

∥

∥

∥

Lp,(A
rε,rδ )

=
(

2π(1−r(ε−δ)(l p−2))
l p−2

)1/p
r l ′+ε(−l+2/p) ∼ K′

ε,δ,p,l r
l ′+ε(−l+2/p)

where Kε,δ,p,l and K′
ε,δ,p,l are the limits as r→ 0 of the terms before the powers of r.

Proof. It is a direct calculation, valid forl 6=−2/p:

∥

∥zl
∥

∥

p
Lp(A

rε,rδ )
=

∫
A

rε,rδ

ρpl+1dρdθ

= 2π
[

ρ2+l p

2+ l p

]rδ

rε

=
(

2π(1−r(ε−δ)(2+l p))
2+l p

)

rδ(l p+2)

A simple manipulation of this equality gives the second estimation.

Lemma 2.8. Let r1 be such that
∣

∣

∣
ln rα−γ

1

∣

∣

∣

−1
< 1, then

∀r < r1,‖dur‖Lp ≤
∥

∥du0
∥

∥

Lp +
∥

∥du1
∥

∥

Lp + c1r2/p,

where c1 = (4K′
α,γ,p,2r2(1−α)+2K′

1,α,p,2)C and C≥ max(
∥

∥du0
∥

∥

L∞ ,
∥

∥du1
∥

∥

L∞).

Proof. In the regionr < |z|< rα this is a simple assertion:

‖dur‖Lp(Ar,rα ) ≤
∥

∥du0
∥

∥

Lp(Ar,rα )
+

∥

∥

∥

∥

r2

z2

∥

∥

∥

∥

Lp(Ar,rα )

∥

∥du1
∥

∥

C0 ≤
∥

∥du0
∥

∥

Lp(Ar,rα )
+CK′

1,α,p,2r
2/p.
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Whereas whenrγ < |z|, it is trivial since dur = du0. On Arα,rγ , a choice of a local chart and a local expansion

for u1 is needed: ifr is small, thenr2

z is also small in the given region,r2−α >
∣

∣

∣

r2

z

∣

∣

∣
> r2−γ. Indeed,

‖dur‖Lp(Arα ,rγ ) ≤
∥

∥du0
∥

∥

Lp(Arα ,rγ )
+

∥

∥

∥

∥

d

(

β(|z|)u1(
r2

z
)

)∥

∥

∥

∥

Lp(Arα ,rγ )

,

and since
∣

∣u1(z)
∣

∣≤C|z|, the second term can be written as

∥

∥

∥
d(β(z)u1( r2

z ))
∥

∥

∥

Lp
≤

∥

∥

∥

∥

u1( r2
z )

|z| ln rα−γ

∥

∥

∥

∥

Lp
+
∥

∥

∥
d(u1( r2

z ))
∥

∥

∥

Lp

≤
∥

∥

∥
C r2

z2

∥

∥

∥

Lp
|ln rα−γ|

−1
+
∥

∥du1
∥

∥

C0

∥

∥

∥

r2

z2

∥

∥

∥

Lp
.

As the terms appearing are of the formr
2

z2 , and using lemma 2.7,

∥

∥

∥

∥

d(β(z)u1
(

r2

z

)

)

∥

∥

∥

∥

Lp
≤CK′

α,γ,p,2(1+
∣

∣ln rα−γ∣
∣

−1
)r(1−α)(2−2/p)r2/p.

The contribution of the regionrα < |z| < rγ to ‖dur‖Lp tends to zero 0 asr → 0 faster thanr2/p. The final result
follows from the symmetry which yields the same conclusion on the region where|z|< r.

Our goal being to give a local expansion at order 1, we have to show that theLp norm of ∂̄Jur (which bounds
theW1,p norm and consequently theL∞ norm of the perturbation necessary to obtain a true solution) is O(r1+ε)
whenz is of norm close tor.

Lemma 2.9. Take2< p< 4. Letα ∈] p
p+2,

p
2p−2[ then there exists positive numbersε < min(α(1+2/p)−1,1−

α(2−2/p)), r2 and c2 (both depend on the second derivatives of u0 and u1, and on the product of the derivatives
of J with C) such that,∀r < r2,‖∂̄Jur‖Lp ≤ c2r1+ε.

Proof. Since the situation is symmetric, we will only be concerned with the part wherer < |z|. We split this region
again, as the definitionur varies.

‖∂̄Jur‖
p
Lp({z||z|>r}) = ‖∂̄Jur‖

p
Lp(Ar,rα )

+‖∂̄Jur‖
p
Lp(Arα,rγ )

.

The region where|z| > rγ does not contribute in the equality above sinceur = u0 is J-holomorphic. For the other
domains,Jw will be seen as a matrix valued map using a local chart. Again,the notation(∂̄Jg f )(z) = df (z)+Jg(z) ◦
df (z)◦ j will be used to emphasize the point at whichJ is evaluated. With this understood,

∥

∥∂̄Jur
∥

∥

Lp(Arα ,rγ )
=
∥

∥∂̄Jur − ∂̄Ju0
∥

∥

Lp(Arα ,rγ )

=
∥

∥

∥
∂̄Jur (ur −u0)+ (∂̄Jur − ∂̄Ju0 )u

0
∥

∥

∥

Lp(Arα ,rγ )

=
∥

∥

∥
∂̄Jur

(

β(z)u1( r2

z )
)

+(Jur − Ju0)du0◦ j
∥

∥

∥

Lp(Arα ,rγ )

≤
∥

∥

∥
d
(

β(z)u1( r2

z )
)

∥

∥

∥

Lp(Arα,rγ )
+ ‖J.‖C1

∥

∥du0
∥

∥

C0

∥

∥

∥
u1( r2

z )
∥

∥

∥

Lp(Arα,rγ )
.

The bounds obtained in lemma 2.8 and the norms computed in lemma 2.7 yield the following upper bound:

‖∂̄Jur‖Lp(Arα,rγ ) ≤CK′
α,γ,p,2(1+

∣

∣ln rα−γ∣
∣)r2−α(2−2/p)+ ‖J·‖C1 C2K′

α,γ,p,1r2−α(1−2/p)

In order to factorizer1+ε whenl = 1 or 2, one must have that 2−α(l −2/p)> 1⇔ α < p
lp−2. This condition

is only restrictive forl = 2.
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To evaluate the other part, we proceed as in lemma 2.1. Upon noticing that the local expansion of̄∂Ju implies
∣

∣∂̄Ju
∣

∣≤
∣

∣

∣

∂u
∂s + J(u) ∂u

∂t

∣

∣

∣
, and that theuh can be written as

uh(z) = ahz+∑
k,l

zkzl ah
k,l +O(|z|3) wherek, l ∈ {0,1,2}2,k+ l ≥ 2

whenr < |z|< rα, the following bound (it can also be seen using (1)) appears

∣

∣∂̄Jur
∣

∣ ≤

∣

∣

∣

∣

a0
1,1z+2a0

0,2z−a∞
1,1

r4

zz2 −2a∞
0,2

r4

z3 +O(|z|2)+O( r6

|z|4
)

+(Jur − J0)J0(a0
1,0+a∞

1,0
r2

z2 +O(|z|)+O( r4

|z|3
))

∣

∣

∣

∣

.

Thus, the factors|z|, r2

|z| and r4

|z|3
could endanger our goal, as an expansion of(Jur − J0) shows. It also means that

our bounds depend on the second derivatives of theuh, or on a product of the first derivatives ofJ anduh. TheLp

norm will be made of terms in
∥

∥zl
∥

∥

Lp(Ar,rα )
∼ K1,α,p,l rα(l+2/p)

∥

∥

∥

r l ′

zl

∥

∥

∥

Lp(Ar,rα )
∼ K′

1,α,p,l r
l ′−l+2/p

with l ′ > l ≥ 1, as computed in lemma 2.7. This raises a new condition onα: α(l + 2/p) > 1 ⇔ α > p
lp+2.

Consequently‖∂̄Jur‖Lp ≤ Kr1+ε under the condition thatα ∈] p
p+2,

p
2p−2[, which is only possible ifp< 4.

Remark2.10. For any p∈]2,4[, there is an optimal choice ofα. Indeed, ifα = 2
3 thenε < 1

3(
4
p −1). Taking p

close to2, enablesε to be close to1/3. Theorem 1.2 is obtained with this choice ofα. However, it is not possible
to take p→ 2 as some constants,e.g. sp, depend on p. The choice ofγ is quite secondary,e.g. one could choose
γ = 5

6.

2.3 Construction of the inverseQur

In this section, we will make the somehow strong assumption that J is constant in a neighborhood ofm0 ∈ M;
the reason why such a simplification is possible is explainedin §2.4. The whole gluing process is presented in its
proper order in section 2.5.

Before we apply the implicit function theorem, it is required to have a bounded inverse to the linearization of∂̄J

at ur , Dur . The existence of inverses forDuh combined with the observation that two maps which are close enough
will have close linearization, will enable the construction of this inverse. First let us show that ifu′ is close tou in
the sense ofW1,p, then the operatorsDu andDu′ are close. In order to identify their images, parallel transport is
necessary. However, it does not affect significantly the following computation:

‖Duξ−Du′ξ‖Lp ≤ ‖(Ju− Ju′)∇ξ‖Lp + 1
2

∥

∥Ju∇ξJu(du−du′)
∥

∥

Lp

+ 1
2

∥

∥(Ju∇ξJu− Ju′∇ξJu′)du′
∥

∥

Lp

≤ ‖J.‖C1 ‖u−u′‖C0 ‖∇ξ‖Lp + 1
2

∥

∥Ju∇ξJu
∥

∥

C0 ‖du−du′‖Lp

+ 1
2

∥

∥J.∇ξJ.
∥

∥

C1 ‖u−u′‖C0 ‖du′‖Lp

≤ sp‖J.‖C1 ‖u−u′‖W1,p ‖ξ‖W1,p + 1
2

∥

∥Ju∇ξJu
∥

∥

C0 ‖u−u′‖W1,p

+ 1
2sp
∥

∥J.∇ξJ.
∥

∥

C1 ‖u−u′‖W1,p ‖du′‖Lp

≤ sp‖J.‖C1 ‖u−u′‖W1,p ‖ξ‖W1,p

+ 1
2sp‖Ju∇Ju‖C0 ‖ξ‖W1,p ‖u−u′‖W1,p

+ 1
2s2

p‖J.∇J.‖C1 ‖ξ‖W1,p ‖u−u′‖W1,p ‖du′‖Lp

≤ c3(∇2J,du′,sp)‖ξ‖W1,p ‖u−u′‖W1,p .

(5)

For the curves we are concerned with, proximity in‖·‖W1,p will be insured as follows: d(ur −u0) is zero when

|z| > rγ, and it is of the order ofr
2

z2 whenr < |z| < rγ, consequently
∥

∥ur −u0
∥

∥

W1,p({|z|>r}) is of the order ofr2/p.

Thus,Dur will be close to one of theDuh inside or outside|z|= r.
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To be more precise, it is necessary to introduce intermediate curves, denoted byu0,r andu1,r . The first will be
defined as follows

u0,r(z) =



























u0(z) if |z| < r2−γ

u0(z)+β( r2

z )u
1( r2

z ) if r2−γ < |z| < r2−α

u0(z)+u1( r2

z ) if r2−α < |z| < rα

u0(z)+β(|z|)u1( r2

z ) if rα < |z| < rγ

u0(z) if rγ < |z|

,

and the second in an analogous manner. Since
∥

∥u0,r −u0
∥

∥

W1,p → 0 asr → 0, the operatorDu0,r will be as close as
required toDu0 and identical toDur when|z|> r.

The two inversesQu0 andQu1 will be used to construct an inverse toDur whose bound is independent ofr. First
we introduce some notations. Foru : Σ → M, let W1,p

u =W1,p(Σ,u∗TM), Lp
u = Lp(Σ,Λ0,1 T∗Σ⊗J u∗TM). Given

u0,u1 : Σ → M, such thatu0(0) = u1(0), denote by

W1,p
u0,1 :=

{

(ξ0,ξ1) ∈W1,p
u0 ×W1,p

u1 |ξ0(0) = ξ1(0)
}

.

The assumption thatp > 2 is of importance, sinceW1,p sections need not be continuous ifp ≤ 2, and their
evaluation at a point would not make sense.

Thanks to the regularity assumption made onJ, the operator

D0,1 : W1,p
u0,1 → Lp

u0 ×Lp
u1

(ξ0,ξ1) 7→ (Du0ξ0,Du1ξ1)

is surjective (cf. [5, §10.5]). Thus,D0,1 possesses an inverse which depends continuously on the pair(u0,u1) and
satisfies an uniform bound as(u0,u1) varies inM ∗(C). This suffices for our use, but if one would like to stay
in a case where “surjectivity” of the gluing map (cf. [5, Theorem 10.1.2.iii]) is possible, one needs to show that
amongst all the inverses ofD0,1, the one which is orthogonal to the kernel also has bounded norm. Recall that
surjectivity is the property that anyJ-holomorphic curve which is close to union of the curvesu0 andu1 is in the
image of the gluing map.

More precisely, ifW u0,1 ⊂W1,p
u0,1 is the (L2) orthogonal to the kernel ofD0,1, then the restriction of this operator

toW u0,1 is bijective and bounded. Its inverse will be denotedQ0,∞. It varies continuously with the pair(u0,u1) and
the bound is uniform asM ∗(C) is compact. To make this explicit, an identification must be made betweenW1,p

u0,1

andW1,p
v0,1 for pairs(u0,u1) and(v0,v1) sufficiently close (we will not do it here).

Since the mapsu0,r and u1,r are smallW1,p deformations ofu0 and u1, the spaceW1,p
0,1 may be seen as a

limit when r → 0 of spacesW1,p
0,1,r corresponding to these slightly altered maps. The operatorD0,1,r being a small

perturbation ofD0,1 it will possess a right inverse. To prove surjectivity of thegluing map (as in [5, Theorem
10.1.2.iii or Corollary 10.1.3], it is the inverseQ0,1,r whose image isL2-orthogonal to the kernel ofD0,1,r which
must be chosen. A verification must be made to show that the bound on the norm of this operator is independent
of r. This argument ([5, Lemma 10.6.1]) works without need of change in the situation in which we are (the kernel
of Du is finite-dimensional).

Thanks to the operatorDu0,1,r , an approximate inverseTur : Lp
ur →W1,p

ur for Dur will be obtained. Letη ∈ Lp
ur .

This 1-form will be cut along the circle|z|= r in two pieces(η0,η1):

η0(z) =

{

η(z) if |z|> r
0 if |z|< r

, η1(z) =

{

r2η(r2z) if |z|< 1/r
0 if |z|> 1/r

.

Since theηh are only inLp, the discontinuity is not problematic. Now let(ξ0,ξ1) = Q0,1,r(η0,η1). It is worth
stressing thatξ0(0) = ξ1(0) =: ξm0 ∈ Tm0M. Let δ ∈]0,1[. This choice is not of importance; it would suffice to
takeδ = 1

2. Let

β(z) = 1−βr1+δ,r(z) =















1 if r < |z|
ln |z|− ln(r1+δ)

− ln(rδ)
if r1+δ < |z| < r

0 if |z| < r1+δ

.
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The approximate inverse is:Tur η = ξr , where

ξr(z) =



























ξ0(z) if r1−δ < |z|

ξ0(z)+β( r2

z )(ξ
1( z

r2 )− ξm0) if r < |z| < r1−δ

ξ0(z)+ ξ1( z
r2 )− ξm0 if r = |z|

ξ1( z
r2 )+β(z)(ξ0(z)− ξm0) if r1+δ < |z| < r

ξ1( z
r2 ) if |z| < r1+δ

(6)

It remains to show that this is an approximate inverse as claimed,i.e. ‖Dur ξr −η‖Lp ≤ ε‖η‖Lp for someε ∈ [0,1[.
By construction the left-hand term is zero outsider1+δ < |z| < r1−δ. The assumption that the almost-complex
structure is constant on that region will now be important. We restrict our attention, thanks to symmetry, to the
piece|z|< r. By definitionDur ξ1(·/r2) = η(·). Hence,

Dur ξr −η = Du0,r (β(ξ0− ξm0))

= βDu0,r (ξ0− ξm0)+ (ξ0− ξm0)∂̄β
= (ξ0− ξm0)∂̄β,

(7)

sinceDu0,r ξ0 = 0 when|z|< r. It remains to bound this norm with respect to the metric (that depends onr). There
will be a factor ofθr(z)p−2 in the norm of the 1-forms, butθr < θ1 ≤ 2).

‖Dur ξr −η‖Lp(Br )
≤ 21−2/p‖Dur ξr −η‖Lp(|z|<r)

≤ 21−2/p
∥

∥(ξ0− ξm0)∂̄β
∥

∥

Lp(|z|<r)

≤ 2π1/psH
‖ξ0−ξm0‖W1,p

|δ ln r|1−1/p

≤ 2π1/psHspc4
(‖η0‖Lp+‖η∞‖Lp)

|δ ln r|1−1/p

≤ 4π1/psHspc4
‖η‖Lp

|δ ln r|1−1/p .

(8)

Lemma 2.5 is used to go from the 2nd to the 3rd line. The 4th line is obtained from the third using thatξm0 is
bounded by theC0 norm (and thus by theW1,p norm) of ξ0, and on the other hand that theW1,p norm of ξ0 is
bounded by a constant (coming from the norm ofQ0,1,r ) multiplied by theLp norm ofη0.

Lemma 2.11. Let ur be as defined in(4) then∀ε ∈ [0,1[,∃c4,∃r3 (which depend on c4, sp, and sH ), such that
∀r ≤ r3,∃Tur such that‖Dur Tur −1l‖ ≤ 1

2 and‖Tur‖ ≤ c4.

Proof. The only part of the statement which was not proved in the above discussion is the one concerning the norm
of Tur . It requires a bound on‖ξr‖W1,p as a function of‖η‖Lp. Only the cutoff function requires care, the bound
being otherwise found thanks to the bound onQ0,1,r . However,‖∇ξr‖ remains controlled exactly as in (8) thanks
to lemma 2.5.

Thus the true inverseQur will have the same image asTur and will be defined by:

Qur = Tur (Dur Tur )−1 = Tur

∞

∑
k=0

(1l−Dur Tur )k (9)

It satisfies the relation:Dur Qur = 1l and‖Qur‖ ≤ 2c4 , wherec4 comes from lemma 2.11.

2.4 On the assumption thatJ is constant nearm0

This section consists in noting that whenJ is close toJ′, the operatorDJ
u is close toDJ′

u for certainu (e.g. u0,u1

andur ). In order to speak of a difference between these two operators, we will see their images not as the space
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of (0,1)-forms taking value in TM (since the definition of a(0,1)-form depends on the almost-complex structure)
but as the space of TM-valued 1-forms.

∥

∥

∥
DJ

uξ−DJ′
u ξ
∥

∥

∥

Lp
≤ 1

2 ‖(Ju− J′u)∇ξ‖Lp + 1
2

∥

∥(Ju∇ξJu− J′u∇ξJ′u)du
∥

∥

Lp

≤ 1
2 ‖∇ξ‖Lp

‖Ju− J′u‖C0 + 1
2 ‖du‖C0 ‖ξ‖C0 ‖Ju∇Ju− J′u∇J′u‖Lp

≤ c5(du)‖ξ‖W1,p (‖Ju− J′u‖C0 + ‖Ju∇Ju− J′u∇J′u‖Lp
).

Thus, it is important to note that the dependence on the differential ofu will not be a problem for the maps we
consider.

Lemma 2.12. ∃r4(α,γ) such that∀r < r6, ‖dur‖C0 ≤ 2C.

Proof. This proof works in an analogous fashion as the bound of theLp norm of dur . Whenr < |z| < rα this is a
simple thing to check:

‖dur‖C0 ≤
∥

∥du0
∥

∥

C0 +

∥

∥

∥

∥

r2

z2

∥

∥

∥

∥

C0

∥

∥du1
∥

∥

C0 ≤ 2C.

If rγ < |z|, then dur = du0 so the conclusion is direct. Finally onArα,rγ , the computation requires a local chart

and a local expansion foru1: if r is small, thenr2

z is also small onArα,rγ : r2−α >
∣

∣

∣

r2

z

∣

∣

∣
> r2−γ. Thus,‖dur‖C0 ≤

∥

∥du0
∥

∥

C0 +
∥

∥

∥
d(β(|z|)u1( r2

z ))
∥

∥

∥

C0
, and since

∣

∣u1(w)
∣

∣≤C|w|+O(|w|2), the second term can be written as

∥

∥

∥
d(β(z)u1( r2

z ))
∥

∥

∥

C0
≤

∥

∥

∥

∥

u1( r2
z )

|z| ln rα−γ

∥

∥

∥

∥

C0
+
∥

∥

∥
d(u1( r2

z ))
∥

∥

∥

C0

≤
∥

∥Cr2/z2+O(r4/z3)
∥

∥

C0 |ln rα−γ|
−1

+
∥

∥du1
∥

∥

C0

∥

∥

∥

r2

z2

∥

∥

∥

C0

≤C
∣

∣r2−2α∣
∣(|ln rα−γ|

−1
+1)

TheC0 norm is bounded by the maximum of the bounds on each region:‖dur‖C0 ≤ max(2C,C,C+o(1))≤ 2C

for all r such that
∣

∣r2−2α∣
∣(|ln rα−γ|

−1
+1)< 1.

This lemma, together with lemma 2.13, allows us to chooser arbitrarily small without changing the proximity
of DJ

ur andDJ′
ur . It is important to show that this proximity is valid for the whole family of curves considered. The

property required ofJ′ is to be constant in a neighborhood ofm0. Consequently let us define forR∈]0,1[ and for
κ ∈ R> 0,

J′(w) =







J0 if |w| < R(1−Rκ)
Jβ(|w|)w if R(1−Rκ)< |w| < R
Jw if R< |w|

(10)

where

β(x) =











0 if x< R(1−Rκ)
lnx− lnR(1−Rκ)

− ln(1−Rκ)
if R(1−Rκ) < x< R

1 if R < x

Then‖J− J′‖C0 ≤ 2‖J− J0‖C0({|w|<R}) ≤ O(R). Furthermore, since

∣

∣∇(Jβ(|w|)w)
∣

∣ ≤

∣

∣

∣

∣

(∇J)β(|w|)w

(

β(|w|)− w
|w| ln(1−Rκ)

)
∣

∣

∣

∣

≤
∣

∣(∇J)β(|w|)w
∣

∣

(

1+ |ln(1−Rκ)|−1),

it is possible to obtain a rough bound for‖J∇J− J′∇J′‖Lp, if we suppose that‖du‖ ≥ d in Bρ(0), so that the
preimage byu of a small ball remains a small ball up to multiplication by a bounded factor. LetR′ be such that
BR′(m0)∩ Imuh ⊂ uh(Bρ(0)). In order to avoid cases where the map sends many subsets ofCP1 to BR′(m0) (for
instance, is non injective), it is possible to introduce almost complex structures that depend on a point of the

10



domain; we shall not go into such details. Thus, the preimageof |w|< R(1−Rκ) by u is dilated by at mostk ∝ 1
d ,

whence
‖J∇J‖Lp(u−1(|w|<R(1−Rκ))) ≤ ‖J∇J‖L∞ (kR2(1−Rκ)2)1/p,

and similarly for the ringR(1−Rκ)< |w|< R, the bound is

∥

∥J∇J− J′∇J′
∥

∥

Lp(u−1(R(1−Rκ)<|w|<R)) ≤ ‖J∇J‖L∞

(

2+
1

ln(1−Rκ)

)

(kR2+κ(2−Rκ))1/p.

If R2+κ(1−p) → 0 (e.g. if κ = 1
p−1 andR→ 0), the operators associated toJ andJ′ will be as close as needed.

There remains to check that the assumption on the lower boundon the differential holds foru0,u1 andur .
For u0 andu1 it follows from the fact thata0 anda1 are not trivial. As forur , it is a consequence of their linear
independence overC: let µ = minz(

∣

∣a0+ za1
∣

∣ ,
∣

∣a0z+a1
∣

∣), then, onAr,rα , dur = du0− r2

z2 du1 has norm bounded
from below byµ. The cutoff functionβ is not of importance since it is always multiplied by one of these linearly
independent factors (inuh∇β or in βduh). Thus if the first order terms in local expansions are dominant, the same
bounds hold onArα,rγ . In short, we have proved the following lemma.

Lemma 2.13.∃r5(a0,a1,∇2uh),d(a0,a1) such that∀z∈{z| |z| ≤ r5},
∣

∣duh(z)
∣

∣≥ d, and∀r,z satisfyingmax(|z| ,
∣

∣

∣

r2

z

∣

∣

∣
)≤

r5, |dur(z)| ≥ d.

Recall that this lemma and remark 2.15 are the only place where the fact that the curves are not tangent at their
intersection point is used. However, the use of this lemma isto get a bound on the size of the preimage of the
region where the almost-complex structureJ is modified. This bound can be obtained without this assumption, but
remark 2.15 would no longer hold. This section is summarizedin the next proposition.

Proposition 2.14. Let u0 and u1 be as in the assumptions of theorem 1.2. Let J′ be the almost complex structure
on M which is constant on a neighborhood BR(m0) of m0 defined in(10). ∀u such that z∈ Bρ ⇒ |du(z)| ≥ d,

∃c7(‖du‖L∞ ,‖∇J‖L∞ ,‖J∇J‖L∞ ,d) which makes the following true:‖DJ
u−DJ′

u ‖ ≤ c7R[2+κ(1−p)]/p.
In particular, the curves u0,u1, and all the ur (as defined in(4)) for r < r5 satisfy this condition, for the same

constant c7 since their differential is uniformly bounded when r< min(r6, r7).

In order to justify the assumption thatJ was constant in a neighborhood ofm0 made in §2.3, it suffices to
construct thisJ′. In the end, the inverse ofDJ′

ur obtained will be an approximate inverse toDJ
ur . The independence

of J′ with respect tor is crucial for this new structure to be usable.

2.5 Realizing the sum

This section presents the proof of theorem 1.2; it is a matterof setting up the situation so that proposition 2.2 can
be applied. First, by assumption we are given two curvesu0 andu1 whose tangents at 0 are linearly independent
(overC) and the linearized operatorsDJ

u are surjective of bounded right inverses. Letp∈]2,4[, let ur be the family
of maps introduced in (4), with parametersα = 2

3 andγ = 5
6 (as specified in remark 2.10). Thanks to lemma 2.8, if

r < r1 = e−6

‖dur‖Lp ≤
∥

∥du0
∥

∥

Lp +
∥

∥du1
∥

∥

Lp + c1r2/p.

On the other hand, whenr < r2(∇2uh,C∇J), lemma 2.9 states that

‖∂̄Jur‖ ≤ c2r1+ε.

Before we can invoke proposition 2.2, we must show that thereis a bounded (independently ofr) tight inverse to
Dur . Two uniform bounds (forr sufficiently small) are obtained by lemmas 2.12 and 2.13. Thefirst gives an upper
bound to|dur | whenr < r6. The second gives a lower bound for the differentials whenr < r7 andr2/r7 < |z|< r7.
Next, whenR is small enough so thatBR(m0)∩ ∂uh(Bρ(0)) = ∅, the operatorsDJ

u0, DJ
u1 andDJ

ur are arbitrarily
close (by choosingR arbitrarily small) from the one defined by the structureJ′ of (10). The difference between
these operators is uniform for all choices of parameterr smaller thanr6, r7 andρ.
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Thus,DJ
u0 andDJ

u1 have bounded right inverses and so doDJ′

u0 andDJ′

u1. From these inverses we construct in

section 2.3 and under the assumption thatr < r5(sp,sH ,c4), an inverse toDJ′
ur . The dependence ofc4 onJ′ will not

be fatal since a choice of a smallerr does not increase the difference betweenDJ
ur andDJ′

ur . The bounded inverse
of the second gives a bounded inverse for the first.

Implicit function theorem can now be used by choosingξ0 = 0 andu = ur . The result is theJ-holomorphic
curve expuξ, where

‖ξ‖W1,p < cr1+ε.

In particular, thanks to Sobolev embedding, the sup norm ofξ is bounded, and consequently the difference between
the holomorphic map obtained by perturbation ofur andur itself will be of the order ofr1+ε.

Remark2.15. Let ε ∈]0,1/3[, let 0< ρ1 < ρ2 < r0(ε), let hρ1 and hρ2 be curves obtained by theorem 1.2,i.e. by
applying proposition 2.2 to the maps uρ1 and uρ2. Then, for a K∈R, if ρ1 < ρ2(1−Kρε

2) these two curves are at a
positive Hausdorff distance. This is seen by looking at the strangling the approximated solutions have close to the
gluing point. On one hand, theorem 1.2 states that the Hausdorff distance from hρi to uρi is bounded by O(ρ1+ε

i ).
On the other hand, the distance from uρ1 to uρ2 is at least K′(ρ2−ρ1).

Furthermore, the implicit function theorem (as in [5, Theorem A.3.3]) indicates that the dependence of hρ on
uρ is continuous. Thus, there exists aρ0 such that the hρ for ρ < ρ0 realize all possible strangling.

3 Chains of curves

This section is concerned with gluing (under certain assumptions) an infinite number ofJ-holomorphic curves
in order to obtain aJ-holomorphic cylinder. Although the method applies to general situations, we could content
ourselves with the following setting. Assume threeJ-holomorphic curves intersect at three points, then there is aJ-
holomorphic cylinder that curls up around those curves. Themain point of this section is to introduce a new norm,
ℓ∞(Lp), on the base space. This will enable to treat the infinite number of gluing as if only two were happening.
As such, it is a preparatory step for the interpolation construction.

3.1 Cylinder and ℓ∞(Lp) norms

The way the infinite number of gluing will be made is of course important. LetΣi = CP1 be compact Riemann
surfaces, letzi;0 andzi;∞ ∈ Σi be two marked points on each surface, and letui : Σi →M beJ-holomorphic maps (for
i ∈ Z) such that∀i ∈ Z,ui(zi;0) = ui−1(zi−1;∞). Finally, letS = R×S1 = C/Z be theJ-holomorphic cylinder. This
section will construct aJ-holomorphic mapu(r i) : S → M which is arbitrarily close to theui , that isu(r i) restricted
to [i, i +1]×S1 is close toui when sup{r i}→ 0.

The spaceS = R×S1 = C/Z will be given a peculiar metric so that each segment[i, i +1] resembles a sphere
with two discs removed (see figure in the version available onthe author’s webpage). Let(r i) ∈ ℓ∞(Z;R>0). Let
g(r i) be a family of metrics defined as follows. Leti ∈ Z, theng(r i) is the metric induced by the mapµi;r i ,r i+1 which
embeds[i, i +1]×S1 into the compact Riemann surfaceΣi with the two discsBr i (zi;0) andBr i+1(zi+1;∞) removed.

The volume of such a surface is infinite. Thus,Lp norms are not expected to behave nicely. However a slight
alteration will do. Let us consider the sup of theLp norms on annuli around each circle{i}×S1. LetV be a vector
bundle overS (with a connection and a norm) and letξ : S →V be a section, define

‖ξ‖ℓ∞(Lp) = sup
n∈Z

‖ξ‖Lp([n− 2
3 ,n+

2
3 ]×S1) ,

‖ξ‖ℓ∞(W1,p) = sup
n∈Z

‖ξ‖W1,p([n− 2
3 ,n+

2
3 ]×S1) .

(11)

These norms will retain all the properties we need and will allow to look at the problem only one gluing at a time.
It has been pointed to the author that similar norms are used [7]. A proof identical to that of lemma 2.6, allows us
to deduce that Sobolev embedding holds with a constant whichdoes not depend on the parametersr i (given they
are sufficiently small).
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Lemma 3.1. Suppose dΣi (zi;0,zi;∞)≥ c0. Given thatsup
i∈Z

r i <
c0
3 , there exists a constant s′

p ∈R>0 such that

s′p := sup
06= f∈C∞(S )

‖ f‖L∞

‖ f‖ℓ∞(W1,p)

.

Proof. Each function can be decomposed as a sequence of functions onΣi = CP1 with Brn(zn;0) andBrn+1(zn+1;∞)
removed. The estimates follow from the fact that a ball with the Fubini-Study metric and one (or a fixed finite
number of discs) removed has a Sobolev constant that remainsbounded as the radius of the discs tends to 0. See
[5] for details.

The main result that will allow us to conclude is an adaptation of proposition 2.2 to these norms.

Proposition 3.2. Let S be one of the 1-dimensional non-compact complex manifolds described above. Let p> 2.
∀c0,∃δ > 0 such that for all volume formsdvolS on S induced as above by the maps µi;r i ,r i+1, all continuous
map u such thatdu∈ ℓ∞(Lp)(TS ,u∗TM), all ξ0 ∈ ℓ∞(W1,p)(S ,u∗TM), and all Qu : ℓ∞(Lp)(S ,Λ0,1⊗J u∗TM) →
ℓ∞(W1,p)(S ,u∗TM) satisfying

s′p(dvolS )≤ c0, ‖du‖ℓ∞(Lp) ≤ c0, ‖ξ0‖ℓ∞(W1,p) ≤
δ
8,

∥

∥∂̄J(expu(ξ0))
∥

∥

ℓ∞(Lp)
≤ δ

4c0
, DuQu = 1l, ‖Qu‖ ≤ c0,

there exists a uniqueξ such that

∂̄J(expu(ξ0+ ξ)) = 0, ‖ξ+ ξ0‖ℓ∞(W1,p) ≤ δ, ‖ξ‖ℓ∞(W1,p) ≤ 2c0‖∂̄J(expu(ξ0))‖ℓ∞(Lp).

The proof will require the implicit function theorem in Banach spaces, as does the proof of proposition 2.2; it
will be invoked again in section 4.

The techniques are essentially the same as before, it suffices to insure that the curvesui and the pointsmi =
ui(zi;∞) = ui+1(zi+1;0) belong to a compact family, in other words that the parameters (e.g. the radiusr0 below
which the constructions can be performed, the kernel of the operatorsDui , ...) remain controlled. For example, if
theui are just a finite number of curves infinitely repeated, the family is compact. Surjectivity in the sense of [5,
Theorem 10.1.2.iii] is however much harder to get. Indeed, the kernel of the operators are (probably) no longer
finite dimensional.

Two types of constructions are possible at the points of intersectionmi , one can glue either as in [5] or as in
section 2 of the present text. They are quite similar, exceptthat the second uses stronger assumptions (yielding a
more precise result). Indeed, in order to get the second construction, a condition on the tangent plane of the curves
at the point of intersection is required.

Definition 3.3. Let I⊂Z, then the curves ui are I-uniformly not tangent (at their points of intersection mi) if ∀i ∈ I,
there exist local chartsψi : M →C

m such thatψ(mi) = 0∈ C
n and(ψ∗

i J)(0) = J0,

ψi ◦ui[1 : z] = ai;∞z+O(|z|2) and ψi ◦ui+1[z : 1] = ai+1;0z+O(|z|2)

and∃d such that
0< d < inf

λ∈C
i≡i0 mod k

min(|λai;0+ai+1;∞| , |ai;0+λai+1;∞|).

If this condition holds at every intersection (i.e. I = Z), we will simply say that they are uniformly not tangent.

The following results is in two parts, depending on the transversality assumption made. The weaker, more
standard transversality assumption is defined in the next section.

Theorem 3.4. Let J be an almost complex structure, and suppose it is regular in the sense of definition 3.6. Let
zi;0 = [0 : 1] and zi;∞ = [1 : 0] ∈ Σi = CP1. Let ui : Σi → M be a compact family of J holomorphic maps such
that ui([0 : 1]) = ui+1([1 : 0]). Then there exist c2 and r2 ∈ R>0 such that for all sequences(r i)i∈Z satisfying
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rsup = sup
i∈Z

r i ≤ r2, there exists a J-holomorphic map u(r i) such that the distance of u(r i)(S ) to ∪ui(Σi) is less than

c2r2. More precisely,
∀z∈ µ−1

i;r i ,r i+1
(Σi), dM(u(r i)(z),ui(µi;r i ,r i+1(z))) ≤ c2rsup.

If the curves are I-uniformly transverse, then there existsr3 ∈ R>0 such that for all sequence(r i)i∈Z satisfying
rsup = sup

i∈Z
r i ≤ r3 there exists a J-holomorphic map v(r i) such that∀i ∈ I ,

∀z∈ (φ1 ◦µi;r i ,r i+1)
−1{A

r i+1,r
2/3
i+1

(∞)}, ψi ◦ v(r i) ◦φ1◦µi;r i ,r i+1(z) = ai;∞z+ai+1;0
r2
i+1
z +O(r1+ε

sup )

and ∀z∈ µ−1
i+1;r i+1,r i+2

{A
r i+1,r

2/3
i+1

(0)}, ψi ◦ v(r i) ◦µi+1;r i+1,r i+2(z) = ai+1;0z+ai;∞
r2
i+1
z +O(r1+ε

sup )

where Ar1,r2(z0) = Br2(z0)\Br1(z0), rsup= sup
i∈Z

r i andψi : M →Cm is a local chart that maps mi to 0 and such that

(ψ∗
i J)(0) = J0.

Let us begin by the proof of proposition 3.2. It relies on [5, Theorem A.3.3]. It must be checked that the
linearization of∂̄J does not vary too much depending on the point at which it is taken. Viewing this as Newton’s
method, it is the same as requiring the second derivative to be bounded. The methods used here are thus essentially
the same as in [5, §3.5]. Amongst other things, this part of the argument works even ifΣi 6= CP1.

We introduce notations again:

Xu = ℓ∞(W1,p)(S ,u∗TM) and Yu = ℓ∞(Lp)(S ,Λ0,1⊗J u∗TM).

We are interested in the mapFu : Xu → Yu which is given by pulling back by parallel transport tou the 1-form
∂̄J(expξu).

Lemma 3.5. (cf. [5, Proposition 3.5.3]) LetS be a manifold describe above, and let p> 2. Then for all constants
c0 > 0 there is a real number c1 > 0 such that∀u∈ ℓ∞(W1,p)(S ,M),∀ξ ∈ ℓ∞(W1,p)(S ,u∗TM) and for all metrics
satisfying

‖du‖ℓ∞(Lp) ≤ c0, ‖ξ‖ℓ∞ ≤ c0 and s′p(dvolS )≤ c0,

then
‖dFu(ξ)−Du‖ ≤ c1‖ξ‖ℓ∞(W1,p) .

where the norm on the left-hand side is the norm of linear operatorsL (Xu,Yu).

The proof of this lemma is identical to that of [5], up to the change ofLp norms forℓ∞(Lp) norms.

Proof of proposition 3.2:(cf. [5, p.69]) By assumption,Du has a bounded right inverseQu (‖Qu‖ ≤ c0). Let
c1 be the constant from lemma 3.5, and letδ ∈]0,1[ be such thatc1δ < 1/2c0. Then lemma 3.5 insures that
‖dFu(ξ)−Du‖ ≤ 1/2c0 if ‖ξ‖ ≤ δ. The assumptions of the implicit function theorem [5, Proposition A.3.4] are
consequently satisfied (withX = Xu, Y = Yu, f = Fu, x0 = 0, c0 = c and the sameδ).

3.2 Transversality and right inverse

Before the theorem can be put to good use, it is better to checkthat the surjectivity of linearized operators holds
in a reasonable class of spaces. Recall thatM ∗(Ai ,Σi ;J) is the space ofJ-holomorphic mapsΣi → M that are
somewhere injective and represent the homology classAi in H2(M).

Definition 3.6. Let ∀i ∈ Z,Ai ∈ H2(M,Z), let Σi be Riemann surfaces. The structure J will be said regular for
(Ai)i∈Z and(Σi)i∈Z if J ∈ ∩i∈ZJreg(Σi ,Ai) and if the evaluation map:

evZ : ℓ∞(Z;M ∗(A,S ;J)) → ℓ∞(Z;M×M)
(ui)i∈Z 7→ (ui(zi;∞),ui+1(zi+1;0))i∈Z

is transverse to∆Z = ℓ∞(Z;∆) where∆ = {(m,m)⊂ M×M}. The set of structures satisfying these conditions will
be writtenJreg((Σi)i∈Z,(Ai)i∈Z) or more simplyJreg(Σi ,Ai).
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Although from our point of view the almost complex structureis given, it is wise to show that structures that
are regular are abundant. As the intersection of a countablenumber of dense open subsets is still a set of the second
category, to show thatJreg(Σi ,Ai) is of the second category only requires the study of devZ.

This would require an adaptation of theorem [5, Theorem 6.3.1] (which insures transversality for curves glued
according to a finite tree).Z can be seen as an infinite tree, and so the question can be askedin general for an
infinite treeT of bounded degree. It might be tempting to proceed as follows: take an increasing sequence of finite
subtrees ofT, say{Ti}. Thanks to theorem [5, Theorem 6.3.1] the set of structures for which the evaluation on
the treeTi is transversal is of the second category. The intersection of these sets should yield a set of the second
category.

In what follows we shall suppose that the structureJ on M is regular in the sense of definition 3.6. This
assumption is not so strong, especially since, in the cases of interest, theui will be a periodic sequence of curves
(i.e. ∃n∈ Z>0 such thatui = u j if i ≡ j mod(n)). Thus thea priori infinite condition of definition 3.6 are actually
finite. Let us assume that each curveui ∈ M ∗(Ai ,Σi ;J) is such that dev0 (its evaluation at 0∈ Σi = CP1) is
surjective. In other words, for each curve it is possible to choose an infinitesimal perturbation (which is alsoJ-
holomorphic) in such a way that this perturbation displacesui(0) in any chosen direction (note that we do not
make any assumption on the effect of this perturbation at∞ ∈ CP1). Then the evaluation is surjective. Indeed, if
we are given a infinitesimal displacement at each point of thegluing, making it equal to the difference between the
displacement ofui(∞) and ofui+1(0) amounts to solven equations knowing that in each equation we can fix the
value of a term (the one coming from the displacement ofui(0)). Since it is a finite system (by periodicity) it is
solvable. Whence the surjectivity of evaluation.

Finally, note that inCPn endowed with its usual structure, these assumptions hold (at least for someAi) since
between any two distinct points ofCPn there is a line (or a conic).

Let’s define the moduli space

M
∗(Ai ,Σi ;J) = {(ui)i∈Z ∈ ℓ∞(Z;M ∗(A,S ;J))|∀i ∈ Z,ui(zi;∞) = ui+1(zi+1;0)}.

It is not excluded that the dimension of this space might be finite. For example, if almost allAi have a trivial first
Chern class, it might happen that the dimension of the modular space is 2n+2∑c1(Ai). In the present context, we
will be interested in a subset of the moduli space whenΣi = CP1:

M
∗
Z (C) :=M ∗(Ai ;J;C) := {(ui) ∈M ∗(Ai ,Σi = CP1;J)|‖dui‖L∞ ≤C,∀i ∈ Z}.

What matters is that transversality of definition 3.6 implies surjectivity of the linearized operator even if it is
restricted to vector fields who do not alter the intersectionproperty. Recall that forui : Σi → M,

W1,p
ui =W1,p(Σi ,ui∗TM)

Lp
ui = Lp(Σi ,Λ0,1T∗Σi ⊗J ui∗TM).

Givenui : Σi → M, such thatui(zi;∞) = ui+1(zi+1;0), denote by

W1,p
uZ

:=

{

(ξi)i∈Z ∈ ×
i∈Z

W1,p
ui |ξi(zi;∞) = ξi+1(zi+1;0)

}

.

(The evaluation ofW1,p sections makes sense sincep> 2.)

Lemma 3.7. Suppose J is regular in the sense of definition 3.6,i.e. the operators Dui : W1,p
ui → Lp

ui are surjective
and evZ is transverse, then the operator

DuZ : W1,p
uZ

→ ×
i∈Z

Lp
ui

(ξi)i∈Z 7→ (Dui ξi)i∈Z

is surjective.
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Proof. Let ηi ∈ Lp
ui (wherei ∈ Z). Each of theDui being surjective, there existξi ∈ W1,p

ui such thatDui ξi = ηi .
Since the evaluation is transverse to the diagonal, chooseζi ∈ TuiM

∗(Ai ;J) so that

devZ((u
i)i∈Z)((ζi)i∈Z) = (ζi(zi;∞),ζi+1(zi+1;0))i∈Z ∈ ×

i∈Z

(

(ξi(zi;∞),ξi+1(zi+1;0))+T(mi ,mi)∆
)

whereevZ is the map defined in 3.6,mi = ui(zi;∞) = ui+1(zi+1;0) and∆ ⊂ M×M is the diagonal. Then(ξi −ζi)i∈Z

is an element ofW1,p
uZ

whose image byDuZ is also(ηi)i∈Z.

In order to use proposition 3.2 we have to describe an approximate solution and show that it has bounded right
inverse. To do so, two choices are possible: either the method of [5, §10] or the one from section 2 (if the curves
ui are transversal at their point of intersection, so in particular dimRM ≥ 4). The second is of interest since by
remark 2.15 it could allow to prescribe different characteristics of curves (strangling), an idea that will be used
again in section 4. These two situations are dealt with in an identical fashion. The main point is to notice that in
the constructions the approximate solutions differ from the initial curves only in a neighborhood of the points of
intersection. Similarly, the approximate inverses only differ from a true inverse in those neighborhoods.

Suppose that we are trying to use the construction of section2, some problem might arise from the fact that a
subsequence of{mi} may be arbitrarily close. Modifying the almost complex structureJ would then be a problem.
To avoid this, it is again necessary to introduce structureswhich depend on a point of the domain. We will not
detail this argument. Furthermore, the construction used areparametrization of one of the curves; we present what
this means in the present context.

Suppose we are in the case wherezi;0 = [0 : 1] = 0 andzi;∞ = [1 : 0] = ∞ ∈ Σi = CP1. Let φr : CP1 → CP1 be
defined byφr(z) = r2/z. Then, the condition of intersection isui ◦φ1(0) = ui+1(0) = mi , and the local expansion
in a chartψi : M → Cm which sendsmi to 0 and such that(ψ∗

i J)(0) = i is

ψi ◦ui+1[z : 1] = ai+1;0z+O(|z|2) and ψi ◦ui[1 : z] = ψi ◦ui ◦φ1[z : 1] = ai;∞z+O(|z|2).

The ringA
r
4/3
i+1,r

2/3
i+1

corresponds onS to thez∈ [i, i+1]×S1 such thatφ1◦µi;r i ,r i+1(z)< r2/3
i+1 and to thez∈ [i+1, i+

2]×S1 such thatµi+1;r i+1,r i+2(z)< r2/3
i+1.

The arguments used for theLp norm will be adapted without pain to theℓ∞(Lp) context: in this norm there
is at most one gluing to consider at a time. It suffices to checkthat the curvesui and the pointsmi = ui(zi;∞) =
ui+1(zi+1;0) belong to a compact family (e.g.a finite family).

We now transpose the methods of §2.3 to conclude.

Proof of theorem 3.4: With a small deformation theJ-holomorphic curvesui can be modified into mapsui;r i ,r i+1;
this deformation is identical to the one which changesu0 into u0,r except it takes places at two points ofCP1. Thus,
the operatorsDui , and their inverses, are close toDui;ri ,ri+1 . The opertorDuZ also is also close (in the norm of linear
mapsℓ∞(W1,p)→ ℓ∞(Lp)) to an operatorDuZ;(ri ) where theDui;ri ,ri+1 take place of theDui . It is also surjective and
their inverses are close.

We describe the mapu(r i) : S → M (we will write u = u(r i) for short in this paragraph) which will be an
approximate solution, in the sense that‖∂̄Ju‖ℓ∞(Lp) is small, and thatDu will have a bounded right inverse. It will
be defined by composing the mapsµi;r i ,r i+1 : [i, i+1]×S1 → Σi with the mapsui;r i ,r i+1 : Σi →M. Then a(0,1)-form,
sayη, alongu can be cut in pieces to give rise toηi along eachui;r i ,r i+1 (by extending by 0, that is in an analogous
way as (7) whereη0 andη1 were obtained fromη). From theseηi , the inverse ofDuZ;(ri ) will give vector fields
along theui;r i ,r i+1, sayξi . These vector fields can be glued by a surgery (which copies the definition ofξr in (6))
to get a vector fieldξ(r i) alongu. The computation made in (8) still works out in an identical fashion at each point
of intersection. By definition of theℓ∞(Lp) norm, this construction produces an approximate inverse toDu. By the
technique used in (9), a true bounded inverse is then found. This allows the use of proposition 3.2 and finishes the
proof.
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4 Interpolation and its consequences

In this section, we give an example of a space of pseudo-holomorphic maps which is of positive mean dimension.
As before the cylinder will be notedS = R×S1 = C/Z. We will assume that the of curvesui is of finite type
(periodic), in the sense that only a finite number of distinctmaps are described asi runs overZ. The theorem 4.1
could also be proven using the gluing introduced in [5]. However, in order to prove proposition 4.4 and to apply
lemma 4.5, it is necessary to have approximate solutions which are injective (with a discrete set of exceptions).
This is incompatible with an approximate solution which is constant on a whole ring.

4.1 The interpolation theorem

Apart from the interpolation itself, the results of theorem1.1 have now been covered. As we cannot unfortunately
gain information from the parametersr i , we shall throughout this section take them to be all equalr i =: r. We will
also use the notationµi;r := µi;r i ,r i+1.

Let us recall all the assumptions we shall need.

H1 - For i ∈ Z, there existsN ∈ Z>2 andJ-holomorphic curvesui : CP1 → M with pi := ui(∞) = ui+1(0) and
ui+N = ui .

H2 - The curves atpi are not tangent.

H3 - J is supposed regular in the sense of definition 3.6.

H4 - One of the maps, sayu j , will be assumed to live in a family that cover the neighborhood of some pointu j(z∗)
for z∗ ∈ CP1.

This last assumption is more precisely stated as follows. For a fixed j ∈ {1,2, . . .N}, there exists a point
z∗ ∈ CP1 and a family ofW1,p vector fields alongu j which belong to the kernel ofDu j and such that the map
defined byξ 7→ expu j (z∗)ξ(z∗) is surjective on a neighborhood ofm∗ = u j(z∗). Thus, tox∈ Tm∗M we will associate

the vector fieldXx ∈ kerDu j ⊂ W1,p(CP1,(u j)∗TM) such thatXx(z∗) = x. In other words, we need to make the
assumption that the differential of the map given by evaluation atz∗ is surjective on the kernel ofDu j .

Remark that this assumption is close to the transversality of the evaluation map in definition 3.6. Letevj+NZ

be the evaluation at(ui) in z∗ wheni ≡ j modN. To ask that

DuZ ⊕devj+NZ : ×
i∈Z

W1,p
ui → (×

i∈Z
Lp

ui )⊕ (×
i∈Z

Tu j+Ni(z∗)M)

is surjective is, given thatJ is regular in the sense of definition 3.6, equivalent to ask that the restriction of devu j+Ni

to the subspace kerDu j+Ni be surjective. This condition is naturally expressed in thevocabulary of transversality.
Indeed, if in the construction of section 3, it is required, in addition to the gluing between the curves in the chain,
to glue another curve at a pointz∗ (e.g. a constant curve), then regularity for this gluing scheme (which obtained
from Z as a tree, by adding a leaf to the integersj +NZ) implies the surjectivity of devu j+Ni

∣

∣

kerDuj+Ni
. This way

of presenting our assumption indicates that it is not significantly stronger the one made in the preceding section,
particularly for a finite family of curves. For example, it holds for a finite number of curves with appropriate
intersection inCPn with its usual complex structure.

Finally, in order to remain in the setting of a compact familyof maps{ui}, it will be necessary to restrict to a
sufficiently small ballBm∗ ⊂ Tm∗M such that for allx∈ Bm∗ the curves expu j Xx form a compact family.

Theorem 4.1. Let(M,J) be an almost-complex manifold. Let u1, . . . ,uN be a finite family of J-holomorphic curves
ui : CP1 → M such that ui(∞) = u j(0) when j≡ i+1modN. Suppose that J is regular in the sense of definition 3.6
and that uj is deformable. Let z∗ ∈CP1\{0,∞} be a marked point and let m∗ = u j(z∗) ∈ M be its image. Suppose
that the curves are uniformly transverse. There exists c andR∈ R>0 such that for any sequence{r i} satisfying
rsup= supr i ≤ R, the exists a neighborhood Vm∗ of m∗ such that for all sequence of points{mk}k∈Z in Vm∗ there
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exists a J-holomorphic cylinder u: S → M satisfying the following properties:
R1 - u passes by the prescribed points,i.e.

u(zk,∗) = mk,

where zk,∗ = µj+Nk;r(z∗),
R2 - the behavior of u near the gluing points is as follows:

∀z∈ (φ1 ◦µi;r)
−1{A

r i+1,r
2/3
i+1

(∞)}, ψi ◦u◦φ1◦µi;r(z) = ai;∞z+ai+1;0
r2
i+1
z +O(r1+ε

sup )

and ∀z∈ µ−1
i+1;r{A

r i+1,r
2/3
i+1

(0)}, ψi ◦u◦µi+1;r(z) = ai+1;0z+ai;∞
r2
i+1
z +O(r1+ε

sup )

where Ar1,r2(z0) =Br2(z0)\Br1(z0), andψi : M →Cm is a local chart that maps mi to 0and such that(ψ∗
i J)(0)= J0.

R3 - u is close to the curves ui (or expu j X if it is the deformable curve):

∀z∈ µ−1
i;r (Σi), dM(u(r);0(z),ui(µi;r(z))) ≤ c(r1+ε

sup + δi)

whereδi = dM(mk,m∗) if i = j + kN andδi = 0 else.

(The mapsµi;r are the same as the one introduced in §3.1.)

4.2 Implicit function theorem again

As before we are trying to find a solution to an equation containing a non linear term by an implicit function
theorem. However, in addition tō∂Ju= 0, we have to satisfy a sequence of punctual constraints. As we shall see
these will not have a significative impact on the arguments. In order to describe the situation, notezk;∗ the marked
points on the cylinderS (they will be chosen to be equal toµj+Nk;r(z∗) later on), and letev∗ :M S → ℓ∞(Z;M) be
the evaluation map at these pointszk;∗. Even if ev∗ takes value inM, we are in a situation where only the curveu
and its perturbation by a vector field will intervene.

Since we need the vector fields to be ofℓ∞ norm smaller than the injectivity radius so that the evaluation
of expuξ makes sense, it is better to see the target space ofev∗ as a product of balls in the tangent plane. Let
TZ;∗M = ×

i∈Z
Tu(zi;∗)M, the elementsw∈ TZ;∗M will sometime be written asw= (wi)i∈Z.

This understood,ev∗ defined in a neighborhood ofu takes values in TZ;∗M. This is actually a linear map if we
look at the neighborhood ofu as given by vector fields alongu. The equations to solve arē∂Ju= 0 andev∗u= w
for somew∈ TZ;∗M. This said, it remains to use the implicit function theorem [5, Proposition A.3.4].

Proposition 4.2. Let S be the cylinder and let p> 2. ∀c0,∃δ > 0 such that for any volume formdvolS on S
induced by the µi;r , any continuous map u and such thatdu∈ ℓ∞(Lp)(TS ,u∗TM), all ξ0 ∈ ℓ∞(W1,p)(S ,u∗TM), and
all Tu : ℓ∞(Lp)(S ,Λ0,1⊗J u∗TM)⊕TZ,∗M → ℓ∞(W1,p)(S ,u∗TM)⊕TZ;∗M satisfying

s′p(dvolS )≤ c0, ‖du‖ℓ∞(Lp) ≤ c0, ‖ξ0‖ℓ∞(W1,p) ≤
δ
8,

DuTu = 1l, ‖Tu‖ ≤ c0,

‖∂̄J(expu(ξ0))‖ℓ∞(Lp) ≤
δ

8c0
, ‖ξ0(zk;∗)−wk‖ℓ∞ ≤ δ

8c0

there exists a uniqueξ such that

∂̄J(expu(ξ0+ ξ)) = 0, ξ0(zk;∗)+ ξ(zk;∗) = wk, ‖ξ+ ξ0‖ℓ∞(W1,p) ≤ δ,
‖ξ‖ℓ∞(W1,p) ≤ 2c0

(

‖∂̄J(expu(ξ0))‖ℓ∞(Lp)+ ‖ξ0(zk;∗)−wk‖ℓ∞
)

.

Proof. We proceed in the same fashion as in the proof of theorem 3.2. Letc1 be the constant of lemma 3.5, and let
δ ∈]0,1[ be such thatc1δ < 1/2c0. Then lemma 3.5 insures that‖dFu(ξ)−Du‖ ≤ 1/2c0 when‖ξ‖ ≤ δ. The map
ev∗ : U → (Tm∗M)Z is defined forU ⊂ Xu the open set of vector fields whoseℓ∞ norm is less than the injectivity
radius. With these notations, dev∗(ξ) = dev∗(0), and no estimate on the second derivative is required.
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The implicit function theorem of [5, Proposition A.3.4] will be used with the following notations:w is an
element of(Tm∗M)Z contained in the image ofev∗,

X = Xu, Y = Yu⊕ (Tm∗M)Z, f = (Fu, ev∗−w), x0 = 0, c0 = c

and withδ the minimum of theδ above and of the real numberδ′ such that‖ξ‖L∞ is less than the injectivity radius
of deM. Note that dfx−dfx0 is bounded by lemma 3.5 and as dev∗(ξ) = dev∗(0).

In order to prove theorem 4.1, the approximate solution tof = 0 must be made and the operatorDu⊕ ev∗ must
be shown to have a bounded right inverse. Let us go back toDuZ ⊕ evj+NZ. In section 3, it was important that,
under the assumption of the regularity ofJ, the mapDuZ possesses a bounded right inverse (for theℓ∞(Lp) and
ℓ∞(W1,p) norms). Call this inverseQuZ . Let us show that this allows us to construct an inverse toDuZ ⊕devj+NZ.

Lemma 4.3. If DuZ has a bounded right inverse and H4 holds, then a bounded inverse to DuZ ⊕devj+NZ exists.

Proof. The assumption was designed so that, for the structureJ given, devu j

∣

∣

kerDuj
is surjective on Tu j (z∗)M. Thus

there exists a mapq j : Tu j (z∗)M → kerDu j such that devu j ◦q j = Id. This map is bounded since its domain is finite

dimensional. Let us introduce(Tm∗M)Z = ×
i∈Z

Tu j+Ni(z∗)M. Recall thatu j+Ni = u j andu j(z∗) = m∗. Thus, the map

q : (Tm∗M)Z → kerDu j+Ni

which reproduceq j on each factor is bounded fromℓ∞(| · |)→ ℓ∞(W1,p) where| · | denotes a norm on Tu j (z∗)M and

ℓ∞(| · |) is the supremum of these norm on the product. Letη∈W1,p
uZ

andw∈ (Tm∗M)Z, defineT : Lp
uZ
⊕(Tm∗M)Z →

W1,p
uZ

by
T(η,w) = QuZη+q(w−devu j+NZQuZη).

SinceDuZq= 0, DuZT(η,w) = η and devu j+NZT(η,w) = w. T is the required right inverse toDuZ ⊕devu j+NZ.

The following proof is a small modification of the proof of theorem 3.4.

Proof of theorem 4.1: We start by describing the approximate solutionur;(wk) : S → M. The pointsz∗,k will be
chosena posteriori as they will depend on the parameterr. This dependence could certainly be avoided by
perturbing again the approximate solution, but this would require unnecessary estimates. As described at the end
of section 3,ur;(wk) will be defined by composing the mapsµi;r : [i, i+1]×S1→ Σi with ui;r,r : Σi →M if i ≡\ j modN.
Wheni = j +Nk, we will first deformu j by the vector fieldXwk in a map expu j Xwk, before it is deformed into the
a mapu j ;r,r : Σ j → M (those are the smallW1,p deformations defined similarly tou0,r from u0 in section 2.3).

The(0,1)-form η alongu will be split intoηi along theui;r,r by extending with 0 where it is not defined. From
theseηi , we obtain the vector fieldsξi along theui;r,r thanks to the inverse ofDuZ;(ri ) ⊕devj+NZ. Theξi will have

the property thatDui;r,r ξi = ηi and that ifi = j +Nk thenξi(z∗) = 0. To obtain a vector fieldξr;(wk) alongu, it
remains to glue these fields as in section 2.3 and in the proof of theorem 3.4. Indeed, ifr is sufficiently small so
that the pointz∗ will not be contained in the region where the gluing of the vector fields take place, this method
gives aξr;(wk) which is 0 at certain points, which means that the curve displaced by this vector field will take the
prescribed value.

The pointszk;∗ are determined only at this step. First, ther is chosen so as to satisfy the constraints mentioned
so far but also so that theorem 3.4 applies. Then, we fix

zk;∗ = µ−1
j+Nk;r(z∗).

Thus,ξr;(wk)(zk;∗) = 0. Furthermore, the computation of (8) remains identical. This construction is an exact inverse
for ev∗. It also an approximate inverse toDu (for theℓ∞(Lp) norm) sincer has been so chosen. Consequently, this
is an approximate inverse forDu⊕ ev∗. The proper inverse is then obtained and proposition 4.2 applies to yield
theorem 4.1.
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4.3 Non-triviality

Theorem 4.1 shows the existence of a family of pseudo-holomorphic maps which can be parametrized as follows.
Note byR : R>0×BZ

m∗
→M S the map obtained by theorem 4.1. In a neighborhoodVm∗ of a pointm∗ = u j(z∗) the

mapR r
(

(wk)
)

: S → M is characterized by the value it takes atzk;∗. Note that since we took all the parametersr i

to be equal,zk;∗ is the pointz0;∗ translated byiNk. This understood, for fixedr, the maps obtained by theorem 4.1
are characterized bymk = expm∗

wk ∈Vm∗ .

4.3.1 Distinct images.

Another interesting property of this family ofJ-holomorphic applications resides in the fact that, under appropriate
assumptions, two curves obtained fromR have the same image only if they differ by an automorphism.

Proposition 4.4. Let ui where i= 1, . . . ,N such that there exists r0 and Bm∗ ⊂ Tm∗M such that∀r < r0 and
∀w∈ ℓ∞(Bm∗) the number of points where ur;w is not injective is finite. Then there exists r1 < r0 and C∈R>0 such
that for all r < r1 and all w1,w2 ∈ ℓ∞(Bm∗) such that‖ur;w1 −ur;w2‖C0 < Cr1, if u1 = R r(w1) and u2 = R r(w2)
possess the same image then they differ by the precomposition of an automorphism.

Proof. Introduce
Γ = {(z1,z2)⊂ S × S |u1(z1) = u2(z2)}.

This is an analytic set (cf. [6, Proposition 5 and its remark]), which is moreover complex, and, since the two curves
have same image, of (complex) dimension 1. Noteρ(r) = O(r1+ε) the maximum of theC0 distances betweenur;wk

anduk = R r(wk). Chooser1 so thatB4ρ(r)
(

ur;wk(z)
)

∩ur;wk(S ) be isomorphic to discs for allr ≤ r1. Next, takeC
so thatCr1 < 4ρ(r1)−2ρ(r) (for exampleC= 2ρ(r1)/r1). Then,‖u1(z)−u2(z)‖C0 ≤ 2ρ(r)+Cr1 < 4ρ(r1).

Let ∆ ⊂ S × S be the diagonal and letUρ∆ a ρ-neighborhood of the latter. ThenΓ is close to∆′ = ∪z∈Z
(

∆+
z+ iNZ

)

whereZ is the set of points where theur;wk are not injective and∆+c is a short notation for the diagonal
translated along one of its factors in the product (i.e. the set of pairs(z+c,z)). These choices made,Γ is contained
in a neighborhood of these translated diagonals,U4ρ(r1)∆

′.
The maps : (z1,z2) 7→ (z1,z2−z1) is an isomorphism ofS × S on itself which sends the neighborhoodUρ∆ on

S ×Dρ (whereDρ is the disc of radiusρ). Let πk : Γ → S be the projections on each factors. Given that the curves
have the same image, these maps are surjective. Thus,π1 ◦ s(Γ) ⊂ S andπ2 ◦ s(Γ) ⊂ Dρ. Let Γ0 be a connected
component ofΓ; this is a closed analytic complex set of dimension 1. So iss(Γ0) which is contained inS ×D4ρ(r1).
This analytic set lifts to a subset ofC×D4ρ(r1). Describing this set by equations with holomorphic coefficients,
one sees that the coefficient must be constant. Consequentlythis is a line. Thus,Γ0 is contained in a translate of
the diagonal; in other words forz1 ∈ π1(Γ0), u1(z1) = u2(z1+ c). As π1(Γ0) is S (note that by the uniqueness of
the extension ofJ-holomorphic maps, it would suffice to have it non empty), this means thatu1(z) = u2(z+c).

There is a natural action ofC on the mapsS →M which is given by translation at the source. For a fixedr (less
than ther1 above), identifying all the curves given by theorem 4.1 which have the same image will not reduce the
dimension significantly.

Indeed, letI :M S → P (M) be defined by taking the image of curve,I (u) = u(S ). C acts by reparametrization
on R r(w); this leads us to look at the quotientR r

(

ℓ∞(Z;Bm∗)
)

/C. Proposition 4.4 insures us thatI is locally
injective on the quotient.

In order to construct a family of curve with different images, it might also be possible to proceed differently.
For example, in the case a single gluing, remark 2.15 indicates that letting the parameter vary gives curves of
different images. It would then be tempting to use all the parametersr i not to be equal to the same valuer, and
use this characteristic in order to deduce the maps have different images. However, it is not possible to obtain this
result directly from the implicit function theorem. Indeed, if at a point the parameter isr i , the true solution obtained
by proposition 3.2 is a perturbation in theℓ∞(W1,p) norm of the order ofsup

i∈Z
r i . It is also difficult to introduce a

measure of the strangling which can be defined on a curveu which is of classW1,p. For these reasons, evaluation
at a point have been used.
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4.3.2 Simple maps.

Before we look at curves obtained byR which possess the same image, we make a digression to show that a careful
choice of parameters allows us to show that the mapu does not factorize by a quotient of the cylinder. Recall that
ur;w is the approximate solution constructed in order to obtainR r(w). The mapur;0 is periodic, in the sense that it
factorizes asur;0 : S ։ S /iNZ→ M.

Lemma 4.5. Letπ : S → S /iZ be the quotient to the torus. Let u: S →M be a pseudo-holomorphicmap sufficiently
C0 close to a map u0 : S → M such that u0 = u′0◦π and u′0 is injective. Letφ : S → S ′ and u′ : S ′ → M be such that
u= u′ ◦φ. Thenφ is periodic: φ = φ2 ◦φ1 whereφ1 is the quotient of the cylinder by a discrete subgroup (without
fixed points) of the automorphisms ofS .

Proof. Let w∈ S ′ thenφ−1(w)⊂Pw := u−1(u′(w)). Sinceu′0 is injective,Pw is contained in a ball and its translates.
Let Bw ⊂ S /iZ such thatBw := ∩

z∈Pw
π(Bρ(z)) whereρ= ‖u−u0‖C0 andπ : S → S /iZ is the projection on the torus.

In particular,φ−1(w) ⊂ π−1(Bw).
We wish to show thatφ is periodic. In order to avoid an accumulation, the number ofelements ofφ−1(w) in a

component ofBw has to be bounded. Let

Ix;k = i]x− k− 1
2,x+ k+ 1

2[×R/Z,

wherex∈ R andk ∈ Z>0, a piece of the cylinder containing 2k+1 connected components ofπ−1(Bw). We wish
to construct aJ-holomorphic map which associates tow∈ S ′ the mean of its preimages.

In order to do so, let us first describe this for a proper and non-constant holomorphic functionf : U → S ′ where
U ⊂ S . A problem might occur at critical points off . However, locally isf (z) = adzd +O(zd+1), there exists a
functiong such thatf = gd andg′(0) 6= 0. In particular,g is invertible. Furthermore,f (z) =w⇔ g(z)∈ {x|xd =w}.
Thus, if h(z) = ∑

j≥0
a jzj is a polynomial andg−1(x) j = ∑k≥0b j ,kxk the local expansion ofg, the sum of the values

of h on the preimages ofw will be written as

∑
z∈ f−1(w)

h(z) = ∑
z∈g−1(w1/d)

h(z) = ∑
z∈g−1(w1/d)

∑
j≥0

a jzj

= ∑
j≥0

a j ∑
k≥0

∑
x∈w1/d

b j ,kxk = ∑
j≥0

∑
k≥0

a jdbj ,dkwk

and is a holomorphic function ofw.
In the case of interest to us, whenφ is restricted toIx;k, the function which takes the sum of the preimages is

well-defined. LetFx;k(w) = φ
∣

∣

−1
Ix;k

(w). Let ψx;k : S ′ → S /iZ be the sequence of function given by

ψx;k(w) =
1

2k+1 ∑
z∈Fx;k(w)

π(z).

In a neighborhood ofw these function are holomorphic. However they present some discontinuities when moving
w makes point of the preimageφ−1(w) leave or enterIx;k. In particular,ψw;k is holomorphic in a neighborhood of
w whose size is bounded from below (by the distance fromBw to the boundary ofIx;k). Furthermore, Since theψx;k

are holomorphic outside these jumps, it is possible to extract convergent subsequences for eachx. Note that the
size of these discontinuities is bounded byK1/k for someK1 ∈ R>0. This bound enables to get that, for allk,

|ψx;k−ψx′;k| ≤ K2
|x− x′|

k
.

We start by choosing a sequence of points{wi} of S ′ which is dense (but as theψw;k do not present jumps near

w, it would suffice to take a sufficiently small net). Next choose a subsequence{n(1)k } for which ψw1;k converges.

Then this subsequence{n(l)k } is refined again in another subsequence{n(l+1)
k } which makesψ

wl ;n
(l )
k

converge. The
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sequence{n(k)k } will make all theψwi ;n converge to holomorphic functions. Furthermore, the difference between
the jumps tends to 0, thus the limit of these sequence will notdepend on the pointwi chosen. Denote this limit by
ψ; this is the desired averaging function.

The mapψ◦φ : S → S /iZ has the property that|ψ◦φ(z)−π(z)| < ρ since the two points belong toBw. If ρ is
less than the injectivity radius ofS , this enables to define a functionf (z) = ψ◦φ(z)−π(z) ∈ C which extends to
X and is bounded. Consequently,∃c∈ C such thatψ◦φ(z) = z+ c in S /iZ. In particular,φ is a covering map.

Hence the mapφ factors through a quotient ofC by a discrete subgroup without fixed points of the automor-
phism group ofC. This subgroup necessarily contains translations, and thus, contains only translations. Since the
fundamental group ofS is abelian, this is the quotient by some group action.

The most restrictive assumption is the fact thatu′0 is injective. This means that the pseudo-holomorphic curves
uk must not have any other intersection (or self-intersection) apart from the ones required to make the gluing.

Indeed, by takingBm∗ smaller if necessary, lemma 4.5 can then be applied to curvesobtained byR . Suppose
thatu= R r(w) can be writtenu= u′ ◦φ, whereφ : S → S ′ is a quotient map by a discrete subgroup without fixed
points.

These subgroups of the automorphisms ofS = C/Z possess at most a finite generator (of the form 1/n where
n∈ Z) and an infinite generator (if it possesses an imaginary part). This is seen by looking at the corresponding
discrete subgroup without fixed point of automorphisms ofC, i.e. which is a lattice of rank 1 or 2.

Thus, if φ is the quotient by an infinite subgroup, then there existsc ∈ C \R such thatu(z+ c) = u(z). Let
π :C։C/(Z⊕ iNZ), for all δ there exists an integernc(δ) such thatπ

(

nc(δ)c
)

< δ. In other words, ifu is periodic,
thewk must be almost periodic:wk−wk+nc < ρ+O(δ) (whereρ = O(r1+ε) is the distance fromu= R r

(

(wk)
)

to
the approximate solutionur;(wk)). For r is sufficiently small and one of thewk is apart from the others,u will not
be periodic.

Suppose now thatφ is a finite quotient map. Consider a segmentIk = i[k,k+1]×R/Z whereu is close to
the mapuk. u is again periodic, but this time in the sense that there exists c∈ R such thatu(z+ c) = u(z). Note
thatµk;r(z) 7→ µk;r(z+ c) will correspond to an automorphismφ′ of CP1 which fixes 0 and∞. Henceuk ◦ φ′(z)−
uk(z) ≤ ρ for z∈ µk;r(Ik). Consequently if one of the curvesuk is simple and its image is not contained in a small
neighborhood, that is of sizeO(ρ) = O(r1+ε). Thus if a curve is of positive energy, this situation cannothappen.

Recall that a mapu : Σ → M is said simple if whenu = u′ ◦ φ whereφ : Σ → Σ′ andu′ : Σ′ → M thenφ is a
degree 1 covering map of Riemann surfaces (an automorphism). The previous discussion can be summarized as
follows.

Corollary 4.6. If for a k∈ {1, . . . ,N}, uk is a simple curve of positive energy, there exists a ball Bm∗ and a r0 such
that for all r < r0 and for all w∈ ℓ∞(Z;Bm∗) of which a coordinate is at distance at least1

10DiamBm∗ from the
others, u= R r(w) is a simple map fromS to M.

4.3.3 Mean dimension

The mapR given by theorem 4.1 will have a infinite dimensional space ofmaps as its image and mean dimension
(as introduced in [3] is a natural way to measure the size of this image. Mean dimension is a topological dynamical
invariant, and here the group of automorphisms ofS (which can be identified withS itself) acts naturally on Im(R )
by reparametrization at the source.

LetM S be the space of pseudo-holomorphicmapsS →M, andM S ,c be the subspace of those whose differential
is bounded (inC0 norm) byc. To speak of mean dimension we need to ensure that the metric used makes the space
compact. Thus we will use the topology of uniform convergence on compacts. Foru,u′ : S → M, we will use the
distance

d(u,u′) = sup
k∈Z>0

2−k sup
z∈[−k,k]×S1

dM(u(z),u′(z)) (12)

which induces an equivalent topology.
To a sequence{wk} of vectors in a small ballBm∗ around Tm∗M we can associate a pseudo-holomorphic

cylinder. The distance (12) between curves associated to{wk} and{w′
k} is bounded from below by

d′(w,w′) = sup
k∈Z>0

2−|k|
∥

∥wk−w′
k

∥

∥ .
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If on BZ
m∗

the metricd′ above is used,R r : BZ
m∗

→M S does not reduces the distances. Furthermore,Z acts onBZ
m∗

by
shifting and this action is (up to some identification) equivariant if iNZ is seen as a subgroup of the automorphisms
of the cylinder (by translation). More precisely, since deformations only happen on the curveu j amongst theN
curves which form the chain, the shift of an integer inBZ

m∗
will correspond to the translation byiN on the cylinder

(hereS = C/Z).
The mean dimension of(Tm∗M)Z for the topology induced byd′ (this is the product topology) and the action

of Z is dimTm∗M = dimM (see [3]). Taking into account the covolume ofiNZ yields the following corollary.

Corollary 4.7. If there exists an almost complex structure J and a family of curves uk satisfying the assumptions
of theorem 4.1 and

∥

∥duk
∥

∥

C0 ≤ c, then the mean dimension ofM S ,2c for the action of the automorphism group of
the cylinder is at leastdimM/N > 0.

There are at least two other ways to obtain a large family of maps. First, suppose there exists a pseudo-
holomorphicu : CP1 → M or u′ : S → M. Then one can precomposeu or u′ by holomorphic mapsS → CP1 or
S → S . This would suffice to generate a family of pseudo-holomorphic which is sufficiently big. However, they
would all have their image contained in the image ofu or u′. Note however that this quantity is finite if we restrict
to maps of bounded derivative, and that the image of these maps (as subsets ofM) is actually rather small.

Furthermore, we could be tempted to use directly theorem 3.4. To do so, suppose there areJ-holomorphic
mapsui : CP1 → M wherei = 1, . . . ,N such thatui has a point of intersection withu j if j ≡ i ±1modN. Being
finite, this family gives rise to{ui}i∈Z which satisfies the assumption of theorem 3.4 by defininguk = ui when
k ≡ i modN (theorem 3.4 will again be used on such a finite family of curves). Before gluing those curves{ui}
in a cylinder, it is however possible to precompose them by anautomorphism fixing the two points which linksui

to its neighbor in the chain,ui−1 andui+1. Let θi be these automorphisms fixingzi;0 andzi;∞, the maps{ui ◦ θi}
are another family of maps satisfying the assumption of theorem 3.4. By taking all possibleθi this will give rise
to a family of positive mean dimension (and with bounded differential). It is unfortunately hard to show that the
members of this family have distinct images.

Thus what theorem 4.1 achieves by corollary 4.7 is to produces family of cylinders (independently of their
parametrization) inside the manifold whose mean dimensionis positive.
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