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We are developing LES capability for the simulation of mixing and combustion of trans-

versely injected fuel jets in hot supersonic crossflows. This paper describes the numerical

algorithm being used and its performance on several problems involving shock wave dy-

namics in different configurations. Also shown are results from preliminary calculations

of a transitional transverse jet injected into a supersonic crossflow computed on a coarse

mesh. These results are discussed and similarity with the experimental observations are

noted. Further developments, such as inclusion of the jet hole geometry, simulation of a

turbulent boundary layer upstream of the injector, and higher overall resolution in the jet

shear-layers are planned for the future. These would enable detailed comparisons with the

available experimental data. The numerical algorithm which is based on an extension of

the approach proposed by Cook & Cabot1 for shock-turbulence interaction is found to be

suitable for LES of complex supersonic flows.

Nomenclature

cp Specific heat at constant pressure
E Total enregy
M Mach number
p Pressure
T Temperature
R Gas constant
s Entropy
S Strain rate tensor
S Magnitude of the strain rate tensor
t Time
u Velocity vector
ρ Density
λ Thermal conductivity
γ Ratio of specific heats
µl Fluid viscosity
µs Non linear artificial shear viscosity
µb Non linear artificial bulk viscosity
χρ Non linear artificial diffusivity
τ Viscous stress tensor
δ Unit tensor
∆ Grid spacing

∗Post-doc
†Professor
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I. Introduction

Due to the limited flow residence time inside a SCRAMJET combustor, ignition and flame-holding
capabilities are critical to the development of supersonic air-breathing engines. An efficient propulsion
system requires an enhanced mixing of fuel and air. One of the simplest possibility for enhanced mixing
is the use of transverse injection of fuel from wall orifices. Numerical simulations of this configuration are
promising tools to help in the design of the combustion chamber.2 For instance Mitani and Kouchi3 recently
reported RANS simulations of an hydrogen-fueled SCRAMJET engine for Mach 6 flight condition. Following
a LES approach, Lavante et al.4 succeed to recover the complex flow structure of a supersonic airflow with
transverse hydrogen injection. DES capabilities to simulate the mixing of jets in supersonic crossflows has
been recently investigated by Perterson et al.5

Flow structures resulting from a jet’s penetration into a supersonic crossflow are illustrated on Fig. 1.
After leaving the injection hole, the jet expands and form a Mach disk. Due to the blockage of the free
stream supersonic flow by the transverse jet, a bow shock is also produced. It causes the upstream boundary
layer to separate and leads to the formation of a recirculation zone where the fuel and the air mix under
subsonic conditions. Simulation of such complicated flow are very challenging from an numerical point of
view. Indeed the numerical method needs to be able to capture complex pattern of shock waves and to
accurately solve their interaction with turbulence. It is important that shock capturing algorithms used do
not artificially damp turbulence.

In the present study, we apply a recently developed shock-capturing technique6 based on nonlinear artifi-
cial diffusivity to perform high-order simulations of jet penetration and mixing into a supersonic crossflows.7

The numerical method and the shock-capturing scheme are described in section II. Section III describes the
flow configuration. In section IV preliminary results of the jet in supersonic crossflow configuration corre-
sponding to a Mach 8 flight condition are presented and qualitative comparisons with experimental data are
shown.

Figure 1. Schematic side view along the centerline of an under-expanded injection into a supersonic crossflow.7

II. Numerical method: shock capturing scheme

Due to their ability to accurately reproduce a wide range of wavenumbers, compact schemes8 are well
suited for simulations of turbulent flows. Unfortunately, the use of high-order compact schemes to solve
steep gradients like shock waves generates non-physical oscillations.9 To overcome this problem, several
approaches which modify or adapt high-order schemes to treat flows with physical discontinuities have been
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proposed in the literature.10–14 An attractive strategy which is straightforward to implement in a CFD code
and imposes low CPU time demand, consists of adding to the flow equations an artificial nonlinear diffusion
term based on high-order derivative of the strain rate tensor. This method, originally proposed by Cook and
Cabot,1, 15 avoids the use of a shock detector and allows the same numerical scheme in smooth regions of
the flow. This technique has been recently extended to supersonic reacting flows by Fiorina & Lele.6 The
key elements of this scheme are described below.

The equations of a non-reactive flow including the artificial diffusion terms are:

∂ρ

∂t
+ ∇.ρu −∇ (χρ∇ρ) = 0 (1)

∂ρu

∂t
+ ∇.(ρ.uu + pδ − τ ) = 0 (2)

∂ρE

∂t
+ ∇.[(ρEu + (pδ − τ).u − λ∇T ] = 0 (3)

ρE =
ρRT

γ − 1
+

1

2
ρuu, (4)

where δ is the unit tensor, χρ is a nonlinear artificial diffusivity and τ is the viscous stress tensor given by:

τ = (µs + µl)(2S) + (µb −
2

3
(µs + µl))(∇.u)δ, (5)

where S = 0.5(∇u +(∇u)T ) is the strain rate tensor, and µl is the fluid viscosity, µs and µb are respectively
the grid dependent shear and bulk artificial nonlinear viscosity, defined as follow:

µs = Cs
µη, µb = Cb

µη, η = ρ∆r+1|∇r−1S|, (6)

where Cs
µ and Cb

µ are the model constants, ∆ is the local grid spacing and S = (S : S)1/2 is the magnitude
of the strain rate tensor. ∇r−1 is the polyharmonic operator which denotes a sequence of Laplacians. For
instance r = 5 leads to ∇4S = ∇2(∇2S) .The overbar (f) denotes a truncated-Gaussian filter defined in
Ref. 15. For practical meshes, the discrete representation of shock waves involves numerical discontinuities
in the velocity and pressure field. In terms of Fourier analysis, these numerical discontinuities correspond
to the largest wavenumbers. If r is sufficiently high, µs and µb are expected to become important in the
locations near shock wave and become close to zero in the rest of the flow. According to Cook and Cabot1 ,
the splitting of the nonlinear viscosity into a shear and a bulk component allows capturing shocks without
destroying vorticity. They also suggest that the non-linear viscosity model provides the correct rate of
subgrid-scale energy transfer. Therefore no additional sub-grid model were used by Cook and Cabot for LES
purposes.

The nonlinear artificial diffusivity χρ introduced into Eq. 1 allows capture of strong contact surface
discontinuities.6 We express χρ in terms of high-order derivative of the fluid entropy s:

χρ = Cρζ, ζ =
a0

cp
(∆)r+1|∇r−1|∇s||, (7)

where Cρ is a model constant, |∇s| is the norm of the fluid entropy gradient, a0 is a reference speed of sound
and cp is the specific heat at constant pressure.

Detailed analysis of the errors associated with shock-capturing and contact-surface capturing have been
conducted for this scheme.6 These have shown that this approach is able to capture both weak and strong
shocks without any degradation of performance. Both the number of points over which the discontinuity
is smeared, and the damping of the spurious wiggles are largely independent of the mesh size and the
shock/contact surface strength.

This numerical procedure has been implemented in the 3-D compressible Navier-Stokes solver FDL3DI16

developed at the Wright Patterson Air Force Research Laboratory. The spatial derivatives are computed
with a 6th order compact scheme8 and a 8th order filtering is used for stability purpose.16 The code is
explicit in time using a fourth order Runge-Kutta method. Parameters used for the non linear viscosity
model are r = 5, Cs

µ = 0.002, Cb
µ = 1 and Cρ = 0.01. This set of model constants reduces the spurious

wiggles amplitude without detrimental effect on the turbulence.
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A few test cases which demonstrates the performance of this scheme are discussed first. More complete
discussion can be found in Ref.6. This shock capturing technique was applied to the reflection of a shock
wave on an inviscid wall. The shock angle is 33 degrees from the Mach 3 free-stream. The mesh size is 151 x
51 and is uniformly distributed in both directions. The jump conditions are imposed on the upper boundary
whereas slip wall conditions are set at the bottom boundary. Pressure field is plotted in Fig 2(a) and 2(b).
Although the shock wave is not aligned with the computational mesh, no significant wiggles are present
around the discontinuity which is well captured. As a second example, a Mach 3 inviscid supersonic flow
past a cylinder is computed. A 81 x 75 mesh, shown in Fig. 3(a) was generated analytically17 for the upper
half of the domain. Symmetric flow conditions are imposed at the centerline. The problem is initalized by
a Mach 3 shock moving from the left while slip wall conditions are imposed at the surface of the cylinder.
Iso-contours of pressure are plotted in Fig. 3(a). Two radial profiles of pressure, corresponding to θ = 0o

and θ = 45o, where θ is defined in Fig. 3(a), are shown in Fig. 3(b). At the centerline, the shock, smeared
over 4 grid points, is located at a distance of 1.7 from the cylinder, which is in good agreement whith the
compact-Roe scheme results obtained by Visbal and Gaitonde14 on the same configuration. The maximal
wiggles amplitudes are maintained below 2%. The model has also been successfully applied to a double
Mach reflection problem and a detonation wave propagation. The numerical setup and the results of these
configurations are discussed in Ref. 6.
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Figure 2. The interaction of an oblique shock with an inviscid wall. The shock angle is 33 degrees from the
Mach 3 free-stream.

III. Jet in supersonic crossflow configuration

Experiments of a hydrogen jet in a supersonic air crossflow have been performed in the Stanford expansion
tube, in which a supersonic combustor environment for various flight Mach numbers (Mach 8-13) can be
achieved.7, 18, 19 The free-stream flow conditions used in the experiments replicates SCRAMJET combustor
entry conditions for flight Mach 10. They are T = 1290K, p = 0.32atm, V = 2360ms−1 and M = 3.4.
An under-expanded transverse jet of hydrogen with a 2mm port diameter is injected into the Mach 3.4
free-stream flow at a distance 50 mm downstream a flat plat leading edge. Entry conditions of the jet are
T = 240K,p = 0.49MP , V = 1205ms−1 and M = 1.0.

In this paper we present results from a preliminary simulation of this flow. To simplify the problem, the
flow is assumed to be that of a single-component ideal gas. Both the free-stream and the jet are assumed to
be uniquely composed of air. Earlier experimental studies showed that transverse penetration of the injected
jet into the crossflow is mainly controlled by the jet-to-free stream momentum ratio. The same pressure,
density and velocity conditions as in the experiment are set for both free-stream and jet, and in order to
maintain the same jet-to-free stream momentum ratio, jet entry temperature is set to 3500 K. The size of
the computational domain is 10D X 10D X 7.5D in the streamwise, spanwise and vertical directions, where
D is the jet injector diameter. Corresponding number of grid points are 211 X 101 X 101. The grid is
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Figure 3. Mach 3 supersonic flow past a cylinder.

cartesian, clustered close to the wall and to the jet entry. Minimum and maximum grid spacing are 0.06D
(in X, Y and Z directions) and 1.3D (in Z direction), respectively. Adiabatic no-slip boundary conditions
are enforced at walls. For this preliminary study, the approaching boundary layer flow is assumed to be
laminar. For the jet inlet boundary conditions, a turbulent mean profile is assumed. The axial velocity is
given by < û >= Uc(1 − 2r)1/n where n = 7 and Uc is set to 1500ms−1 in order to recover the correct jet
mass flow rate.

The expressions of the non-linear viscosity and diffusivity by Eq. 6 and 7 are well suited for cartesian
isotropic meshes. However, when the grid spacing is not identical for each spatial direction, the weighting of
the high-order derivatives of the strain rate by a local grid spacing ∆ doesn’t guarantee the grid-dependent
property of the non-linear viscosity. An alternative is to directly introduce the grid spacing in each direction
in a slightly modified expression of the non-linear viscosity and diffusivity. For r = 5, the modifed expression
for η and ζ become:

η = ρ
∑

i

∆i
2 ∂2

∂xi
2

(

∑

k

∆k
4 ∂2S

∂xk
2

)

, ζ =
a0

cp

∑

i

∆i
2 ∂2

∂xi
2

(

∑

k

∆k
4 ∂2s

∂xk
2

)

(8)

where ∆i is the grid spacing in the i direction.

IV. Results

Schlieren images of this configuration (for two different injected gases) were reported in the experiments
conducted by Ben Yakar et al.19 The long time averaged flow fields properties are shown in Fig. 4(a) where
the flow was imaged with a long exposure time of 3µs. Note the convective time scale tj = Dj/Vj is 0.85
µs and the boundary layer convective time scale tδ = δ/V∞ = 0.2 µs. The plot of the norm of mean
density gradient in Fig. 4(b) allows to qualitatively compare the general flow features with the experimental
schlieren picture shown in Fig. 4(a). Clearly visible in both numerical simulation and schlieren image is the
oblique bow shock, the expanding core of the injected jet and the separation shock wave. The contours of
the magnitude of the mean velocity and streamlines along the centerline predicted by the LES are shown on
Fig. 5(a). These data are obtained by averaging over 6.4 µs of the flow calculation. This averaging time is
short and should be kept in mind in interpreting the results to be discussed. The barrel shock and the Mach
disk, not very clear in the long exposure schlieren image, are however highlighted by the numerical simulation.
Streamlines based on the mean velocity shows three recirculation zones upstream of the injection hole. The
one closest to the jet injection, the so-called horseshoe vortex (HSV), has an omega-shape structure that
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wraps the jet column and stays fairly close to the plate surface. This vortex is also visible on Fig.5(c) and
5(d), where the contours of the magnitude of the mean velocity and streamlines at two streamvise locations
are shown. Initially formed on each lateral edge of the jet, the counter-rotating vortex pair (CWP) is also
identified on these figures.

Figure 6(a) shows a comparison between measurement and prediction of the mean bow shock position.
Good agreement between experiment and simulation is observed in the region away from the wall and
demonstrates the performance of the shock-capturing scheme. However some discrepancy is observed in the
near wall region of the bow shock that may be explained by the following reasons. The flow in the near
wall region upstream to the injection hole is unsteady and insufficient statistics may explain some of the
discrepancy. This unsteadiness in the bow shock position is illustrated by the horizontal red line located at
Y/D = 0.7 on Fig. 6(a) which shows the range in which the bow shock evolves. Further more the present
calculations use a laminar boundary profile upstream of the jet injection, whereas the actual flow is most
likely to be turbulent and this may significantly influence the shock-boundary layer interaction. Also to
note is that the present calculations specify conditions at the exit of the nozzle, i.e. they do not model the
internal flow within the nozzle. This may also influence some detail of the interaction.

Positional fluctuations and curvature changes in the bow shock has been previously observed by Gruber
and Nejad.20 Changes in the position of the bow shock are visualized on Fig. 6(b) where pressure profiles
across the bow shock along the centerline at a constant Z/D = 0.7 location are plotted. A sequence of time
steps which describes one period of bow shock motion is shown. Starting from the most upstream position
limit (taken as time t = 0µs), the shock moves downstream, and reaches its closest location to the jet
injection at half a period (t = 3.2µs). During the second half period, the shock goes back to its initial state.
Experimental investigations of this flow configuration showed that the bow shock behavior below the point of
intersection with the separation shock is strongly influenced by the structures formed after the jet enters the
crossflow.20 These are large scale shear layer vortices formed at the jet/freestream interface19–21 that play an
important role in fluid macro-mixing. In Fig 7 snapshots of the entropy contours in the centerline plane are
presented. At t=0, no eddies are observed and the shock stands at it most upstream location. At t = 1.6µs
, an eddy (1) is formed that increase the curvature of the bow shock which causes it to move towards the jet
exit. At t = 3.2µs, eddy (1) has been convected downstream and a second eddy (2) is formed that still affects
the bow shock curvature. The angle between the shock and the freestream increase that cause an increase
in pressure ratio across the shock, as shown on Fig. 6(b). At t = 4.8µs the second eddy is released. As no
additional eddies are generated, the shock is able to recover to its original state at t = 6.4µs. The shock angle
decrease that cause the pressure ratio across the shock to decrease as well. Both experimental19 and the
present numerical investigation show that the formation of the eddies is not at a fixed frequency. A rigorous
validation of the frequency of the eddies formation is therefore not straightforward, however the same order
of magnitude as seen in the experiments is recovered. This qualitative flow description of the preliminary
results presented here illustrates the nature of the bow shock / jet interactions. Higher resolution calculations
with longer simulation time are planned for the future that will allow a more quantitative analysis of the
shear shear layer vortex formation and convection. The need for simulation with a mesh better adapted to
resolve the shear layer vortices can be seen from figure 7(f) which overlaps every 4th grid point on the center
plane entropy contours. It is immediately evident that the grid resolution at both edge of the jet is quite
marginal. Despite this the present calculation provides some useful qualitative insights.

Finally a three-dimensional visualization of the complex flow patterns is presented in Fig.8. Iso-contours
of entropy and streamlines of the vorticity vector are shown that indicate the orientation of the vortex
core. The blue lines represent the horseshoe vortex that is formed upstream of the jet column further
wraps around injected flow in the boundary layer. The purple streamlines represent the secondary horseshoe
vortex that is formed further upstream. Red colored streamlines highlight the large scale coherent structures
that are located at the jet-free stream shear layer interface. Although the large scale eddies seem to be
two-dimensional in Fig. 7, they are part of the unsteady Kelvin-Helmholtz circumferential rollers wrapping
around the jet. They have a spanwise rolling shape that surround the jet and also the horseshoe vortices.
Finally the counter rotating vortex pair is identified by the black line.

V. Conclusion

A shock-capturing approach based on localized artificial dissipation has been used to perform compu-
tation of a jet penetration into a supersonic crossflow with a high-order accurate finite difference scheme.
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Figure 4. Experimental7 (left) and numerical (right) schlieren picture of the jet in supersonic crossflow
configuration along the centerline plane.
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Figure 5. Contours of the magnitude of the mean velocity (in ms−1) and streamlines for the jet in crossflow
simulation
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Figure 7. Instantaneous entropy contours along the centerline plane. The mesh is shown for every fourth grid
point on (f).
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(a) (b)

Figure 8. 3D views of entropy iso-contour and vorticity streamlines. Blue and purple lines are horseshoe
vortices, red lines are the spanwise rollers and black lines are the counter-rotating vortex pair.

Preliminary results have shown that main features of the flow are recovered. In our current work, we focus
on including turbulence effects by performing large eddy simulations of this configuration. In future, the
computational method will be extended to include appropriate models of combustion in the LES framework.
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