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Abstract

In this paper we study ergodic backward stochastic differential equations (EBSDEs) drop-
ping the strong dissipativity assumption needed in [12]. In other words we do not need to
require the uniform exponential decay of the difference of two solutions of the underlying
forward equation, which, on the contrary, is assumed to be non degenerate.

We show existence of solutions by use of coupling estimates for a non-degenerate forward
stochastic differential equations with bounded measurable non-linearity. Moreover we prove
uniqueness of “Markovian” solutions exploiting the recurrence of the same class of forward
equations.

Applications are then given to the optimal ergodic control of stochastic partial differential
equations and to the associated ergodic Hamilton-Jacobi-Bellman equations.

1 Introduction

Since the beginning of the 90’s several papers have described the link between backward stochas-
tic differential equations (BSDEs), Hamilton-Jacobi-Bellman equations and stochastic optimal
control (see, for instance, [§] and [[9]). The successive literature on BSDEs covered several
different situations, among them infinite horizon control problems, both in finite and infinite
dimensions (see [f], [R] and [4]).

In [[J] the BSDE approach was extended to the case of ergodic control problems, that is,
of control problems in which the cost functional only evaluates the long time behavior of the
stochastic system. In that paper the authors introduced the following class of BSDEs with
infinite horizon, called Ergodic BSDEs (EBSDEs):

T T
Yf:Y{H—/ [zp(Xg,Zg)—A]da—/ ZEdW,, P—as, VO<t<T<oo,  (1.1)
t t



where (W});>0 is a cylindrical Wiener process in a Hilbert space =, X* is the solution of the
following forward SDE with values in a Hilbert (in [[[2] also Banach) space H,

dX? = (AXT + F(XT))dt + GdW,, Xo = z, (1.2)

and ¥ : H x 2% — R is a given function.

We underline that the unknowns in the above equation is the triple (Y, Z, \), where Y, Z are
adapted processes taking values in R and =¥, respectively, and A is a real number.

The case of the EBSDEs driven by a finite dimensional reflected forward equation together
with its applications to semilinear PDEs with general Neumann boundary conditions was then
treated in [R(].

The main assumption in [[J] (and, with slight modifications, in [2Q]) is the strict dissipativity
of A+ F, i.e., the existence of k > 0 such that for all z and 2’ in the domain of A, the following
holds

(A(x —2') 4+ F(z) — F(z'),z — 2') < —k|z — 2|%.

Such a requirement ensures the uniform exponential decay of the difference between the trajec-
tories of two solutions of equation ([.9) that plays a crucial role in the arguments in [[[Z].

The aim of the present paper is to show that, when G is invertible, we can drop the dissipa-
tivity assumption on A 4+ F and study (L)) when A is dissipative but F is only assumed to be
bounded and Lipschitz with no restrictions on its Lipschitz constant. See Example to com-
pare, in the concrete case of an ergodic problem for a stochastic heat equation, the assumptions
needed in the present paper and the ones needed in [ .

Our main tool is a coupling estimate for a perturbed version of the forward stochastic differ-
ential equation ([.7). Coupling estimates have been recently developed for many different classes
of stochastic partial differential equations and exploited to deduce regularity properties of the
corresponding Markov semigroup, see e.g. [[d], [L5], [Ld], [Rd] and 1. In the present paper, in
comparison with the previously mentioned literature, we are only dealing with bounded and ev-
erywhere defined non-linearities but we have to consider measurable non-linearities and to prove
that the estimate depends on them only through their sup (see Theorem P.4 and Appendix [.1)).

The coupling estimate is used here to get a uniform bound for ¥;"* — Yoo’a where Y% is the
solution of the following strictly monotonic BSDE (see [R]))

T T
) A / (Y(XZ, Z5) — aY>)do — / Z5dW,, 0<t<T < oco.
t t

Then the Bismut-Elworthy formula for BSDEs (see [[L0]) yields the uniform bound for V,Y;
that allows to pass to the limit as a \, 0 in the above equation. Note that the non degeneracy
of the noise, i.e., the invertibility of G, is used in an essential way at this step. It is also used to
prove the coupling estimate but a more sophisticated coupling argument, which would not need
this assumption, could be used.

We also notice that we construct a “Markovian” solution of the EBSDE in the sense that Y;
and Z; are deterministic functions of Xj*. We prove, by use of the recurrence of the perturbed
forward stochastic differential equation, that such a “Markovian” solution of the EBSDE is
unique. The recurrence property is studied in [ for a forward SDE similar to ours; the difference
is that here we need to consider drifts that are only bounded and measurable. (see Theorem 2.6
and Appendix f.9). The uniqueness argument is inspired by the corresponding one in [IJ].



Once existence and uniqueness of a Markovian solution of the EBSDE is proved we can
proceed as in [@] to deal with an optimal control problem with state equation

dXT" = (AXP" + F(X]") + GR(u,))dt + GdW,, X5 =, (13)

and ergodic cost functional

1 T
J(x,u) = limsup —IE”’T/ L(X7, us)ds. (1.4)
0

T—o00

Then we deduce that the ergodic Hamilton Jacobi Bellman equation
Lo(z) + ¢ (z,Vu(z)G) =\, z€E, (1.5)

has a unique mild solution; moreover the ergodic problem admits a unique optimal control that
satisfies an optimal feedback law given in terms of the gradient on the solution to the HJB
equation ([.§); finally the optimal cost is .

In the finite dimensional case there are several papers devoted to the study, by analytic tech-
niques, of stochastic optimal ergodic control problems and of the corresponding HJB equations
(see for instance [[I] and [F). On the contrary, to the best of our knowledge, there are very
few works devoted to the infinite dimensional case. As far as we know (mild) solutions of an
equation like ([.§) was studied, in the infinite dimensional case, only in [[[J] (besides the already
discussed results included in [12]).

In [i3] authors prove, by a fixed point argument, existence and uniqueness of the solution of
the mild stationary HJB equation for discounted infinite horizon costs. Then they pass to the
limit, as the discount goes to zero. They work under the same non-degeneracy assumption that
we use here and assume that A is the generator of a contraction semigroup and F' is dissipative;
they also have a limitation on the Lipschitz constant (with respect to the gradient variable) of
the Hamiltonian function 1 (see [[[]] for similar conditions in the case of a strictly monotonic
stationary HJB equation ). On the contrary unbounded non-linearities F' can be considered in
.

The present paper is organized as follows. First we establish general notation. In section fi,
we introduce the forward equation and state the coupling estimates and recurrence property for
the perturbed forward equation. The ergodic BSDE is studied in Section . Sections [| and |
shortly recall how the previous results can be applied to the ergodic Hamilton-Jacobi-Bellman
equation and to the ergodic optimal control problem. We include the proofs for the coupling
estimates and the recurrence property for the perturbed forward equation in the Appendix (see
section ff).

1.1 General Notation

We introduce some notations; let F/, ' be real separable Hilbert spaces. The norms and the
scalar product will be denoted | - |, (-, ), with subscripts if needed. L(FE,F) is the space of
linear bounded operators E — F', with the operator norm. The domain of a linear (unbounded)
operator A is denoted D(A).

Given ¢ € By(FE), the space of bounded and measurable functions ¢ : E — R, we denote
I¢llo = sup,ep |@(x)|. If, in addition, ¢ is also Lipschitz continuous then [|¢l[j;, = [l¢llo +
Supx,x’eE,J}#x’ ‘(b(x) - (ﬁ(.%'/)H.%' - x/lil'

We say that a function F': E — F belongs to the class G!(E, F) if it is continuous, has a
Gateaux differential VF(x) € L(E, F) at any point € E, and for every k € E the mapping



x — VF(z)k is continuous from F to F' (i.e. * — VF(x) is continuous from F to L(E, F) if
the latter space is endowed with the strong operator topology). In connection with stochastic
equations, the space G' has been introduced in [fJ], to which we refer the reader for further
properties.

Given a probability space (2, F,P) with a filtration (F;)¢>0 we consider the following classes
of stochastic processes with values in a real separable Banach space K.

1. LL(Q,C([0,T],K)), p € [1,00), T > 0, is the space of predictable processes Y with
continuous paths on [0, 7] such that

v —E sup [%f} < .
LE(2,C([0,T],K)) t€[0,T7] *

2. L5(Q,L*([0,T]; K)), p € [1,00), T > 0, is the space of predictable processes Y on [0, 7]
such that

T ) p/2
p j—
|Y|L%(QvL2([07T]§K)) =E (/0 |Y;5|Kdt> < oo.

3. L% 10e (€2 L%(0, 005 K)) is the space of predictable processes Y on [0, 00) that belong to the
space L%(Q, L*([0,T); K)) for every T > 0.

2 The forward SDE

2.1 General assumptions

This section is devoted to the following mild It6 stochastic differential equation for an unknown
process X,, 7 € R", with values in a Hilbert space H:

X, =T D4 4 / eTAY(X,) do —i—/ TTAG AW, Vr>0, P—as. (2.1)
t t

We assume the following;:

Hypothesis 2.1

(i) A is an unbounded operator A : D(A) C H — H, with D(A) dense in H. We assume that
A is dissipative and generates a stable Cy-semigroup {etA}tZO. By this we mean that there
exist constants k > 0 and M > 0 such that

(Az,z) < —k|z|> Vz € D(A); le™) < Me™*7.
(ii) For all s > 0, %4 is a Hilbert-Schmidt operator. Moreover ]eSA\LQ(HH) < L s77 for suitable
constants L > 0 and v € [0,1/2).
(iii) Y is a bounded measurable map H — H,

(iv) G is a bounded linear operator in L(Z,H). Moreover we assume that G is invertible and
we denote by G~ its bounded inverse.

(v) (2, F,P) is a complete probability space, (Fi)i>o0 s a filtration in it satisfying the usual
conditions and (Wy)i>o ts an F-cylindrical Wiener process with values in a separable Hilbert
space =.



Remark 2.2 We notice that if the operator A with dense domain is m-dissipative that is
(Az,z) < —k|z|3} Va € D(A) and A — kI is surjective for a suitable k; > 0 then by the
Lumer-Phillips theorem it follows immediately that A generates stable Cy-semigroup of contrac-
tions (that is M =1).

The following result is well known in its first part (see, for instance, [f]) and a straight-forward
consequence of the Girsanov transform in the second.

Proposition 2.3 Fizt > 0 and x € H and assume that T is Lipschitz. Under the assumptions
of Hypothesis 2.1 there exists a unique adapted process X verifying (£.1). Moreover, for every
p€[2,00) and every T > t, X € LL,(Q;C([0,T]; H)) and

E sup |X,|P <C(1+|z|)P, (2.2)
T€E[t,T)

for some constant C' depending only on p,~v, M and sup,cg |Y(x)| but independent of T > t.

If Y is only bounded and measurable, then the solution to equation ([2.1) still exists but in
weak sense. By this we mean, see again [A], that there exists a new F-Wiener process (Wt)tZO
with respect to a new probability P (absolutely continuous with respect to P), and an F-adapted
process X with continuous trajectories for which ) holds with W replaced by W. Moreover
[2-3) still holds (with respect to the new probability). Finally such a weak solution is unique in
law.

In the following we will denote the solution of equation (R.1]) by Xt% and by X7 when we
choose the initial time ¢ = 0. We remark that equation (B.1) is the mild version of the Cauchy
problem:

dX0" = AXEPds + Y(XP™)dt + GdW,, s > t,
{ X = g, (2.3)
The following result is proved in section 6.1.

Theorem 2.4 (Basic coupling estimate) Assume that Y : H — H is Lipschitz and let X®
be the (strong) solution of equation (2.1) then there exist ¢ > 0 and ) > 0 such that for all
¢ € Bb(H) )

|Pelg](w) — Peld)(2)| < e(1+ J2f* + [2"]*)e™ o, (2.4)

where Py[¢](x) = Ep(XF) is the Kolmogorov semigroup associated to equation (2.1).
We stress the fact that ¢ and 7) depend on Y only through sup,cp |Y(x)|.

Corollary 2.5 Relation (2.]) can be extended to the case in which Y is only bounded and
measurable and there exists a uniformly bounded sequence of Lipschitz functions {Yp}n>1 (i.e.
Vn, Yy, is Lipschitz and sup,, sup, |T,(x)| < 0o) such that

lim Y, (z) =Y(z), VYaeH.

Clearly in this case in the definition of Pi[¢] the mean value is taken with respect to the new
probability P.

Proof. It is enough to show that if P" is the semigroup corresponding to equation (R.1) with
T replaced by Y, then Va € H and Vt > 0,

Pi(¢l(z) = Pilo] ().



We set

U =™z —i—/ TIAG AW,
0
By Girsanov’s formula

Prol(z) =E(p " o(UF)),  Pulgl(x) = E(pf¢(U))

where . .
1
o7 = exp (— [ierwnawz— | IGlTn(Ué”)I%dS> ,

0 0

and
t 1 t

= (- [Tz -] [eTwnRas).
0 0
We have
E((7)?

t t t
E [exp <—2/(G_1Tn(Utx),dW3>5 - 2/ |G_1Tn(Uf)|25ds> exp (/ |G_1Tn(Uf)|25ds>}
0 0 0
< exp <tIG1|2SUPSUPITn(:v)I2> < 00,

from which we deduce that {p;"*},, is uniformly integrable in L!(£2). Moreover, it is easy to see
that lim,, p,"* = pf in probability, and the claim follows. O

The equation (B.J) also enjoys a recurrence property that will be useful in the following, it
is proved in section 6.2.

Theorem 2.6 Assume that Y : H — H can be approximated (in the sense of pointwise conver-
gence) by a uniformly bounded sequence of Lipschitz functions {Y,,}n>1. Then the solution of
equation (B-1) is recurrent in the sense that for allT € H, T open:

lim P{3t e [0,T]: XF €T} =1.
T—o0
In particular, setting 7 = inf{t : | X7| < €}, then Ye > 0, limp_,oo P{7% < T} = 1.

3 The Ergodic BSDE

We fix now a bounded function F' : H — H and denote by X%® (and by X* when we choose
the initial time ¢ = 0) the solution of equation (R.I]) with ¥ = F.
This section is devoted to the following type of BSDEs with infinite horizon

T T
Yﬁzyju/ [w(xg,zg)_x]da_/ ZEdW,, 0<t<T < oo, (3.1)
t t

where A is a real number and is part of the unknowns of the problem; the equation is required
to hold for every ¢ and T as indicated. On the function ¢ : H x 2 — R and F’ we assume the
following;:

Hypothesis 3.1 v is a measurable map H x 2% — R. Moreover there exists | > 0 such that

(@0 <l (2,2) =y <llz—7|,  2€H, 27 €F"



Hypothesis 3.2 F is bounded, Lipschitz and Gateaux differentiable, more precisely, F' belongs
to the class G1(H, H).

We start by considering an infinite horizon equation with strictly monotonic drift, namely, for
a > 0, the equation

T T
Y =y +/ (W(X3,Z5) — oY %)do — / ZytdW,, 0<t<T<oco.  (32)
t t

The existence and uniqueness of solution to (B.J) under Hypothesis B.1 was first studied by
Briand and Hu in and then generalized by Royer in [21]]. The following lemma follows from
Lemma 2.1 and Theorem 3.2 in [[[4].

Lemma 3.3 Let us suppose that the Hypotheses [2.1, and 3.2 hold. Then for all x € H and
a >0,

(i) there exists a unique solution (Y*% Z%%) to BSDE (3.) such that Y®% is a bounded
continuous process, Z%* belongs to L%, .(Q; L*(0,00;E%)), and |Y,"| < l/a, P-a.s. for all
t>0;

(ii) if we define v*(z) = Yy"* then, for all fized o > 0, v* is Lipschitz bounded and of class
gl, moreover,

VIO =0 (XF), 2P = Ve (XP)G.

In order to construct the solution to (B.I]), we need some uniform in « estimate of [v*(z) —
v*(z")|. This will be obtained by coupling estimates but first we have to prove an approximation
lemma:

=k

Lemma 3.4 Let ¢, ' : H — Z* weakly* continuous with polynomial growth. We define

P(z,¢(x) — Yz, ¢ (x))

) — ()2
SR GO

(C(@) = ¢'(@)", if C(x) # (=),

0, if ¢(z) = ().

There exists a uniformly bounded sequence of Lipschitz functions (Tn)nzl (i.e., Vn, Y, is Lips-
chitz and sup,, sup,, | Tp(z)| < o0) such that

lim Y, (z) = T(z), Vze H.

n

[1]

Proof. Fixing an orthonormal basis {{1,£2, -} in E, we define the projection I, =«: =* —
as follows:

M= =) (C&) < &>
1=1

Set

. _ !
i) = H0C(a) — v, )
(@) = (@) +i
Y, 1 =-(2) = ¢(, 1 =+ ' (2))
Mpz-C(x)) — Mz ()2 4371
It is easy to verify that the functions TP are continuous functions. Moreover |T4?(z)| < | and
lim, Yo (z) = Y¥(x) , lim; Y¥(x) = Y(z), for all z € H. Fixing i, p, it is quite classical (based on

(Cla) = ()",

ToP(x) = (IpzC(x) = Mpz-C'(2))




finite dimensional projections and convolutions) to construct a uniformly bounded sequence of
Lipschitz functions {Y%P™},  such that lim,, Y™ (z) = YP(z), see, e.g. Lemma 4.2 in [10].
Then the proof ends with a diagonal procedure. O

The following lemma plays a crucial role. It gives the desired estimate of v®(x) — v®(2’) and
of Vo™,

Lemma 3.5 There exists a constant c(¢,¢,1) > 0 such that for all x, 2’ € H
[0 () = v*(2")] < (1 + |z* + |2"%); (3.3)

and for all x € H,
|Vo*(z)] < (1 + |z[?). (3.4)

We stress the fact that ¢ > 0 is independent of a.

Proof. Set
w(m',VUa(x)G) — 1/}(,%'7()) N . ' .
Voo ()G 2 (Vu(2)G)", if Vo (2)G #0
Ta(x) =
0, if V’Ua(x)G = 0.
Then

W(XF, Z0%) = 9(XF,0) + T(XP) 27

From Proposition .4, Y is the pointwise limit of a uniformly bounded sequence of Lipschitz
functions.

For all T' > 0, the couple of processes (Y% Z%%) is a solution to the following finite horizon
linear BSDE

{ —dY"® = (X, 0)dt + Y(XF)Z5dt — oY, dt — Z5dW,,  t € [0,T],

afe =V 3.5
Y% = v*(XF). (3:5)

Since T is bounded for all T > 0, there exists a unique probability Pz guch that

~ t ~

Ee = / To(X7)ds + W,

0
is a P=*T_Wiener process for t € [0,T]. Consequently we have
. T
v (z) = BBt [BO‘TUO‘(X%) —|—/ 6a8¢(X§,0)d8]
0

where E»*T denotes the expectation with respect to pz.oT
Letting 7' — o0, as [v*(z)| < L, we get

T

v¥(z) = lim E2>T [/ easi/}(X;”,O)ds] .
T—o00 0

On the other hand, if we rewrite the forward equation (R.I)) with respect to W% it turns out

that X7 verifies

{ dX7 = AXFdt + F(XP)dt + GT(XF)dt + GW, (3.6)

Xt=ze H.



We denote by P the associated Kolmogorov semigroup, i.e.,
Pi[0](z) = E=*'o(XT).

Applying Corollary R with T* = F + GY“ (which is also the pointwise limit of a sequence of
Lipschitz functions), we obtain
0% (z) — v*(2")] S/O e PR (L 0)](2) — Pr[v (-, 0)](2")] dt < 5(1 + 2% + [2"?)
where ¢ and 7 are independent of a.. The proof of (B.3) is now complete.
To prove (B.4), let us set
v*(z) = v*(z) — v*(0).

Then, V;"* = Y, — Yoo’a = 0*(X}) is the unique solution of the finite horizon BSDE

—dY," = (XF, ZPN)dt — oY" — av®(0)dt — ZPdWy,
Vi = 02 (XT).

Note that in particular, in the above equation, |av®(0)| < . By Theorem 4.2 in [I(]], v¢ is of class
G' and there exists a constant c(l,¢,1) > 0 independent of o such that |Vu®(x)| < ¢(1 + |z|?),
and the conclusion follows. O

Remark 3.6 As already mentioned in the introduction, the non degeneracy assumption on G
1s essential in the proof of the gradient estimate on v®. More precisely, it is necessary to use the
Bismut-Elworthy formula from [14].

Now we are in position to state our main result in this section.

Theorem 3.7 Assume that the Hypotheses .1, and 3.2 hold. Moreover let \ be the real
number in (3.7) below and define V¥ = 9(XF) (where U is a locally Lipschitz function with
7(0) = 0 defined in ([3.8)). Then there exists a process Z' € L%,IOC(Q;LQ(O,OO;E*)) such that
P-a.s. the EBSDE (3.1) is satisfied by (Y*,Z%,\) for all 0 <t < T.

Moreover @ is of class G*, |Vo(z)| < c(1+ |z|?), and Z; = Vo(XF)G.

Proof. Let us set again v*(z) = v*(x) — v*(0). By Lemma and relation (B.J) we can
construct, by a diagonal procedure, a sequence «, \, 0 such that for all z in a countable dense
subset D C H

v (z) — v(x), anv® (0) = A, (3.7)

for a suitable function 7 : D — R and for a suitable real number .

Moreover, by Lemma B, [v%(z) — v*(2')| < (1 + |z|> + |2/|?)|x — 2’| for all z,2’ € H and
all @ > 0. So v can be extended to a locally Lipschitz function defined on the whole H with
[5(x) — 52| < o1 + |of? + |o'[2) 2 — '] and

v (x) — v(2), x € H. (3.8)

Clearly we have, P-a.s.,

T T
Y, =Y+ / (W(XE, Z2%) — oY " — av®(0))do — / Z5dW,, 0<t<T < oco. (3.9)
t t



Since [v%(x)| < ¢(1 + |z|?), inequality (B-J) ensures that E sup;eo, 1] [supaso |7f’a|2] < +oo for
any T > 0. Thus, if we define Y" = 5(X?), then by dominated convergence theorem

/ Y, =Y, Pdt =0 and E|YZ™ —Y7> =0
0

as n — oo (where ay, N\ 0 is a sequence for which (B.4) and (B.§) hold).
We claim now that there exists Z* € L73 1o (€2 L2(0, 'E )) such that

T
E/ |z — 7 |Edt — 0.
0

Let Y = Y®#on _ Y%om 7 — g%on _ zoom  Applying 1t6’s rule to Y2 we get, by standard
computations, that

T T T
YZ+E / |Z,|2.dt = EYZ + 2E / Yy dt — 2E / [, Y50 — Y0 Yy dt,
0 0 0
where ¢; = Y(XF, ZD) — (XF, ZD™). We notice that [¢| < 1|Z| and a,|V;"*"| <. Thus

T ~
e 12
0

It follows that the sequence {Z%"} is Cauchy in L?*(Q; L?(0,T;Z*)) for all T > 0 and our claim
is proved.
Now we can pass to the limit as n — oo in equation (B.g) to obtain

T T
2.dt<c [E(Y/T)z +E/ (th)zdt—i—E/ ]fft\dt} .
0 0

T T
Y, =Y+ / (W(XZ,Z,) — N)do — / ZydWy, 0<t<T <oo. (3.10)
t t

We notice that the above equation also ensures continuity of the trajectories of Y.
Finally, the couple of processes (Yx, Zx) is the unique solution of the finite horizon BSDE

—dYi" = ((XF, Zy) — Ndt — ZrdW,
Yi' = o(XY).
Once again, by Theorem 4.2 in [[[(J], we conclude the proof. O

Remark 3.8 The solution we have constructed above has the following “quadratic growth”
property with respect to X: there exists ¢ > 0 such that, P-a.s.,

V7] < e(1+|X[[?), forall t > 0. (3.11)
If we require similar conditions then we immediately obtain uniqueness of A.

Theorem 3.9 Assume that the Hypotheses 2.1, B-1 and 5.2 hold true. Moreover suppose that,
for some x € H, the triple (Y',Z',N') verifies P-a.s. equation (3.14) for all 0 <t < T, where
Y’ is a progressively measurable continuous process, Z' is a process in L%,IOC(Q;IP(O,OO;E*))
and X' € R. Finally assume that there exists ¢, > 0 (that may depend on x) such that for some
p>1, P-a.s.

IY/| < (1 + | XF|P), for allt > 0.

Then N = ).

10



The proof of the above theorem is similar to that of Theorem 4.6 in [[J], so we omit it here.

The solution obtained in Theorem B.] has moreover the property that processes Y% and Z¢
are deterministic functions of X*. We refer to such solutions as to “Markovian” solution of the
EBSDEs.

We prove that the Markovian solution is unique.

Theorem 3.10 Let (v,¢), (9,) two couples of functions with v, o : H — R, continuous, with
lo(z)] < e(1 + |z]?), |0(z)] < e(1 + |z]?), v(0) = #(0) = 0 and ¢, ¢ continuous from H to =*
endowed with the weak* topology verifying |¢(x)| < (1 + |z[?), 1C(2)] < (1 + |z]?).

Assume that for some constants X\, A\ and all x € H, (v(XF),C(XF),N), (8(XF), (XE),N)
verify the EBSDE (5.1), then \ = N v=0, (=C

Proof. The equality A = X comes from Theorem B9
Then let Y = v(X7F) — 9(X¥), ZF = ¢((X7F) — ((X¥) and T be defined in Proposition B4.
We have
—dY® = Y (XF)ZEdt — Z8dW; = —ZEdW]

where W, = — fo (XZ)ds + W; is a Wiener process in [0,T] under the probability P*: T

Moreover, under P% T, X7 satisfies equation (R.3), in [0,7], with, as before T = GY + F.
Thus, from Proposition P.3, it holds that for all p > 1, and all z € H

E®T|XFP < (1 + |2P),VO <t < T,

where ¢ > 0 depends on p,7y, M and [|G| + sup, |F(z)|, and is independent of T". Thus the
growth conditions on ¢ and ¢ implies that, for all T > 0, E*T f | ZF|2dt < .
Let 7 = inf{t : | X}| < €} then for all " > 0

Y¢ =E>TYE, .
For any 6 > 0, there exists € > 0 such that |v(z) — 0(x)| < 4 if || < e. Then for a constant
c>0,
Y5 | = [E2TYE, | < B2V pery + BV YE L omy
54 (E];m,T{T > T})UQ (I_E‘T’T{|Yx|2})
< 6+ (BT{r > 7)) (BT {1+ | XF))

1/2

IN

1/2

Noting that, by Theorem R.6, lim7_,o. P*7 {7 > T} = 0 and sending T to oo in the last inequality,
we obtain that |Y{¥| < and the claim follows from the arbitrarity of 4. O
4 FErgodic HJB equations

We briefly show here that as ©(z) = Y in Theorem B.7 is of class G!, the couple (v, A) is a mild
solution of the following “ergodic” Hamilton-Jacobi-Bellman equation:

Ly(x) + ¢ (z,Vu(x)G) =\, x€ H, (4.1)

where the linear operator £ is formally defined by

Lf(x)= %Trace (GG*VQf (m)) + (Az,Vf (z)) + (F (z),Vf(x)).

11



We notice that we can define the transition semigroup (F;)¢>( corresponding to X by the formula
P,[¢)|(z) = E¢(X}) for all measurable functions ¢ : E — R having polynomial growth, and we
notice that £ is the formal generator of (F;)i>o.

Since we are dealing with an elliptic equation it is natural to consider (v, \) as a mild solution
of equation ([.1)) if and only if, for arbitrary 7' > 0, v(z) coincides with the mild solution u(t, z)
of the corresponding parabolic equation having v as a terminal condition:

Qulbt) | Lo (t,x) + 4 (2, Vu (t,2) G) = A =0, t€[0,T], z € H,
(4.2)
w(T,z) =v(z), x€ H.

Thus we are led to the following definition:

Definition 4.1 A pair (v,\) (v: H — R and X\ € R) is a mild solution of the Hamilton-Jacobi-
Bellman equation ([f.1) if the following are satisfied:

1. ve G (H,R);

2. there exists C > 0 such that |Vov (z)| < C (14 |x|P) for every x € H and some p > 1;

S for0<t<T andx € H,
T
v(z) = Pr—[v] (z) +/t (Ps—¢ [(- Vv (1) G)] (z) — A) ds. (4.3)

Theorems B.7] and immediately yield existence and uniqueness of the mild solution of

equation ([L.1)).

Theorem 4.1 Assume that Hypotheses .1 and hold.

Then (v, \) is a mild solution of the Hamilton-Jacobi-Bellman equation ([{.1).

Conversely, if (v, \) is a mild solution of (1) then, setting Y;* = v(X¥) and Zf = Vu(X})G,
the triple (Y, Z%,\) is a solution of the EBSDE ([3.1), which implies the uniqueness of mild
solution in the sense that if (v°,\), i = 1,2 are mild solutions of the Hamilton-Jacobi-Bellman
equation ([f.1) then v'(XF) = v*(X¥) and Vo' (XF)G = Vv*(XF)G P- a.s. for a.e. t > 0.

Proof. : The proof is identical to the one of Theorem 6.2 in [1J].

5 Ergodic control

We fix a bounded function F : H — H and denote by X® the solution of equation (R.1)) with
T=F.

Assume that the Hypotheses and 3.2 hold. Let U be a separable metric space. We define
a control u as an (F;)-progressively measurable U-valued process. The cost corresponding to a

given control is defined in the following way. We assume that the functions R : U — Z* and
L : H x U — R are measurable and satisfy, for some constant ¢ > 0,
|IR(u)| <c¢, |L(z,u)|<c, |L(z,u)— L' u)|l<clz—2a], uweU, z,2 € H. (5.1)

Given an arbitrary control u and T' > 0, we introduce the Girsanov density
T 1 (T
pY = exp </ R(us)dW; — 5 / |R(us) é*d5>
0 0

12



and the probability P% = p%P on Fr. The ergodic cost corresponding to u and the starting
point z € H is

1 T
J(x,u) = limsup —IE”’T/ L(X7, us)ds, (5.2)
0

T—o00

where E%T denotes expectation with respect to P%. We notice that W = W; — fot R(us)ds is a
Wiener process on [0, 7] under PY. and that

dXT = (AXT 4+ F(XE))dt + G(dW* + R(ug)dt), t€[0,T)]

and this justifies our formulation of the control problem. Our purpose is to minimize the cost
over all controls.
To this purpose we first define the Hamiltonian in the usual way

W(z,2) = iIellfj{L(x,u) + 2R(u)}, r€H, ze€ =", (5.3)

and we remark that if, for all z, z, the infimum is attained in (5.3) then by the Filippov Theorem,
see [[[7], there exists a measurable function v : H x Z* — U such that

P(x, 2) = Uz, y(x, 2)) + 2R(v(2, 2)).

We notice that under the present assumptions 1 is a Lipschitz function and (-, 0) is bounded
(here the fact that R depends only on u is used). So if we assume the Hypotheses R.1 and 3.2,
then in Theorem B.7 we have constructed, for every z € H, a triple

(57:27217)‘) = (@(Xx)7§(Xx)75‘) (5.4)
solution to the EBSDE (B.1]).

Theorem 5.1 Assume that the Hypotheses 2.1 and 3.2 hold, and that holds as well.
Moreover suppose that, for some x € H, a triple (Y, Z,\) verifies P-a.s. equation (B.4) for
all 0 <t < T, where Y is a progressively measurable continuous process, Z is a process in
L%’IOC(Q; L?(0,00;=*)) and A € R. Finally assume that there exists ¢, > 0 (that may depend on
x) such that P-a.s.
Vi| < (14 |XF)?), for allt > 0.

Then the following holds:

(i) For arbitrary control u we have J(z,u) > X = ), and the equality holds if L(XF,us) +
ZiR(uy) = Y(X7, Zt), P-a.s. for almost every t.

(ii) If the infimum is attained in then the control uy = v(X¥, Z;) verifies J(z, 1) = .
In particular, for the solution mentioned above, we have:

(i4i) For arbitrary control u we have J(x,u) = X if L(XF, us) + ((XF)R(u) = »(XF, ((XF)),
P-a.s. for almost every t.

(iv) If the infimum is attained in (5.3) then the control u; = v(XF,((XF)) verifies J(z, @) = \.

Proof. : The proof is identical to the one of Theorem 7.1 in [2].
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Example 5.1.1 We consider here an ergodic optimal control when the state equation is a
stochastic heat equation. The difference with respect to the same example in /@/ is that, if
we have non-degenerate noise, we do not need to assume that the non-linearity f is decreasing.
Namely we consider the following state equation

QX (€)= [ S XU (4,€) + [ (&, X" (£,€)) + (&, u (t,€)] dt + (W (1,€) dt,
X*(t,0) = X" (t,1) =0, (5.5)
X (1,€) = w0(8).

where W (t,€) is a space-time white noise on [0, 00[x [0,1].
We also introduce the cost functional

1 T 1

J (z,u) = limsup —E/ / 1§, X2 (&), us(§))d ds. (5.6)
T—o0 T 0 0

An admissible control u (t,€) is a predictable process u : £ x [0, 00[x[0, 1].

Then (the reduction to the abstract infinite dimensional framework is as in [LQ] Section 5.1)
the results of Theorem can be applied under the following assumptions:

1. f:]0,1] x R — R is measurable and bounded and

|f(&m) — f(&m2)| < cplme —ml,

for a suitable constant cy, almost all & € [0,1], and all n1,m2 € R. Moreover we assume
that f(&,-) € CYHR) for a.a. € € [0,1].

2. 0 :[0,1] = R is measurable and bounded. Moreover c, < |o(£)|, for a.a. £ € [0,1] and a
suitable constant c, > 0.

3. r:[0,1] x R is measurable and bounded and, for a.a. § € [0,1], the map r(§,-) : R = R is
continuous.

4. 1:]0,1] x R? is measurable and bounded and, for a.a. £ € [0,1], the map 1(¢,-,-) : R? = R
18 continuous.

5. xo € L2([0,1)).

6 Appendix

6.1 Proof of the coupling estimates

Proof. We use a coupling argument. The precise result needed here cannot be found in the
literature and we give the full proof for completeness. In particular, we show that the constant
¢ and 7 in (R.4) depend only on the supremum of Y. Our proof is a mix of arguments found in
[, I3, [id], Y] and [L§. Note that the more analytical method from [ could also be used.
To prove that the laws of the solutions starting from different initial data get closer in
variation, we first wait that these solutions enter a fixed ball. Then, we construct a coupling of
solutions starting from initial data in this ball. Iterating this argument we obtain the result.
In this section, k;, ¢ = 0,1... denotes a constant which depends only on ~, M,G and

Lo = sup,cp | F(z)].
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Step 1: Let Z; = fg eAt=5)GdW (s) and p = X® — Z. Thanks to Hypothesis -], we obtain
by taking the scalar product of the equation verified by p with p:
1d

L K
5 dt!plz +klp|* < Llp| < 22+ <|p?

— 2k 2
with Lo = sup,cp [T (z)|. By Gronwall’s lemma
. L§
o < e (af? + 1),
Moreover

t t
E(|Z:*) :/0 e IGL, ryds < ’G’%(H)/O |12, (1.1 s

It follows
EIX71? < 2(|z)Pe ™™ + k1), (6.1)

with a constant x; depending only on vy, M, G and Ly = sup,c |F(z)| but independent of ¢ > 0.
By the Markov property:

E( X7,y 1721 Fir) < 20XEpPe ™) + k1, k> 0. (6.2)

Let us define for R > 0
Cr ={|XirI> > R}, Bp= mﬁ?:on-
By Chebychev’s inequality
—kT K1
R R
Multiply (B.2) and (6.3) by 15, and take the expectation to obtain, since 1p,,, < 1p,,

2e
P(Crt1Frr) < | X +

E(1XG 17" L514.) E(|X{r*15,)
<A
P(Bj+1) P(By)

where

2¢—kT K1

A =
2¢—kT K1
R R
Let R = 4k1 and choose T such that e %7 = %. The eigenvalues of A are 0 and 2¢ kT 4 i < %
We deduce that N
1
BB < (5) (1+1aP)

with ko depending only on k1. Defining
T = inf{kT; | X% |* < R},

it follows

k
P(r > kT) < P(By) < 2 (%) (1+ [2]2).
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Thus, for nT < 21In2,
E(e™) < r3(1 + |z|?). (6.4)

Step 2: We construct a coupling for x,y € Bg, the ball of center 0 and radius R, x # y.
Let T > 0 to be chosen below, we denote by p1 the law of X* and po the law of XV on [0,7].
Set X; = X/ + L=teAl(z — y) and denote by /is the law of X on [0,7]. Then

dX = (AX + F(X))dt + dW,

where W; = W, — fg h(s)ds, with h(s) = F(X,) — F(XY) — LeAt(z —y). By Girsanov’s formula,
W is a Wiener process under a new probability measure P. Therefore, under P, X has the law
w1 while under P it has the law fio. Of course p; and /i are equivalent. Since |h(t)| < 2L+ 2

we deduce that
/ (dﬂz>3
—— | dp1 < ky.
7 \du

We need the following result (see for instance [[L6]).

Proposition 6.1 Let (u1,u2) be two probability measures on a Banach space E then

|1 = p2llrv = minP(Z, # Zs)

where the minimum is taken on all coupling (Z1, Za) of (u1, u2). Moreover, there exists a coupling
which realizes the infimum. We say that it is a maximal coupling. It satisﬁesﬂ

P(Zl =y, /1 € F) = 1 A Mg(r), I'e B(E)

Moreover, if p1 and ps are equivalent and if

d p+1
/ <d—'u2> dpp <C
E M1

for some p>1 and C > 1 then

1 1 1/(p—1)
P(Zi = Z5) = A E)>(1-- — .
(%= 2) =i na() = (- ) ()

We deduce the existence of a coupling (V1%Y, V2%Y) of (1, fiz) such that
~ 1
]P) Vlyxyy — V273373/ >
( ) T 4Ry
Clearly, (V;¥, V249 = V259 _ Tt oA(y ) o o is a coupling of (i1, u2) on [0,7] and

~ 1
]P)(V%vwvy — V[]%vwvy) 2 ]P)(VLJ%Z/ — Vszvy) Z 4_. (6.5)
R4

Step 3: We now construct a coupling for any initial data. For x = y, we set

(‘/tlv$7$7 ‘/tQ’$7$) = (Xir7Xl::B)7 t 6 [07 T]

'Recall that if u1, u2 are absolutely continuous with respect to a measure p (for instance p = w1 + p2), we
have
d d
d(pr A p2) = (S5 A S22 )dp.
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If = or y is not in Br, we set
(V22 VPR = (XE, XY, t e [0,T),

where X is the solution of equation (B-J) driven by a Wiener process W independent of W.
The coupling of the laws of X*, XY for ¢ > 0 is defined recursively by the formula

1, 1
i,V Yy Y

Vs =yt T e [0,T), i =1,2.

We then define the following sequence of stopping times:
Ly = inf{l > Ly,1, Vii™¥, V™" € Bg}
with Lo = 0. Evidently, (5.4) can be generalized to two solutions and we have:

E("T) < my(L+ [z + [y]?)

and

E(e"Eme1=EmT|Fp 1) < ka(1+ [VEE P + V2SR,
It follows

1 2
ek ) < B (T4 VR VEERE)
< (1 + 2R*)E (e"T)
and
E (e ) < k(1 + 2R (1 + |2 + [yl?).

Set now

1,z, 2,x,
bo = mf{l, Vip e = Vi ek

Since VLll’:mp’y = Vgl’:mp’y € Bpg, we have by (B.5)

1
P(¢ [+ 1|4 ) <(1——).
(0>+\0>)_( 4/44)

Since P(¢y > 1+ 1) =Py > 1 + 1|€0 > [)P(¢y > 1), we obtain

(€0>l)§(1—ﬁ)l

Then for v >0

E(BWLZOT) < ZE(GW/LLT]_Z:&))

v
=

P(l = £o) =/ (E (e T )/

1 (I=1)(A=/n) B v/n
(1 — 4—) [ﬁé(l + 2R (1 + |z + |y|2)] :
K4

gl

v
=

M |

l

vV
=}

We choose v < 7 such that

1 \ 1/ /
(1——) [k =3(1+2Rr»)]"" <1

4Ky
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and deduce
E(e""0T) < ks (1 + |2|* + [yl?).

Since
no = inf{k, Vit = ViYY< Ly + 1
it follows
E(7T) < kis(1+ [z + |yl?)
and
PV # Vigt¥) = Bk > no) < s (1 + [af* + [y[*)e 7.
Moreover

1 b b 2 b -
P( kTTi T+t) < P( el VkTw y) < ks(1+ ‘x’2 + ’y‘Q)e 7R
< k(1 + [af? + [y[?)e (T,

We deduce for ¢ € By(T?) with sup,cj |¢(z)] < 1
Pilol(@) = Plslw)] - = [BI&(V;") = 6(V2™)

< 2k6(1 + [z]? + [y[?)e "

6.2 Proof of the recurrence

Our method consists in applying Proposition 3.4.5 in [fj], and we apply Doob’s Theorem (see
Theorem 4.2.1 in [f]) in order to verify the conditions of Proposition 3.4.5 in [f].

Proof.
Let us first introduce an auxiliary Markovian semigroup R[¢](x) = E¢(U}") corresponding
to the Markov process U where

t
Uf = ety —i—/ et=AG aw,.
0

We denote
R(t,z,T) =PU €T) = Re[1r](z), I'e B(H),

the transition probabilities corresponding to U.

By Hypothesis R.1], the Markovian semigroup R admits a unique invariant measure v (see
Theorem 6.3.3 in [ff]). Moreover, R is irreducible (i.e., R(t,z,T') > 0 for all I which is open and
non empty set in H, see Theorem 7.2.1 in [f]), and ¢-regular for any ¢ > 0 (i.e., the measures
{R(t,x,-) : x € H} are equivalent, see Theorem 7.3.1 in [f]).

Next, recall that Py[¢](x) = E¢(X7) (where E means expectation with respect to probability
I@’) is the Markovian semigroup corresponding to weak solutions X? of the equation B3) (we
notice that the solutions of equation (R.J) are unique in law). And we denote

P(t,z,T) =P(XF € T) = P[lr](z), T € B(H)

the transition probabilities corresponding to X. From the Girsanov theorem, the semigroup P
can be represented, for ¢t < T, by

Pilo)(x) = E(pr¢(UY))
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where pf = exp< fo G Y (Uf), dWs)= — 5 fo G-I (UF )]2ds> > 0, P-a.s.

Consequently, P is irreducible (i.e., P(t, x,T") > 0 for all I which is open and non empty set
in H), and t-regular for any ¢ > 0 (i.e., the measures {P(t,z,-) : x € H} are equivalent). And
the above representation also implies that the semigroup P is stochastically continuous (i.e.,
limp o Pi[p](x) = ¢(x) for all x € H and ¢ € Cp(H)).

Moreover, by a similar argument to that of Theorem 8.4.4 in [fj], there exists a measurable
function n : H — RT such that g = ndv is the unique invariant measure corresponding to
semigroup (P;)¢>0. Indeed it is clear from the proof of Theorem 8.4.3 in [ that Theorem 8.4.4
in [A] remains true whenever F' can be approximated by a sequence of C,? functions converging
in the bounded pointwise convergence sense.

We are now in position to apply Doob’s Theorem (see Theorem 4.2.1 in [ff]) to obtain that
e 1 is strongly mixing and Py(z,I') — p(I') for all ' € B(H).
e 1 is equivalent to all measures Py(z, ).

Let T be an open and non empty set in H. As p is equivalent to all measures Py(z,-) and
P is irreducible, p(I") > 0. Therefore, liminf; ,o Pi(x,I') — pu(I') > 0. By Proposition 3.4.5 in
[{], the Markovian semigroup P is recurrent and P{3t > 0: X; € T} = 1.

In particular if, for all T > 0, X* is a weak solution of equation (2-3) in [0,T], under the
probability P%, and 7 = inf{t : |X?| < €} then

1 Pz T —l P f Xm = lim P f Xx =1.
im T{r" < T} im T{OénT’ | < e} Jim {0<1£1T\ | < e} O
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