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Abstract—Mountain river torrents and snow avalanches gen- and uncertainty of the available information that may resul
erate human and material damages with dramatic consequense from measures, historical analysis, testimonies but algp s
Knowledge about natural phenomenona is often lacking and jective, possibly conflicting, assessments done by therexpe

expertise is required for decision and risk management purpses th | A le the definit f risk .
using multi-disciplinary quantitative or qualitative app roaches. emselves. As an example, the definition o NSkS zones IS

Expertise is considered as a decision process based on |mm[ Often ba.sed on the extrapolation Of hiStOI‘ica| information
information coming from more or less reliable and conflicting known on particular points using morphology based analysis
sources. A methodology mixing the Analytic Hierarchy Procses (figure@).

(AHP), a multi-criteria aid-decision method, and information

fusion using Belief Function Theory is described. Fuzzy Setand . . .

Possibilities theories allow to transform quantitative ard qualita- Decision <~ Expertise <~  Sources

tive criteria into a common frame of discernment for decisim in Risk Avalanche
Dempster-Shafer Theory (DST) and Dezert-Smarandache Theory ~ 2°™"
(DSmT) contexts. Main issues consist in basic belief assignments | new building )

Morphology (local)
based historical

extrapolation information

elicitation, conflict identification and management, fusion rule forbidden
choices, results validation but also in specific needs to maka e
difference between importance and reliability and uncertanty in Riﬁ‘.(é?ﬁ:“
the fusion process. araa
Keywords: natural hazards, expertise, decision-making,

multi-criteria decision making, Analytic Hierarchy Process  Buidings

Expert in
geomorphology

Spatial
analysis

. - — Direct
(AHP), DST, DSmT. allowed Morphology i B
ea o dendrochronology Historian
|. INTRODUCTION = Risk level 77 m History ] l /dj’: ,
in ri L ooom | (M) Numerical modeling™~ " ’”,t"'ec .
Mountain river torrents and snow avalanches generate t | Gndsnow-climatology eSS
. . . S I - PP ) ) | Historical, cartographical |
man and material damages with dramatic consequences. Several evaluation criteria| | - Eh)Photo-interpreation 1 databases |

the natural hazards context, risk is assessed as a conoina @ ctoay it iterses

of hazard and vulnerability levels. This formulation can be
considered as equivalent to a combination of frequency arriure 2. Information, expertise and decision in risk zgnapplications.
gravity which is more currently used in industrial context

(figure[}). At the end, phenomenon scenarios and decisions may very
well rely on very uncertain information without being abte t
Natural hazards context really know what was completely true, imprecise, confligtin
| Hazard | ®| Vulnerability | @[ Risk | or simply unknown in the hypotheses leading to these results
oSy () sty S (X)  value Inthat_context, our_e_ssenual hypothesis can|sts in c_lmr_lmg
phenomenon duences) expertise as a decision process based on imperfect infiormat
Industrial context related to multiple criteria and coming from more or less
[Frequency | X | Gravity | @ | Risk || reliable and conflicting sources.
N 0O (ol congoquences) 00 ke This paper proposes a methodology able to help decision
a « combination » of risk components based on imperfect information. In sectiorﬂ Il, we briefly

introduce the principles of multi-criteria decision arsy
Figure 1. Equations of risk in natural hazards and industeatexts. (MCDA) focusing on theAHP developed by T. Saaty
(section[1I-4). The sectior] II-B analyzes the existing nuzth
Expertise is always required to define the types of possibiteethods using botli/C DA methods and theories for uncer-
phenomena, to assess the hazard and risk levels and to propaisty management. In sectior[llll, we present the different
prevention measures. Expert judgements depend on quaditgps of a new methodology applying to a multi-criteria deci



sion problem based on imperfect information resulting froms important for a decision in a hierarchic structure degcen

more or less reliable sources. Conclusions and perspeetiee ing from an overall goal to criteria, sub-criteria and figall

given in section [1Y. alternatives in successive levels. It is based on threecbasi
steps: decomposition of the problem, comparative judgment

Il. METHODS FORMULTI-CRITERIA DECISION ANALYSIS  and hierarchic composition or synthesis of priorities (fegfd).
AND IMPERFECT INFORMATION

Information and decision are closely linked and differer — Analysis
methods exist to take a decision on the basis of imperfe
information. From one hand, main principles of multi-cride
decision analysis and existing theories to manage impterfe Single indicator
information are over-viewed. From the other hand, we the (R,
briefly analyze the characteristics and lacks of existinghme
ods methods using both/ CDA methods and theories for
uncertainty management.

Identification

Hierarchy design "
ycesid des criteres

- Elicitation, traceability
of the expertise or
reasoning process

’aiterion 1.4

A. The Analytic Hierarchy Process Bt fou,

- Synthesis (aggregation) —

Multi-criteria decision analysis aims to choose, sort atkra
alternatives or solutions according to criteria involvedthe
decision-making process. Main steps of a multi-criterialan
ysis consist in identifying decision purposes, definingecia,
eliciting preferences between criteria, evaluating akves
or solutions and analyzing sensitivity with regard to wesgh
thresholds, .... Total aggregation methods such as thei- Muﬁﬁ
Attribute Util|ty Theory (M.A.U.T.) [11], [13] synthesizein

Figure 4. Principles of the analytic hierarchy process.

At each level of the hierarchy, a preference matrix is bylt u
through pairwise comparisons using a semantic and ratie sca
assess the decision maker preferences between théaoiter
e considered level. Through theff P pairwise comparison
a unique value the partial utility related to each criteraomd prgcess twfh'g[]ts ar;)d priorities darethdenve?j flrlom a set cl)f
chosen by the decision maker. Each partial utility functioly gmerr\]s ”a fﬁn € exeréle:IsPe either verbally, nu;nd@trlca
transforms any quantitative evaluation of criterion into a0r grapnically. 1he origina process uses an addiiive
utility value. The additive method is the simplest method tgreference aggregation and compares the solutions from one
aggregate those utilities (f|guﬂa 3) to each other in a so-called "Criterion-alternative apphda

’ This implies to make pairwise comparisons between all the

Multicriteria decisions typology : to choose, sort, rank... alternatives solutions or alternatives in order to obtain preferenceelm

Setof _ quantitative SEfolalfernatives. Ealiions between these alternatives. When dealing with great amajunt
criteria = qualtstive . Doe A = {81, Gy e e » 5By we 0 s} data, this becomes quickly quite difficult. An other appioac
e C={enenngipoieml = so-called "Criterion-index (or estimator)-alternativis’ used
u;(217) Partia utiity of souton\_[az] —_Tota 2ggregation__ in our developments (figufg 5). Instead of comparing all the
related to criterion | c; \  single synthetic alternatives, the decision analyst evaluates, for eaehnaltive,
Utility A link between evaluation ' criterion for decision  criterion according pre-existing classes. Each evalnatlass
fu::.t;:; I__' 7777777 and décision S — corresponds to an increasing or decreasing level of satiisfa
! M of a given criterion involved in the decision making. For
1G27)) ([ p— ya Ui :ij"“ﬂfu) example, the criteriohuman vulnerabilityexposed to natural
Fa(i75000) 051 ’ A T hazards can be assessed according to three classes based on
Utiity curve of /" / re anteron % T — a number of existing z_:md expos.ed buildings (figlJre 7): These
pargrai:elfilflyiymo i | ¢j classes c_ode some kind of o_rdm_al levels cqrrespondmg to a
! I en€ Setofwelghts low, medium or strong contribution (or satisfaction) to (or
e % {wi,wa, ..., wj, .., war} of) the criterion. In that way, thel H P method, despite the

known issues of complete aggregation methods, fits quite wel
Figure 3.  Multi-criteria decision method based on a totagragation to decision ranking problems where the alternatives aralhot
principle. known.

The Analytic Hierarchy Processi{ P) [@] @] [@] isa B Making a decision on the basis of imperfect information

single synthesizing criterion approach. This method isldvor Several theories have been proposed to handle different
wide used in almost all applications related with decisiorkinds of imperfect informationFuzzy Sets Theorfpr vague
making ].AHP is a special case of complete aggregationformation ], Possibility Theoryfor uncertain and im-
method based on an additive preference aggregation ancecapttecise information |]9], |EO] andelief Function Theory
considered as an approximation of multi-attribute prafeee that allows to consider uncertain, imprecise and conflictin
models ]. Its principle is to arrange the factors con®de information. In addition to originaDempster-Shafetheory



0 Hierarchical analysis of the decision problem
w —L : i
1111 DEekhm Evaluation | « Mapping » model

Evaluated alternative : a;

w111 0 Decision
w pd i . . for each criterion makin
- oz wenle) vuertera | e ; kg |
isi - S v Decision o
— | w1113 < gﬁ‘;‘ls':i;‘ qualitative criterion « utility » artorion et
ecision ’f y evaluation Criterion @ | oo .
&< - . o< Crte
_ ~. Evaluation classes < riterion @ O °
= = R
= . Vsl N o
eval aprp(a;) = wi1 - wity “wiig (a;) Fwin - wire - wii2(a;) = X =
fwiz - ... N i - 2 Decision« profile »:
e W | result of fusion
o A X Decision classes (of theY ‘I §
Figure 5. Criteria-Estimator-Solution model. ot Several sources can decision criterion)
. evaluate the same <
Criteria critetion
(identification, —= k! Nioe - s
(DST) [p1], Dezert-Smarandach@ SmT) theory has pro-  hierarchy and Elements HD; HD, HD; HD,
weighting) of the frame of discernment|

posed new principles and advanced fusion rules to manzg.
conflict between sourceq] [7], [22].
Uncertainty and imprecision in multi-criteria decision dao  Figure 6. Four dissociated steps of the? — M C'DA methodology.
els has been early considerefl |[28J.AUT in general [2B]
and AHP in particular have already been associated to ttExample of a quantitative criterion  Examples of evaluation classes
: . . N N 1= =
Evidence Theory []3], [[4] including the cases of sever: o . | BEETTE
ermanent winter

sources [[5]. A methodology callefiR — M C DA (Evidential ¢ 1 occupants E T
[ Nb. of occupants > 20 |

Reasoning M ulti-Criteria Decision Analysis) mixing multi- -
criteriadecision analysis and information fusiof |[24]f[2  ct1|Vulnerability| =€ /e qualiative orierion [ industrai

is proposed to help the experts in a context of imperfe —— Living places/facilities/ | - Ccollectivity
. . . L . . c12 - - Rescue
information. Its main principles are described in sectidi} | c1 N\ Infrastructure [ELaad colsivi|
T [“Industrial and R ]
lll. THE ER — MCDA METHODOLOGY sensitivity index s
(Avalanche risk exposure) [ Industrial, collectivity and rescue (equipments) |

The principle of theER — MCDA methodology is to Decision
use the multi-criteria decision analysis framework to gpal _ classes
the decision problem and to identify the criteria involved i
d_ecision. Utility functions a}nd aggregation steps are eesp  ¢12 Hazard ————
tively replaced by successive mapping and.fus_|on process
The main steps of this methodology consist in (figuf¢ €. [Fiigh sow height ]

(1) analyzing the decision problem through a hierarchical

structure, 2) defining the evaluation classes for decision Figure 7. A sample decision problem.

through a common frame of discernmerff) évaluating the

qualitative or quantitative criteria4) mapping the evaluations

of criteria into the common frame of discernment for deci- Sensitivity levels are the elements of the common frame
sion, () fusing the mapped evaluations of criteria to get af discernment for decision. The fusion process will previd
basic belief assignment related to the evaluations clastesbasic belief assignments on each or combination of the
decision (frame of discernment for decision). These steps &lements of this frame of discernment. In the classioal"
independent one from each other. Therefore, imprecise dne@mework based on exhaustive and exclusive hypotheses,
uncertain evaluations of quantitative or qualitativeesia can the frame® is composed ofi exclusive elements defined
be done by the sources (experts) and re-used with differéyt ZD; = 'No sensitivity’, HD; = ’Low sensitivity’,
mapping models. H D3 = 'Medium sensitivity’ andH D, = 'High sensitivity’.

- S In the DSmT framework (allowing non-empty intersections),
A. Decision problem elicitation the frame © is compo(sed ofg3 elemefl?; defined by)

The methodology is described through a sample problemp, — 'No sensitivity’, HD>, = ’Low sensitivity’ and
dealing with the sensitivity of an avalanche prone area (figr D, = 'High sensitivity’ (figure[B).

ure[’f) derived from a real existing decision framework uged t

identify the sensitive avalanche patf{s][18]. For each achia ) o o

path, decision consists in choosing between sensitivitglge B- Evaluation of quantitative criteria

described as not, low, medium or high sensitive paths. ThisThe quantitative criterion are evaluated through possgibil
sensitivity depends on both vulnerability and hazard keveldistributions which allow to represent both imprecisiordan
Vulnerability is assessed through the number of winter pasncertainty. The source (an expert) provides evaluatiens a
manent occupants (quantitative criterion) and existirfgas intervals. Let us take as an example the criteri®n; cor-
tructures (qualitative criterion). responding to the number of permanent winter occupants:

[ 9%(5°)=<slope=< 18%(10°) |
¢121 [Morphology/| < Examples
[slope >= 27%(15°) ] '

[Frequency < 0.1 (10 years return period) |




Decision context : Sensitivity (exposure level) to snow avalanches risk

Dempster-Shafer theory (DST)

Shafer’s model

/
. {Nos} /
{No sensitivity}

s
N

OO0
{NoS} {LS) {MS} {HS)| . DST

Figure 8. Two frames of discernment according foST or DSmT

frameworks.

A represents the propositionz”e [8,15]". N(A) = 0.75
represents the certainty level (confidence) in the projoosit

Dezert-Smarandache theory (DSmT)

© = {61,62,65,64} | Hybrid DSm model © = {61,0,05}

9 y \ 6, ) 4
R R g .
/ / N\ 4
| {LS} // / \ \]
ol i
{Low sensitivity} ‘ | | |
o Vi y
03 / // D 4, \{N,O,S}/ {I;S}: {?i}//
\ HS}| '
) L]

{Noé} (LS} {HS}

Medium sensitivity modeling
as a vague category

Winter permanent occupants (C111) — Quantitative mapping model — DST \

No sensitivity (NOS) Low sensitivity (LS) Medium sensitivity (MS) High sensitivity (HS)
HD; HD; e T HDjy HDy m
1 i [~ Eal i P -
| i : . Mapping
| | X | i =
‘ i | | - | i Evaluation |
0 4 20 24 Number of

occupants

. m=0.25
/ mass resulting from
20 / the possibility distribution

/

Source n°1 - Evaluation n°1

Mass to map onto decision classes (NoS, LS, MS, HS)

< . Surface ratio (LS) = 4/7
m=0.25 |area=7]|I| (LS)D; - area=4>. 0.1429 = 4/7*0.25
\\ /,- ______ = 8 10 14 Mapped mass onto (LS)
S0 | Surface ratio (MS) = 3/7
A T
o.)1’071 =3/7%0.25

10 1415
Mapped mass onto (MS)

Figure 11. Mapping is based on surface ratios.

C. Mapping models: a link from evaluation to decision
A mapping model is a set of fuzzy intervals— R linking

"z € [8,15]". N(A) can be viewed as a lowest probability for? criterion evaluation and the decision classes: it playsemo
A andII(A) as un upper probability fod (figure[9).

Possibility

14
0.84
0.6+
0.4+
0.24

A represents the proposition 7z € [8,15]”

« Certainty » level

’ N(A) = 0.7

0 .
() = 0.25 X :numberof |- 0.8
winter occupants

Possibility distribution : a set of consonant confidence intervals

~ 0

- 02
~ 0.4
0.6

- Increasing certainty

=

T
10 15 20 25
|-Imprecision-{

N(A) < P(A) <II(A)

N

Necessity

Figure 9. Using possibility distribution for imprecise teria evaluation.

Any interval of the possibility distribution can be trans-
formed into basic belief assignment (fig@ 10) according |
relations between possibility and belief function thesriﬂ],

[, [E9).

Possibility distribution

Mg (Ep) = m(sy) — m(Snt1)

m(s1) =1 _’ B, mg(E1) =7(s1) — 7(s2)
m(s2) Ey
[ | mx(Eiz1) = 7(si—1) — m(s:)

ST — B

m(si) —

s &
m(sn) E
m(sn41) =0
EFiCE;C...CE;_1CE;...CE,_1CE,

E;={s1,52,...,8i-1,8} En={s1,52,...,8i,...,8.}

Figure 10. Possibility distribution for evaluation arertséormed into masses.

or less the same role than the utility function in a total
aggregation based multi-criteria decision method. Fotheac
evaluation of a criterion by one source, each interval of the
possibility distribution {(; i.¢,)) is mapped to the common
frame of discernment of decision according to surface satio
(figures [1IL, [12). At the end of the mapping process, all the
criteria evaluations provided by each source are transfdrim
basic belief assignments (bba’s) according the commondram
of discernment of decision: these bba’s are then fused in a
two-step process.

Winter permanent occupants (C111) LS -
Quantitative mapping model - DST "'"*"“0'"3:72 2)
No sensitivity (NOS)  Low sensitivity (LS) /" Medium sensitivity (MS) High sensitivity (HS)
. HDy

HD,(OT29) HD, /  HDs

e

Number of
occupants

10
Necessity _
‘ It Mapped masses
) — L
Source n°1 NoS LS MS HS
Int. | Code | 1110 (HD1) | Msitq g (HD2) | Moty gy (HD3) | 1,165 100 (H Da)
T [1(s,1) 0 0375, : 0.125 0
2 |1(s,2) 0 0.1429 0.1071 0
—[3 163 0 0.1071 0.1429 0
0.625 0.375

Figure 12. Results of mapping of the evaluation of sourte for criterion
Cr11.

D. Two steps of fusion

After the mapping step, th&¢R — MCDA process is
based on two successive fusion levels (fighire 13). The first
step consists in the fusion of bba’s corresponding, for each



criterion, to the different evaluations provided by diffat #9932t wei9"s " importance weights derived into discounting factors

(Second level of fusion of criteria)
sources. \AHF’ model i
norr?(a\'\za\'\o“ (1 5 The result of fusion is :
. . . . g .75) |:|'>1 C1 - Decision criterion
Second fusion level |  First fusion level Evaluation ™
@ | 505 with criteria (considered as sources)
fusion of criteria fusion of the criteria . - - %”5 [ ©111 - permanent winter occupants
of the hierarchical | évaluations resulting Reliability discounting = o [l C112 - Livng placesfinfrastructures
model | from each source S s P N 10-25)70.25) | ] C121- Morphology
| i cL [ [ C122- History
Mappé and Source Eéus 0,08 [7] I o || ©123 - Snow-climatology
discounted 08 IT\C< OO m @ | W « Decision profile »
masses 302 i
: . Medium S. . . \
expert(1) E\.m.manimmx-mu:vm-\(\vﬂhn et rpad S et No « importance » * €.g. dl'Scoulnting factor
/ ’ 2o discounting of morphology criterion = (.75
g
Imponar_lce | \ Mapped and Mapping urom evaluation 208 : With
dgsco/;mtlng | discounted to decision classes 204 Low S. « importance »
Vi masses i, . u g i M i
L/(// Cé | Source A / f}»\\ gul;lo sensitivity (S.) 1 discounting
@ -y | i ‘ 1 | ‘} } \j _Li_ - 0
= A A8 e
y - N\ expert(2) N i 4 M
\ i 1 1
\o A criterion T = L N . . . . . . .
Fusion : \.I considered as qualitative Bel quantitative x Figure 15. Importance discounting factors resulting fraerdrchical multi-
process Qg a source Criterion evaluation criteria model.
Figure 13. The fusion levels of thE R — M C D A process. . -
g P ER— MCDA methodology produces a comparative decision

Reliability of each source is assessed using the classigéiﬁle in which decision classes (elements of the frame of
y 9 cernment) can be compared one to each other usisig

discounting factor ¢s) proposed in theDST or DSmT i : :
frameworks. Then, fusion of this discounted bba’s is dor‘?ﬁrgﬂ)ri o fit in the best possible way to their nature

using different fusion rules. The@C'R6 rule [@], [, [13] is
recommended to prevent aberrant decisions in case of hig't¢; . pecision ‘e EC1M2-Infrastructures [ C122- History

conflicting evaluations of a criterion (figuE] 14). [ €111 - Winter occupants Bl C121 - Morphology  [] €123 — Snow-climatology
All Discounted Criteria - Fusion process n* 1- Bba All Discounted Criteria - Fusion process n* 3- Bba
D = 1 =
§ 2 2 PCR6
Frame of discernment - DST - © = {NoS, LS, MS, HS} § %”3 (nlgremmapliszt:g) oR fusion rule
NoS LS S HS E Toil | fusion rule Fos L
‘ Masses before discounting | mq(HD;) | my(HD>) | my(HD3) | mi(HDy) | m.(©) § g“ “;“ Proportional conflict
0 0.625 0.375 I\ 0 0 83 =) s redistribution rule
‘ Discounted masses m{(HDy) | mi(HD,) | m\(HDs) | iW{(HDy) | m}(O) - o 02
@
i&,urce 1 0 03125_| _0.1875 _J* 0 0.5 @8 | &)
. ) 73] '3 4 “u2u3ud’ o " 73 3 e “u2u3ud’
Source n°2 NoS LS MS HS <— Elements of the frame of discernment (DST)
“ o " All Discounted Criteria - Fusion process n* 7- Bba I — S —]
I, Frame of discernment - DST - Card(©) = 4 g_ =09
| [Jora [ HD; HD, HD; HD; 2) g 2o DSmC -
‘\ [Discounting empty No sen- | Low sen- | Medium High [€) £ %“7 fusion rule
||l factor set sitivity sitivity sensi- sensi- T B
“ | (NoS) (LS) tivity tivity ﬁ B
v (MS) (HS) = o
/[ 05 0 0 03105 | 0.1875 0 05 & (0 \) ]
my | 0.7 0 0 0 0.621 0079 | 03 a (oS} (LS} {HS} . DSmT
Fusion process n° 1 - Dempster-Shafer (normalized) rule T
MCry) = M ®m [ 0 \ 0 ‘ 0.1223 ‘ 0.6306 I 0.0514 ‘ 0.1957 HS < Elements of the frame of discernment (DSmT)
Siten)
Fusion process n° 2 - Smets’ rule
Mg = M @, [ 02335 ] 0 [0.0937 ] 04834 [ 0.0304 | 0.05
Fusion process n° 3 - PCRG rule Figure 16. Comparison of fusion rules.
Miop = M @ | 0 [0 [0784 ] 0.6220 [ 0.0487 | 0.05

IV. CONCLUSION-DISCUSSION

The ER— M CDA methodology allows to make a decision
The second step consists in the fusion of the bba’s corfgased on multiple and more or less important criteria on kwhic
sponding to each criterion and resulting from the first step more or less reliable sources provide imperfect and uricerta
fusion (figur). In this second step, each criterion issabn evaluations. A simplified decision sorting problem basedion
ered as a source which is discounted according its impagtarsmow-avalanche risk management problem shows how the use
in the decision process as proposed kﬂ [3] (fidgrle 15).  of multi-criteria decision analysis principles and infation
Results of fusion have to be interpreted to decide whidhsion can be used to characterize and take informationtgual
is the sensitivity level that will be chosevpS, LS, MS or imperfection into account for decision purposes. In rdga
or HS) according either to the maximum of basic belief aswith its aggregation principles and possible "rank revisfsa
signments, credibility (pessimistic decision), plaulgipi(op- AHP is as much critized than it is widely used |:|[14].
timistic decision) or pignistic probability (compromiséllhe Anyway, it remains an easy understandable method that can be

Figure 14. Examples of fusion results.



simply connected to fusion process frameworks. The Amalytii1] J. Dyer, "MAUT - Multiattribute Utility theory” in Multiple Criteria

Hierarchy PI‘OCGSSAHP) elicits the criteria used for decision Decision Analysis:State of the Art Surveys - Figueira JeesrS., Ehrgott,

. M. (Eds.) - Springer Verlag, Boston, Dordrecht, Londaml. 78 of
and is used as a conceptual framework. e — MCDA International Series in Operations Research and ManageSwance,

methodology contributes to improve traceability and duali  pp.263-295, 2005.
description of the expertise process through clearly dissed [12] E. Formanand M. A. Selly , "Decision by Objectives”, WbScientific

. . . . Publishing, Singapore, 2002.
steps corresponding respectively to evaluation, mappir rsT13] R. Keeney and H. Raiffa, "Decisions with multiple objec

fusion based decision makind2SmT proposes more valu- tives:preferences and values trade-offs”, J.Wiley and sSoNew
able modeling principles for vague, imprecise and unoertaLi York, 1976.
|

. . . . 14] I. Linkov, F. Satterstrom, G. Kiker, C. Batchelor, T.iges and E.
information and conflict management. Advanced fusion rules” ggquson Ferguson, E., "From comparative risk assessnoenuti-

such as partial conflicting rulesP(C'R) cope with conflict in criteria decision analysis and adaptive managementredmrelopments

a more efficient way than the classical Dempster's rule used and applications”,Environment International Environmental Risk Man-

. agement - the State of the Awol. 32, no. 8, pp.1072-1093, 2006.

in the DST framework. [15] A. Martin and C. Osswald, "A new generalization of theoportional
Sensitivity analysis must still be applied to théR — conflict distribution rule stable in terms of decision” Advances and

MCDA methodology in order to explore the effects of applications of DSmT for Information Fusion- Collected k®r Volume 2

. ; . . - Dezert J., Smarandache F. (Eds.) - American Research FRet®both,
fusion orders, mapping models ... changes. Using the clssi  ysa, pp. 69-88, 2006. (Eds.)

discounting factor to consider both reliability and unaerty [16] A. Martin, "Implementing general belief function fraework with a

at the first fusion step and importance at the second step of practical codification for low complexity” irAdvances and applications
. . . . . of DSmT for Information Fusion - Collected works - Volume 3ezért
fusion is not satisfactory. A new discounting process m@st b ;. ‘smarandache F. (Eds.) - American Research Press, RehdiSA,

proposed in this case[][8] [25] [26]. pp. 217-273, 2009.

; ; ; ; i~atinld 7] H. Omrani, L. lon-Boussier and P. Trigano, "A new appodor impacts
From an operatlonal point of view, an important appllcatloPr assessment of urban mobilityWSEAS Transactions on Information

fielt_j consists in gxtending this metho.dology.to spatial Bppl  science and Applicationsl. 4, no. 3, pp. 439-444, 2007.
cations and specially to hazard and risk zoning maps. [18] F. Rapin, L. Belanger, A. Hurand and J.M. Bernard, "Siaresavalanche
paths:using a new method for inventory and classificationiséf in In-
ternational Snow Science Workshop Proceedings (ISSW), 28eépember
ACKNOWLEDGEMENTS 30 to october 6, Telluride, Colorado, United States, 2006.
. . . 9] T. Saaty, "The analytic hierarchy process”, McGraw|HNew York,
This work would not have been possible without the help (g]f ]1980. Y v y P
Arnaud Martin who provided us the fusion routines that weif@0] T. Saaty, "The analytic hierarchy and analytic netwprkcesses for the
; ; measurement of intangible criteria and for decision makingMultiple
used to |mplement our calculation frameworEl[lG]' Criteria Decision Analysis:state of the Art Surveys - Figad., Greco S.,
Ehrgott, M. (Eds.) - Springer Verlag, Boston, Dordrechtnton vol. 78
REFERENCES of International Series in Operations Research and ManegeBcience,
pp.345-407, 2005.
[1] C. Baudrit,” Représentation et propagation de corsmises imprécises [21] G. Shafer, "A mathematical theory of evidence”, Pritace University

et incertaines : application a I'évaluation des risqués &ux sites et aux Press, 1976.
sols pollués ", PhD thesis, Toulouse Ill University -U.FNRathématiques [22] F. Smarandache and J. Dezert, "Advances and ap-
Informatique Gestion, Toulouse, 2005. plicatons of DSmT for information fusion (Collected

[2] C. Baudrit, D. Guyonnet, and D. Dubois, "Postprocessthg hybrid works)”, Vol. 1-3, American Research Press, 2004-2009.
method for addressing uncertainty in risk assessmenistynal of http://www.gallup.unm.ediismarandache/DSmT.htm
Environmental Engineeringol. 131, no. 12, pp. 1750-1754, 2005. [23] B. Roy, "Main sources of inaccurate determination, entainty and

[3] M. Beynon, B. Curry, and P. Morgan, "The Dempster-Shatfleeory imprecision in decision modelsMathematical and Computer Modelling
of evidence:an alternative approach to multicriteria siea modelling”, vol. 12, no. 10-11, pp. 1245-1254, 1989.

Omega vol. 28, no. 1, pp. 37-50, 2000. [24] T. J. Stewart , "Dealing with uncertainties in MCDA” iMultiple

[4] M. Beynon, "DS/AHP method:a mathematical analysis,luding an Criteria Decision Analysis:state of the Art Surveys - Figad., Greco S.,
understanding of uncertainty’European Journal of Operational Re- Ehrgott, M. (Eds.) - Springer Verlag, Boston, Dordrechtnton vol. 78
searchvol. 140, no. 1, pp.148-164, 2002. of International Series in Operations Research and ManageBcience,

[5] M. Beynon, "A method of aggregation in ds/ahp for groupciden- pp.445-470, 2005.
making with the non-equivalent importance of individuals the [25] J.M. Tacnet, M. Batton-Hubert and J. Dezert, "Inforioat fusion for
group”Computers and Operations Researol. 32, pp.1881-1896, natural hazards in mountains” ikdvances and applications of DSmT for
2005. Information Fusion- Collected works - Volume 3 - Dezert thagandache

[6] J. Dezert and F. Smarandache, "Proportional Conflictiftédution Rules F. (Eds.) - American Research Press, Rehoboth, Usn565-659, 2009.
for Information Fusion” in Advances and applications of DSmT for[26] J.M. Tacnet, "Prise en compte de lincertitude dansdertise des
Information Fusion- Collected works - Volume 2 - Dezert thagandache risques naturels en montagne par analyse multicriteresfusion
F. (Eds.) - American Research Press, Rehoboth, Ug#.3-68, 2006. dinformation”, Phd in Sciences et génie de I'environnemeiicole

[7] J. Dezert and F. Smarandache, "An introduction to DSmTAdvances Nationale Supérieure des Mines, Saint-Etienne, Frar@@9.2 _
and applications of DSMT for Information Fusion - Collectwdrks - [27] O. S. Vaidya and S. Kumar, "Analytic hierarchy processoverview
Volume 3 - Dezert J., Smarandache F. (Eds.) - American Relséxess, of applications”, European Journal of Operational Reseayolol. 169,
Rehoboth, USApp. 3-73, 2009. no. 1, pp. 1-29, 2006. _ _

[8] J. Dezert, F. Smarandache, J.M. Tacnet and M. BattoreHubMulti-  [28] Y. M. Wang, J. B. Yang, and D. L. Xu, "Environmental impac
criteriadecision making based on DSmT/AHRUbmitted to Interna- assessment using the evidential reasoning appro&aropean Journal
tional Workshop on Belief Function8rest, France, April 2010. of Operational Researglvol. 174, no. 3, pp. 1885-1913, 2006.

[9] D. Dubois and H. Prade, "Possibility Theory:an approastComputer- [29] L. Zadeh, "Fuzzy sets’Information and Contral vol. 8, pp. 338-353,
ized Processing of Uncertainty”, Plenum Press, New YorlS(4), 1988. 1965.

[10] D. Dubois and H. Prade, "Représentations formellegideertain et de [30] L. Zadeh, "Fuzzy sets as a basis for a theory of possihilFuzzy Sets
limprécis”, in Concepts et méthodes pour l'aide a la décision - Volume 1 @nd Systemsvol. 1, pp. 3-28, 1978.
: outils de modélisation, Bouyssou, D., Dubois, D., PirMdt, and Prade,
H. (Eds.), Hermes-Lavoisier, Paris, 2006



