N

N

Inverse scattering at fixed energy in de
Sitter-Reissner-Nordstrom black holes

Thierry Daudé, Francois Nicoleau

» To cite this version:

Thierry Daudé, Frangois Nicoleau. Inverse scattering at fixed energy in de Sitter-Reissner-Nordstrom
black holes. Annales Henri Poincaré, 2011, 12, pp. 1-47. hal-00470157

HAL Id: hal-00470157
https://hal.science/hal-00470157

Submitted on 4 Apr 2010

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-00470157
https://hal.archives-ouvertes.fr

1

Black hole spacetimes are among the most fascinating objects whose existence is predicted by Einstein’s
General Relativity theory and have attracted most attention in the last decades. From the theoretical
point of view they are simple systems. The only needed parameters for a full description are the mass, the
electric charge, the angular momentum and possibly the cosmological constant of the black hole raising
the natural issue of determining them. From the astrophysical point of view however, black holes are
objects eminently difficult to grasp since they are, by essence, invisible. Only by indirect means can we
study some of their properties and... find actual evidence for their existence! A fruitful approach to
better understand their properties consists in studying how black holes interact with their environment.

Inverse Scattering at Fixed Energy in de
Sitter-Reissner-Nordstrom Black Holes

Thierry Daudé * and Francois Nicoleau |

Abstract

In this paper, we consider massless Dirac fields propagating in the outer region of de Sitter-
Reissner-Nordstrom black holes. We show that the metric of such black holes is uniquely determined
by the partial knowledge of the corresponding scattering matrix S(\) at a fixed energy A # 0. More
precisely, we consider the partial wave scattering matrices S(A, n) (here A # 0 is the fixed energy and
n € N* denotes the angular momentum) defined as the restrictions of the full scattering matrix on
a well chosen basis of spin-weighted spherical harmonics. We prove that the mass M, the square of
the charge @Q* and the cosmological constant A of a dS-RN black hole (and thus its metric) can be
uniquely determined from the knowledge of either the transmission coefficients T'(\,n), or the reflex-
ion coefficients R(A,n) (resp. L(A, n)), for all n € £ where L is a subset of N* that satisfies the Miintz

condition 7 . % = +00. Our main tool consists in complexifying the angular momentum n and in
studying the analytic properties of the ”unphysical” scattering matrix S(), z) in the complex variable

z. We show in particular that the quantities T(; 3 ?83 and ;82 belong to the Nevanlinna class

in the region {z € C, Re(z) > 0} for which we have analytic uniqueness theorems at our disposal.
Eventually, as a by-product of our method, we obtain reconstrution formulae for the surface gravities
of the event and cosmological horizons of the black hole which have an important physical meaning
in the Hawking effect.
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In particular, it is now well known established that much can be learned by observing how incoming waves
are scattered off a black hole. We refer for instance to [2, 3, 12, 15, 16, 22, 30, 33] where direct scattering
theories for various waves have been obtained, to [4, 5, 21, 31] for an application of the previous results
to the study of the Hawking effect and to [6, 17] for an analysis of the superradiance phenomenon. In
this paper, we follow this general strategy and address the problem of identifying the metric of a black
hole by observing how incoming waves with a given energy A propagate and scatter at late times. This
information is encoded in the scattering matrix S(\) introduced below. More specifically, we shall focus
here on the special case of de Sitter-Reissner-Nordstrom black holes and we shall show that the parameters
(and thus the metric) of such black holes can be uniquely recovered from the partial knowledge of the
scattering matrix S(\) at a fized energy A # 0. This is a continuation of our previous works [13, 14] in
which similar questions were addressed and solved from inverse scattering experiments at high energies.

1.1 de Sitter-Reissner-Nordstom black holes

De Sitter-Reissner-Nordstrom (dS-RN) black holes are spherically symmetric electrically charged exact
solutions of the Einstein-Maxwell equations. In Schwarschild coordinates, the exterior region of a dS-RN
black hole is described by the four-dimensional manifold M = Ryx]r_,ry [TngW equipped with the
lorentzian metric
g=F(r)dt® — F(r)"'dr® — r*(d6” + sin® 0 d?), (1.1)
where
F(r) = —T+r—2—§r. (1.2)
The constants M > 0, @ € R appearing in (1.2) are interpreted as the mass and the electric charge of the
black hole and A > 0 is the cosmological constant of the universe. We assume here that the function F(r)
has three simple positive roots 0 < r. < r— < ry and a negative one r,, < 0. This is always achieved if
we suppose for instance that Q% < 3M? and that AM? be small enough (see [28]). The sphere {r = r.}
is called the Cauchy horizon whereas the spheres {r = r_} and {r = r;} are the event and cosmological
horizons respectively. We shall only consider the exterior region of the black hole, that is the region
{r— < r <ry} lying between the event and cosmological horizons. Note that the function F' is positive
there.

The point of view implicitely adopted throughout this work is that of static observers located far
from the event and cosmological horizons of the black hole. We think typically of a telescope on earth
aiming at the black hole or at the cosmological horizon. We understand these observers as living on world
lines {r = 7o} with r_— << 7y << r4. The variable ¢ corresponds to their true perception of time. The
event and cosmological horizons which appear as singularities of the metric (1.1) are in fact due to our
particular choice of coordinates. Using appropriate coordinates system, these horizons can be understood
as regular null hypersurfaces that can be crossed one way but would require speeds greater than that of
light to be crossed the other way. From the point of view of our observers however, these horizons are
thus the boundaries of the observable world. This can be more easily understood if we notice that the
event and cosmological horizons are in fact never reached in a finite time ¢ by incoming and outgoing
radial null geodesics, the trajectories followed by classical light-rays aimed radially at the black hole or at
the cosmological horizon. Both horizons are thus perceived as asymptotic regions by our static observers.

Instead of working with the radial variable r, we make the choice to describe the exterior region of
the black hole by using the Regge-Wheeler (RW) radial variable which is more natural when studying
the scattering properties of any fields. The RW variable z is defined implicitely by Z—f = F~Y(r), or



explicitely by

1 1 1
x = P In(r —ry,) + o In(r —re) + o In(r —r_) + 3y In(ry —r) + ¢, (1.3)

where c is any constant of integration and the quantities x;, j = n,c, —, + are defined by

1 1 1 1
K = §F/(Tn), Ke = 2F’(Tc), Ko = EF’(T,), Ky = 5F’(7’+). (1.4)

The constants k_ > 0 and x4 < 0 are called the surface gravities of the event and cosmological horizons
respectively. Note from (1.3) that the event and cosmological horizons {r = r1} are pushed away to the
infinities {x = +o0} using the RW variable. Let us also emphasize that the incoming and outgoing null
radial geodesics become straight lines {x = +t} in this new coordinates system, a fact that provides a
natural manner to define the scattering data simply by mimicking the usual definitions in Minkowski-
spacetime. At last, note the presence of a constant of integration ¢ in the definition of x. We shall
comment on this constant and its consequences on our definition of the scattering matrix below.

1.2 The scattering matrix and statement of the result

As waves, we consider massless Dirac fields propagating in the exterior region of a dS-RN black hole.
We refer to [30, 33] for a detailed study of this equation in this background including a complete time-
dependent scattering theory. We shall use the expression of the equation obtained in these papers as the
starting point of our study. Thus the considered massless Dirac fields are represented by 2 components
spinors ¢ belonging to the Hilbert space L?(R x S?; C?) which satisfy the evolution equation

0 = (1D, + a(2)Ds2 ), (1.5)

where I'' = diag(1,—1), D, = —id, and Dg: denotes the Dirac operator on S2. Here, the potential a(x)
takes the form

(1.6)

and thus contains all the information of the metric through the function F. In the variable z, it will
be shown to have the following asymptotics a(x) ~ aype™** x — 400 where ay are fixed constants
depending on the parameters of the black hole. The equation (1.5) is clearly spherically symmetric and
in consequence can be separated. The stationary scattering is thus governed by a countable family of
one-dimensional stationnary Dirac equations of the following form

[rle -+ %)a(x)rﬂ Yz, N 1) = Np(x, N 1), (1.7)

restrictions of the full stationary equation to a well chosen basis of spin-weighted spherical harmonics
(indexed here by [ = 1,3 ) invariant for the full equation. Here I'' and I'? are usual 2 x 2 Dirac
matrices satisfying the anticommutation relations I'*IV 4+ IVI" = 26,5, A is the energy of the considered
waves and (I + %), le % + N is called the angular momentum. For simplicity, we shall denote the angular
momentum [ + % by n. Hence the new parameter n runs over the integers N.

As expected thanks to our choice of variable z, the stationary equation (1.7) is a classical one-
dimensional massless Dirac equation in flat spacetime perturbed by an exponentially decreasing matrix-
valued potential in which the angular momentum n plays the role of a coupling constant. Complete



stationary scattering theories have been obtained for this type of equation for instance in [1, 20, 23].
Following the approach used in [1], we can thus define in the usual way the scattering matrix S(A,n)
in terms of stationary solutions with prescribed asymptotics at infinity, called Jost solutions. These are
2 x 2 matrix-valued functions Fr, and Fr solutions of (1.7) having the asymptotics

Fr(z,A\,n) = eiFl/\I(IQ +0(1)), = — +oo,

Fr(z,\,n) = eirl/\x(lz +o(1)), z— —o0.
The Jost solutions will be shown to be fundamental matrices of (1.7). There exists thus a 2 x 2 matrix
Ar (M n) depending only on the energy A and the angular momentum n such that the Jost functions are

connected by
FL(Z', Av”) = FR(Z', A77’I’>"4[/(A7n>

The coeflicients of the matrix A, encode all the scattering information of equation (1.7). In particular,
using the notation

An) arz(An)
Ap(am) = | 2 ’ 1.8
L( 7”) |: aL3()\7 7’L) aL4()\7 7’L) ) ( )
the partial wave scattering matrix S(A, n) is then defined by
_ | T(A\n) R(An)
S(An) = [ LOun) TOun) |’ (1.9)
where () )
TOun) = a7l () An) = 22Ty gy = s 1.1
( 7”) aLl( 7”)’ R( 7”) aLl()\; n) ’ ( 7”) aLl()\, 7’L) ( 0)

The quantities 7" and R, L are called the transmission and reflection coefficients respectively. The former
measures the part of a signal transmitted from an horizon to the other in a scattering process whereas
the latters measure the part of a signal reflected from an horizon to itself (event horizon for L and
cosmological horizon for R)!. At last, the scattering matrix S(\,n) will be shown to be a 2 x 2 unitary
matrix.

Roughly speaking the main result of this paper states that either the knowledge of the transmission
coefficient T'(\, n) or the knowledge of the reflection coefficients L(A,n) or R(\,n) at a fizved energy X # 0
and “for almost all” n € N determines uniquely the mass M and the square of the charge Q2 of the
black hole as well as the cosmological constant A of the universe. More precisely, it suffices to know the
transmission or reflection coefficients at a fixed energy A # 0 on a subset £ C N* that satisfies the Miintz
condition ) . % = 00 in order to prove the uniqueness of the parameters M, @2, A. Since the data of
the partial wave scattering matrices S(\, n) for all n € N is equivalent to know the full scattering matrix
S(A), we can rephrase our main result by: the partial knowledge of the scattering matriz S(\) at a fized
energy A # 0 determines uniquely the metric of a dS-RN black hole.

Before entering in the description of the method used to proved the above uniqueness result, let us
comment on its dependence with our choice of coordinates system. As already mentioned, the variable x
is defined by (1.3) up to a constant of integration c. Our definition (1.9)-(1.10) of the scattering matrix
turns out not to be invariant when we change the constant ¢ in the definition of . More precisely, if
S(A,n) denotes the scattering matrix obtained for a given RW variable z, we can show that the scattering
matrix S(\) obtained using the translated RW variable # = = + ¢ is given by

S(A,n) = T AG(\, n)e T A, (1.11)

I'Whence the notations L for left reflection coefficient since the event horizon is located "on the left”’ at © = —oco and R
for right reflection coefficient since the cosmological horizon is located ”on the right” at x = +oo.



or written in components by

RO\ n) ] _ [ T(\n)  eR(\n) (1.12)

eI\, n) T(\n)

Since there is no natural - and better - way to fix the choice of the constant ¢ in (1.3), we must include the
possibility to describe a dS-RN black hole by two different RW variables in the statement of our result.
One way to make our result coordinate invariant is to identify the partial wave scattering matrices at
a fixed energy A corresponding to all the possible choice of RW variables in the description of a given
dS-RN black hole. In other words, we shall say that S(\,n) and S(\,n) are equal when (1.11) or (1.12)
hold.

Having this in mind, we state now the main uniqueness result of this paper.

Theorem 1.1. Let (M,Q,A) and (M,Q,A) be the parameters of two dS-RN black holes. We denote by
a(x) and a(x) the two corresponding potentials appearing in the Dirac equation (1.5). We also denote by
S(A\,n) and g(/\,n) the corresponding partial wave scattering matrices at a fived energy A # 0 defined by
(1.9) and (1.10). Consider a subset L of N* that satisfies the Miintz condition ¥, ., L = oo and assume
that there exists a constant ¢ € R such that one of the following conditions holds:

() T(\n)=TM\n), VYnecL,
(1) L(\n)=e 2 L(\,n), VYnecL,
(iii) R\ n)=e*“R(\,n), VneL.

Then the potentials a and a coincide up to translation, i.e. there exists a constant o € R such that
a(z) =a(x +0), VreR

As a consequence we get ~ ~ ~
M=M, Q*=Q?* A=A.

Let us make several comments on this result.

1) We emphasize that the uniqueness results in Thm 1.1 are in fact twofold. First, we prove that
a positive exponentially decreasing potential a(z) satisfying (2.5)-(2.6) for the Dirac equation (1.5) is
uniquely determined (up to translation) from one of the assumptions (i)-(iii) of Thm 1.1. Then and only
then do we use the particular expression (1.6) of this potential to show that the parameters of the black
hole (and thus the metric) are uniquely determined.

2) As a particular case of Thm 1.1, we see that the potential a(x) and thus the parameters of the
black hole are uniquely determined (up to translation for the potential) by the full scattering matrix
S(A) at a fixed energy A # 0. Theorem 1.1 is sharp in the sense that the full scattering matrix S(0)
at the energy A\ = 0 does not determine uniquely the potential and the parameters (see Remark 3.7 below).

3) In the case of nonzero energies, it is also natural to ask whether the Miintz condition ), . . % =00
is necessary? On one hand, as regards the problem of uniquely determining the parameters of the black
hole, it is likely that we could weaken this condition since the metric only depends on ”three” parame-
ters. On the other hand, as regards the problem of uniquely determining the potential a(x), the Miintz
condition could be sharp. Indeed a similar inverse scattering problem for 3D Schrodinger operators
with radial potentials has been already studied by A. G. Ramm in [34] and M. Horvatz [24]; Ramm



showed that the knowledge of a subset of the phase shifts §;, with ), % = 00, determines uniquely the
potential; shortly after, Horvath proved the necessity of the Miintz condition in some classes of potentials.

4) At last, let us say a few words on our uniqueness results from a more geometrical point of view.
Notice first that the Dirac equation (1.5) in the exterior region of a dS-RN black hole takes the same
form as a Dirac equation on the manifold ¥ = R, x S? equipped with the riemanniann metric

go = dz? 4+ a=2(z)(d#* + sin® fdp?), (1.13)

where a(z) is any smooth positive function. If we assume moreover that the function a(x) has the
asymptotics (2.5)-(2.6) as it is the case in our model, then the riemanniann manifold (¥, go) can be viewed
as a spherically symmetric manifold having two ends {x = +o00} that are asymptotically hyperbolic. Hence
our model fits the more general framework of asymptotically hyperbolic manifolds (AHM). In this setting,
Thm 1.1 states that metrics like (1.13) are uniquely determined (up to translations in x) from the partial
knowledge of the scattering matrix S(A) - corresponding to Dirac waves - at a fized energy A # 0. For
more general AHM with no particular symmetry, some direct and inverse scattering results - for scalar
waves - have been obtained by Joshi, S4 Barreto in [27] and by S& Barreto in [36] (see also [26] and [8]).
In [27] for instance, it is shown that the asymptotics of the metric of an AHM are uniquely determined
(up to diffeomorphisms) by the scattering matrix S(\) at a fixed energy A off a countable subset of R.
In [36], it is proved that the metric of an AHM is uniquely determined (up to diffeomorphisms) by the
scattering matrix S()) for every A € R\ 0.

1.3 Overview of the proof

The main idea of this paper is to complexify the angular momentum n = [ 4 % and study the analytic
properties of the ”unphysical” scattering coefficients T'(\, z), L(\, z) and R(A,z) (or equivalently the
functions ar;(A, z)) with respect to the variable z € C. The general idea to consider complex angular
momentum originates in a paper by Regge [35] as a tool in the analysis of the scattering matrix of
Schrodinger operators in R with spherically symmetric potentials. We refer to [32], chapter 13, and [9]
for a detailed account of this approach. Applications to the study of inverse scattering problems for the
same equation can be found in [10, 11, 34]. These last papers were the starting point of our work.

The first step in our proof of Theorem 1.1 relies on uniqueness theorems for analytic functions. Let
us define the Nevanlinna class N(ITT) as the set of all analytic functions f(z) on the right half plane
II" = {z € C: Re(z) > 0} that satisfy

sup /F In* ’f(ﬂ)‘dcp < 00,

o<r<1J_x 1+ rew

Inz, Inz >0,
0, Inz<D0.
determined by their values on any subset £ C N* that satisfies the Miintz condition ) .. % = 00 (see
[34] and [38], chapter 15, for a more general statement). We shall use the Nevanlinna class and this
uniqueness result as follows.
Using explicit representations for the Jost functions as well as the unitarity of the scattering matrix,
we first show that the coefficients ar;(), z), j = 1,..,4 in (1.8) are entire functions of exponential type in
the variable z that satisfy the bound:

where In (2) = { Among other properties, it turns out that such functions are uniquely

lazj(\ 2)| < e



where A is the constant given by f]R x)dz. From these estimates, we deduce easily that the functions
arj(A, z) restricted to the right half plane I belong to the Nevanlinna class N (II). Hence the preceding
discussion allows us to conclude that the functions ar;(A, z) are completely determined by their values
on any subset £ C N* such that Y ..+

Since the true scattering data are the transmission coefficient 7" or the reflection coefficients L, R and
not exactly the ar;, we need to work a bit more to get a useful uniqueness statement. Using mainly
Hadamard’s factorization theorem and the previous result, we show that in fact, the whole matrix Ap, (), z)
is uniquely determined from the values of one of the scattering coefficients T'(\, n), L(A,n) or R(A,n) on
any subset £ C N* such that ) . % = oo only.

The second step in our proof relies on precise asymptotics for the coefficients ar;(A, z) when the
parameter z — oo for real values of z. To obtain these asymptotics, it is convenient to introduce a new
radial variable X that has also the great interest to enlight the underlying structure of equation (1.7).
Following [10, 11], we define the variable X by the Liouville transformation

X:/j a(s)ds. (1.14)

Note that X is well defined thanks to the exponential decay of a(x) at both horizons and runs over the
interval (0,A4) with A = [;a(s)ds. Let us denote by h(X) the inverse transformation of (1.14). We
shall also use the notations FL( ) and Fr(X) as a shorthand for the Jost functions Fr(h(X), A, z) and
Fr(h(X), A, z). The reason why we introduce such a variable lies in the observation that the components
fr;(X) and fr;(X) of the Jost functions

Joi(X)  frao(X Fru(X) - fR2(X
Fr(X) = f;EX; f;EX;}’ FR(X){fgngi fg4EX; 7

satisfy then second order differential equations of the form

= Q.

F1(X) +a(X)f(X) = 22f(X), X €(0,4). (1.15)
Here the potential ¢ will be shown to have quadratic singularities at the boundaries 0 and A, i.e.

W

0~ 55 X0, a0~ s

<2 X = A,
where wy are two constants. We emphasize that the angular momentum or coupling constant z has now
become the spectral parameter of this new equation. We shall show by a perturbative argument that
the Jost functions fr;(X) and fgr;(X) can be written as small perturbations of certain modified Bessel
functions.? From the well known asymptotics of the modified Bessel functions for large z, we then obtain
precise asymptotics for the Jost functions when z — oo, z real, which in turn immediately yield the
asymptotics of the coefficients ar;(A, z). Let us remark here that we could also obtain asymptotics of
the scattering data for large values of z in the complex plane but we don’t need such asymptotics in our
proof. At last, we mention that singular Sturm-Liouville operators like (1.15) have been studied in details
by Freiling and Yurko in [18] including the solution of various inverse spectral problems.

Let us now explain briefly how we prove our main theorem. Consider two dS-RN black holes with
parameters M,Q, A and M, Q, A respectively. We shall use the notation Z and Z for all the relevant

?Note that the modified Bessel functions are solutions of the free equations obtained from (1.15) by replacing the potential
g(X) by its asymptotics at the boundaries, i.e. f"”(X) + %f(X) = 22f(X) when X — 0 and f"(X) + (Ai—})zf(X) =

22f(X) when X — A.



scattering quantities relative to these black holes. Assume that one of the conditions in Thm 1.1 holds.
From the previous uniqueness result, we conclude first that Ar (A, z) = e A4 (A, z)eirlkc for all z € C.
Second, we use a standard procedure in one-dimensional inverse spectral problem (see [18]) together with
the precise asymptotics for the functions A (X, z) and Ar (), z) obtained previously to prove that there
exists k € Z such that

a(x):d(x—i—c—i—k%), Vo e R.

Hence the potentials a and a coincide up to translations. This proves the first part of Thm 1.1. Using the
particular expression of the functions a and a in terms of the parameters of the black holes, we deduce
then that

M=M, Q*=0Q>% A=A.

Finally, as a by-product of our method, we also obtain explicit reconstruction formulae for the surface
gravities k1 from the reflection coefficients L(A,n) or R(A,n) when n — oo.

This paper is organised as follows. In Section 2, we recall all the direct scattering results of [1, 30, 33]
useful for the later analysis. In Section 3, we put together all the analytical results concerning the
scattering data Ar (), z) and S(A, z). In particular, we show there the uniqueness theorems stated above.
In Section 4, we introduce the Liouville variable X and calculate the precise asymptotics of the scattering

data Ay (A, z) when z — oco. In Section 5, we solve the inverse problem and prove our main Theorem
Thm 1.1.

2 The direct problem

In this section, we first recall the expression of the Dirac equation in dS-RN black holes as well as the
direct scattering theory obtained in [30, 33]. We then give an explicit stationary representation of the
related scattering matrix following the approach and the notations used in [1].

As explained in the introduction, we describe the exterior region of a dS-RN black hole using the
Regge-Wheeler variable 2 defined in (1.3). We thus work on the manifold B = R; x ¥ with ¥ = R, x S -
equipped with the metric

g = F(r)(dt* — dz?) — r?dw?,

where F is given by (1.2) and dw? = df? 4 sin® 0dy? is the euclidean metric induced on S2. The manifold
B is globally hyperbolic meaning that the foliation ¥; = {t} x ¥ by the level hypersurfaces of the function
t, is a foliation of B by Cauchy hypersurfaces (see [39] for a definition of global hyperbolicity and Cauchy
hypersurfaces). In consequence, we can view the propagation of massless Dirac fields as an evolution
equation in ¢ on the spacelike hypersurface ¥, that is a cylindrical manifold having two distinct ends:
{x = —oo} corresponding to the event horizon of the black hole and {# = 400} corresponding to the
cosmological horizon. Let us recall and emphasize here the nature of the geometry - of asymptotically
hyperbolic type - of the hypersurface ¥ near the horizons. This peculiar geometry will be seen in the
asymptotic behaviour of the potential a(x) below.

2.1 Dirac equation and direct scattering results

We use the form of the massless Dirac equation obtained in [30, 33]. The fields are represented by a 2-
components spinor belonging to the Hilbert space H = L?(R x S?, dzdw; C?) and the evolution equation
can be written under Hamiltonian form as



where the Hamiltonian H is given by
H=T'D, +a(x)Ds. (2.2)

The symbol D, stands for —id, whereas Dg> denotes the Dirac operator on S? which, in spherical
coordinates, takes the form

cot § 1
Dg2 = —il'*(0 - r?9,. 2.3
S ? ( 0 + 2 ) Sin 9 P ( )
The potential a is the scalar smooth function given in term of the metric (1.1)-(1.2) by
F

where r(x) is the inverse diffeomorphism of (1.3). Finally, the matrices I'', T2, T'® appearing in (2.2) and
(2.3) are usual 2 x 2 Dirac matrices that satisfy the anticommutation relations

DTV 4+ 19T = 26,5, Vi, j=1,2,3.

We shall work with the following representations of the Dirac matrices

L (1 0 > (01 s (0 i
c=(o L) e=(Va) m=(000)

We use now the spherical symmetry of the equation to simplify further the expression of the Hamil-
tonian H. We introduce a basis of spin weighted spherical harmonics invariant through the action of
the Hamiltonian that ”diagonalize” the Dirac operator Dg2. We refer to .M. Gel’Fand and Z.Y. Sapiro
[19] for a detailed presentation of these generalized spherical harmonics and to [30, 33] for an application
to our model. For each spinorial weight s, 2s € Z, we consider the family of spin-weighted spherical
harmonics {Y] = e™?ul =1 —|s| € N, [ —|m| € N} which forms a Hilbert basis of L%(S?,dw) and

where the ul,, satisfy the following relations

dul,, m—scosf . s
dd  sin6 Uy = —i[(l+5)( =5+ 1)] 2Uifl,m7
du! m— scosf L
sm ) _ 1 3 Ll .
do sing  sm i+ s+ 1)1 = s)]?ugi1m

1

We define the familly F}, = (Y', Yi ) where the indexes I,m belong to Z = {(I,m), | — 3 €

2

N, I — |m| € N}. Moreover, we define ®5 as the following operation between two vectors of C?
Yu = (u1,u2),v = (v1,v2), u®zv = (u1v1, UV3).
Then the Hilbert space H can then be decomposed into the infinite direct sum

H= B Him: Him=L*Rs;C?) @, F,.
(I,m)eT

We shall henceforth identify H;, and L?(R;C?) as well as ¢y, ®-2 F,ln and ;. What’s more, it is
easy to check that the H;,, are let invariant through the action of H. Hence we obtain the orthogonal
decomposition for the Hamiltonian H

H= @ H™,

(I,m)ez



with 1
H'™ :=Hy,,, =T'D, — (1+ 5)@(95)1—‘2.

In what follows, it will be thus enough to consider the restriction of the Dirac equation (2.1) to each
Hilbert space H;,, separatly and define there the partial-wave scattering matrices. The full scattering

matrix will be then written as the orthogonal sum of these partial-wave scattering matrices.

For later use, we precise here the asymptotics of the potential a in the RW variable defined by (1.3).

Lemma 2.1.

a(z) = aye™T 4 0(3Y), = too,

d(z) = azkee™T 03T 1 — oo,
where the constants k1 are given by (1.4) and ay by

7%[6—'&01’

T+

a+ =

with

Ca =1n [(rs — 1) 75 (r2 — 1) 7 (g — =) % | 4,

and c is the constant of integration from (1.3).

(2.5)
2.6

(2.7)

(2.8)

Proof. Since the function F' is naturally expressed using the r radial variable, we need to find first
equivalents between the RW variable x and r when r — r4 or equivalently when z — +oo. From (1.3),

we have )
x=—Inlr—re|+CL+0O(r—ryg]), r—rg,

2Ky
where Cy. are the constants given by (2.8). Hence we get
e2r+(@=Cx) — |r — ri|(1 +O(r — Ti|)), T =T,
Taking the square root of (2.9), we also have

efix(@=Cx) — |r—ri|(1+0(|r—ri|)), r—rg.

Now a simple calculation shows that

a(x) = =Ty,

F(r F2kK 3
)= VRO _ VP i o - ),
Hence (2.5) follows from (2.10) and (2.11). Similarly, we have

/@) = Py () = ke TR Off el s,

el

which together with (2.10) yields (2.6).
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In particular, the potential a(z) is thus exponentially decreasing at both horizons. In consequence, the
Hamiltonian H'"™ can be viewed as a very short-range perturbation of the free Hamiltonian Hy = I'' D,
on each spin weighted spherical harmonic. Using this fact, the spectral and scattering properties of the
Hamiltonians H, H'™ are established in an elementary way. The main scattering results obtained in
[30, 33] are summarized in the next proposition

Proposition 2.2. (i) The Hamiltonians H'™ and H are selfadjoint on Hi, and H with domains
D(H'™) = H'(R,C2) and D(H) = {) € H, ¥ = > W, Yim € D(Him), > (1" vt |2+ || <
lm

lm
(ii) The Hamiltonians H'™, H have no pure point and singular continuous spectra, i.e.

U;D;D(Hlm)aapp(H) =0, Using(Hlm)aUsing(H) = 0.
In other words, the spectra of H'™ and H are purely absolutely continuous.
(iii) Denote by Hy = T D, the selfadjoint operator acting on Him as well as on H. Then the wave
operators VV;SI and W+ defined by

. rrlm . ) .
VVli =s— lim ™" o WE =g lim e o,
m t—+oo t—4oo

erist and are asymptotically complete.

As a direct consequence of Proposition 2.2, we can define the partial wave scattering operators S,
by the usual formulae
Sim = (Wig) Wi

which are well-defined unitary operators on H;,,. Let us now introduce the unitary transform on H;,,
(Fovin) ) = 7= [ &, (), (212)
m \/ﬁ - m

The transform Fy clearly diagonalizes the free Hamiltonian Hy = I'' D, on H;,. Note in passing that F
also acts in a trivial way on H. Morover it is unitary and still diagonalizes Hy on H. By definition, the
partial wave scattering matrices Sy, (A) are simply the partial wave scattering operators S, written in
the energy representation of Hy given by (2.12), that is for all ¢, € L?(Ry,C?) we have

Sim (AN)dim (A) = (FoSim Fg dim) (A)- (2.13)
The partial wave scattering matrices Si,(A) are unitary 2 x 2 matrices for all A € R.

Remark 2.3. Using the spherical symmetry of the equation and the definitions of the wave operators in
Proposition 2.2, the full scattering operator S and the full scattering matriz S(\) are unitary operators on
H and L?(S?,C?) defined as the orthogonal sum of the partial wave scattering operators Sy, and matrices
Sim(\) respectively, i.e.
S=WHW = B Sim,
(I,m)eL
SN = (FSFEHN) = B SimNdim(N), Vo € L*(Ry x §°,C?).
(I,m)eL
Remark 2.4. Observe that the Hamiltonians H'™ only depend on the angular momentum l—i—%, le %—l—N.

From the above definitions, we see immediately that the wave operators Wiy, , the scattering operators Sim

and the scattering matrices Sim(\) only depend on the angular momentum [ + % too. For simplicity we

shall therefore denote by S(A\,n), n =1+ % € N, the family of scattering matrices Sym (N).
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2.2 A stationary representation of the scattering matrix

In this section, we follow the approach of [1] and obtain an explicit stationary representation of the
scattering matrices S(A, n) for a fixed energy A € R and all angular momentum n € N. Let us emphasize
here that the results of this section still hold if we assume a € L'(R) only.

Let us consider first the stationary solutions of equation (2.1) restricted to each spin weighted spherical
harmonic, i.e. the solutions of

[T'D, — na(x)I?]y = \p, Vn € N. (2.14)

Here we can think of ¢ in (2.14) as either a column vector of 2 entries, or as a 2 X 2 matrix. For A € R,
we define the Jost solution from the left Fr(x, A,n) and the Jost solution from the right Fr(z, A\,n) as
the 2 x 2 matrix solutions of (2.14) satisfying the following asymptotics

Fr(z,an) = T 2(I+0(1)), = — +o0, (2.15)
Frlz,A\n) = T2 (I +0(1)), 2 — —oc. (2.16)

From (2.14), (2.15) and (2.16), it is easy to see that such solutions (if there exist) must satisfy the integral
equations

1 Foo 1
Fr(z, A\n) =l A — infl/ e~ AWY=D) o (T2 (y, A, n)dy, (2.17)

Fr(x,\,n) = e 4 inr! / eiirl)‘(yfz)a(y)FQFR(y, A, n)dy. (2.18)
Since the potential a belongs to L!(R), it follows that the integral equations (2.17) and (2.18) are uniquely
solvable by iteration and that
|Foa, Am)l| < 0@ Fplar A )| < e o,

Moreover we can prove

Lemma 2.5. For A € R and n € N, either of the Jost solutions Fy(x,A\,n) and Fr(z,A\,n) forms a

fundamental matriz of (2.14) and has determinant equal to 1. Moreover, the following equalities hold
Fr(z, \n)*T' Fr(z,A\,n) = I, (2.19)
Fr(z, \,n)*T* Fr(x,\,n) = T (2.20)

where * denotes the matrixz conjugate transpose.
Proof. See [1], Proposition 2.2. O

Since the Jost solutions are fundamental matrices of (2.14), there exists a 2 x 2 matrix Ay (A, n)
such that Fp(z,\,n) = Fr(z,A\,n) Ar(A\,n). From (2.16) and (2.17), we get the following expression for
AL ()\, n)

Ar(\n) =1, —inFl/e_irl’\ya(y)FQFL(y,)\,n)dy. (2.21)
R
Moreover, the matrix Az (), n) satisfies the following equality (see [1], Proposition 2.2)

As(A\n)TPAL (A, n) =T, VAER, neN. (2.22)
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Using the notation (1.8), the equality (2.22) can be written in components as

L,

lari(A,n)[* = |ars(X,n)]?
(A 1, (2.23)

laza(A, 1) > = lar2 (A, n)|>
aLl()\, n)aLg()\, n) — aL3()\, n)aL4()\, n) =

As mentioned in the introduction, the matrices Ay, (A, n) encode all the scattering information of equation
(2.14). In particular, it is shown in [1] that the scattering matrix S(\,n) defined in (2.13) has the
representation

T(A\n) R(A\n)

S\, n) = Lun) TOun) | (2.24)
where () )
T(\n) =a;l(A RO\ n) = — 200 () p) = L0 2.25
( 7”) a’Ll( 7”)5 ( 7”) aLl()\,n), ( 7”) aLl()\,n) ( )
The unitarity of the scattering matrix S(A,n) leads to the following relations
Lemma 2.6. For each A € R and n € N, we have
IT(A,n)|* + |[R(A, n)? = 1,
[T\, n)|? + LA, n)? ; (2.26)

I
[

T(A,n)R(An) + LA, n)T(An)
Note that the relations (2.26) are also direct consequences of the relations (2.23) and definitions (2.25).

Remark 2.7. We finish this section analysing the influence of the constant of integration c¢ used in the
definition (1.3) of the RW variable on the expression of the scattering matriz S(A\,n). Assume thus that
we describe the same dS-RN black hole using two RW variables x and & = x + c¢. We shall denote by Z
and Z all the relevant quantities expressed using the variables x and & respectively. We follow the same
procedure as above to define the scattering matriz g(/\,n). Our goal is to find a relation between g()\, n)
and S(A\,n). We start from the stationary equation (2.14) obtained using . Hence we get

[N Dz — na(z)I?)y = X,

where the potential a(Z) is simply the translated by ¢ of the potential a, i.e. a(Z) = a(Z — ¢). Therefore,
the uniqueness of the Jost functions satisfying the asymptotics (2.15) and (2.16) yields

Fr(#,\n) = Fp(Z —c,\, n)eiFIAC.

Hence, it follows from (2.21) that

Ar(A\n) = e_irl)‘cAL(/\,n)eiFIAC.
Eventually, using (2.24) and (2.25), we conclude that

T(\,

& _—iTMae iMAe _ n) e 2AR(A,n)
S()\,?’L) =€ S()‘an)e - €2i>‘0L()\,

n) T(\n) ’

that is (1.11).
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3 Complexification of the angular momentum

In this section, we allow the angular momentum to be complex. After studying the analytic properties
of the Jost functions Fr(x, A, z), Fr(z, A, z) and of the matrix Az (), z) in the variable z € C, we prove
the uniqueness results mentioned in the introduction.

3.1 Analytic properties of the Jost functions and matrix A; (), z)

Let us start with the Jost functions Fp,(z, A, z) and Fgr(z, A, z). They are solutions of the stationary
equation
D, — za(x)T? = My, Vz € C. (3.1)

with the asymptotics (2.15) and (2.16). By commodity, we introduce the Faddeev matrices My, (z, A, 2)
and Mg(x,\, z) defined by

My(w,\2) = Fr(w, A, 2)e ™A Mp(w, A, 2) = Fr(a, A 2)e 7, (3:2)
which thus satisfy the boundary conditions

Mp(z, A\, 2z) = Ix+o(l), x = +oo, (3.3)
Mp(z, A\, z) = I:+0(1), z = —o0. (3.4)

We shall also use the notations in components

mri(,z, A, z) mpa(z, A 2) mp1(z, A, 2) Mmp2

ML(-Ta)‘aZ) = ng(z,)\7z) mL4(1',>\,Z)

:| ) MR(:Ea )\,Z) = mRB(:Cy)\;Z) Mpa

From (2.17) and (2.18), the Faddeev matrices satisfy the integral equations

+oo ) )
Mp(z, A n) = Ip — izT'" / e~ TN g (T2 M (y, A, 2)e’™ A=)y, (3.6)

x

Mpg(z,\,n) = Iy + iz / efiFl)‘(yfz)a(y)FQMR(y, A, n)eiFl/\(yfx)dy. (3.7)

— 00

Tterating (3.6) and (3.7) once, we get the uncoupled systems

“+o0 —+oo )
miaers) = 1 [ [N a(ma e 2y (35)
x y
—+o00 ) —+o0 —+o0 )
mra(x, N\ z) = fiz/ eszA(yfz)a(y)derzQ/ / eleA(yfz)a(y)a(t)ng(t,)\,z)dtdyg?).Q)
T z Y
+00 . —+o0 —+o0 )
mrs(z, A z) = zz/ 621’\(y_:”)a(y)dy+2:2/ / 2= g (y)a(t)ymps(t, A, z)dtdy, (3.10)
x z Y
+oo +oo )
mra(x, A, 2) = 1+z2/ / e 22V g (y)a(t)mpa(t, A, z)dtdy, (3.11)
x y
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and

mpi(z, A\, z) = 1422 / ' / ’ e~ 22D g (y)a(t)mpy (t, A, 2)dtdy, (3.12)
mp2(z, A\, 2) = zz/z e2i’\(l_y)a(y)dy+22/z /y eQi’\(l_y)a(y)a(t)mRQ(t,)\,z)dtdy, (3.13)
mps(x,\,z) = —iz /x e 2@V g (1) dy 4 22 / e 2@ g () a(t)mps(t, A, 2)dtdy(3.14)
mpa(z, N, 2) = 1+ 22 / / 2= g (y)a(t)mpa(t, A, z)dtdy. (3.15)

Iterating the Volterra equations (3.8)-(3.11), we prove easily the following lemma

Lemma 3.1. (i) Set m%,(z,\) =1 and m?},(z,\) = f;oo fy+°° 2N g (y)a(t)ym 7t (t, N)dtdy. Then

we get by induction
n 1
A Er 10

x

“+o0

a(y)dy) !

For z, A\ € R fized, the serie mpi(x, A, z) Z m7q(z,\)z 2 converges normally on each compact subset

of C and satisfies the estimate
—+oo
|mr1(z, A, 2)| < cosh (|z|/ a(s)ds), VreR, z€C.

Moreover, the application z — myp1(x, A, 2) is entire and even.
(ii) Set mY,(x, \) = —i eroo —2XW=2) g (y)dy and m7}y(x, \) = f;oo f;oo eQiA(I*y)a(y)a(t)ngl(t, A)dtdy.
Then we get by mductzon

ot ) < s ([ i)™

o0
For x, A € R fized, the serie mra(x, A, z) = Zm}fg(a),)\)z%ﬂ converges normally on each compact

n=0
subset of C and satisfies the estimate

+oo
|mra2(x, A, 2)| < sinh (|z|/ a(s)ds), vz eR, z € C.

Moreover, the application z — mya(x, A, z) is entire and odd.
(iii) Set mY 5 (x, \) = if;oo 2 A=) g (y)dy and m} 4(z,\) = f;oo f;roo e 2@V a(y)a(t)mys (¢, N)dtdy.
Then we get by induction
1 +oo 2n+1
i < ([ etw)
For x, X € R fized, the serie mps(x, A, z) = Zm}fg(a),)\)z%ﬂ converges normally on each compact

n=0
subset of C and satisfies the estimate

—+o0
|mrs(x, A, 2)| < sinh (|z|/ a(s)ds), vz eR, z € C.
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Moreover, the application z — mps(x, A, z) is entire and odd.
(iv) Set mY,(x,\) = 1 and m?,(z,\) = eroo f;oo e 2=V q(y)a(tymy (¢, N)dtdy. Then we get by

x

induction
) 1 +oo p 2n
< —
i N < 5 ([ aay)
oo
For z, A\ € R fized, the serie mrq(z, A, 2) = Z m7 (2, \)2*™ converges normally on each compact subset
n=0

of C and satisfies the estimate
—+oo
|mpa(x, A, 2)| < cosh (|z|/ a(s)ds), VzeR, z€C.
x
Moreover, the application z — mpa(x, A, 2) is entire and even.

(v) Note at last the obvious symmetries

mri(z, A z) =mpa(z, N 2), VzeC, (3.16)
mra(z, A, z) =mps(x, N\, 2), VzeC. (3.17)

Of course we have similar results for the Faddeev functions mg;(z, A, 2), j =1,..,4.

Remark 3.2. Using the usual notations

Y

| fraGa N z) fre(z A 2) | fri(z N 2) fra(z, A 2
Fuleha) = | piens Tawas |0 FEEND =GN T

~— —

and (8.2), we have

fri(x, A z) = eiMij(z, Nz2),  fri(m, A 2) =eMmpi(z, N\, 2), j=1,3, (3.18)
fri(x, A z) = efi/\mij(z, N 2), [ri(@ A z2) =e Mmpi(z,\ 2), j=2,4. (3.19)
Hence the components fr;(z, A, z) and frj(z, A, z) share the same analytic properties as the Faddeev

functions mp;(x, A, z) and mpg;(z, A, z) respectively. For later use, we mention two additional properties
of the fr;(x, A, 2z). First, using ([1], Prop. 2.2) and the analytic continuation, we have

det(Fp(z, )\ 2)) =1, VzeR, zeC. (3.20)

Second we notice that the fr;(x,\, z) and frij(z, X\, z) satisfy second order differential equations with
complex potentials. Precisely, the components fr;(xz, A, z) and frj(z, X, z), j = 1,2 satisfy

[ > d(x)

~ 7 ale) % + 22a2(z) — x> (z)}f = \2f, (3.21)

a(z)

whereas the components fr;(x, X, z) and frj(z, A, 2), j = 3,4 satisfy

> d(z) d 5 o . d(x)
{—@—i— —+za(:c)+2)\a(x)

) I }f — A2, (3.22)

The differential equations (3.21) and (8.22) follow directly from the uncoupled integral equations (3.8)-
(3.15).
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Let us now extend the previous result to the matrix Az (A, z). From (2.21) and (3.5), we see first that
the components of Ar (), z) can be expressed by means of the Faddeev functions my;(z, A, z) as

ar1(N\z) = 1—iz/Ra(:C)mL3(x,)\,z)d:E, (3.23)
arz(A,z) = —iz/ReiQi/\Ia(x)mM(x,)\,z)dx, (3.24)
ars(A,z) = iz/ReQi/\xa(x)le(:c,)\,z)dz, (3.25)
ara(\, z) = 1+iz/Ra(z)mL2(:c,)\,z)dz. (3.26)

Hence we get using Lemma 3.1

Lemma 3.3. (i) For A € R fized and all z € C,
ari(Az) = 1 —iz (/ a(m)m’L‘g(m,)\)dx) 222,
n=0 R

ar2(A,z) = —iz (/eiQi’\za(ac)mh(x,A)dm)z%*l,
n=0 R

ars(\,z) = ZZ (/eQi/\Ia(z)mTLll(:c,)\)dz)z%Jrl,
n=0 R
ara(N, z) = 1+iz (/a(z)ng(z,/\)dx)z%ﬂ_
n=0 R
(i) Set A = / a(x)dz. Then
R

lari(A, 2)|, lapa(\, 2)| < cosh(A4|z|), VzeC, (3.27)
|aL2()\,z)|, |aL3()\,z)| < Sinh(A|Z|), Vz e C. (328)

(iii) The functions ar1(\, z) and ar4(\, z) are entire and even in z whereas the functions ara(\, z) and
ars(A, z) are entire and odd in z. Moreover they satisfy the symmetries

ar1(A\2) = apa(N2), VzeC, (3.29)
ar2(N\,z) = ars(\z), VzeC. (3.30)

(iv) The following relations hold for all z € C

aLl()\,z)aLl()\,Z)—aLg()\,z)aLg()\,Z) = 1, (331)
ara(A, z)apa(N, 2) —are (N 2)ar2(A, 2) = 1. (3.32)

Proof. The properties (i)-(iii) are direct consequences of Lemma 3.1 and of formulae (3.23)-(3.26). Let
us prove (iv). From (2.23), recall that we have for all z € R,

|aL1(/\,z)|2 - |aL3(/\,z)|2 =1.

17



This last equality can be rewritten as
ar1(\, 2)api(\ 2) —aps(N\ 2)api(N, 2) =1, VzeR. (3.33)

Since the the functions ar;(A, z) and ar;(A, Z) are entire in z by (iii), the equality (3.33) extends an-
alytically to the whole complex plane C. This proves (3.31). Using (3.29), (3.30) and (3.31), we get
(3.32). O

At this stage, we have proved that the components of the matrix Ay (A, z) are entire functions of
exponential type in the variable z. Precisely, from (3.27) and (3.28), we have

laj(\, 2)] < el Ve, j=1,..4, (3.34)

where A = / a(z)dx. We now use the relations (3.31), (3.32) and the parity properties of the ar;(), z)
R

to improve this estimate.

Lemma 3.4. Let A € R be fized. Then for all z € C
lar;(\, 2)] < eAlBe@ =1 4. (3.35)
Proof. From (3.31), we have
ar1(\ 2)ari(\ 2) —azs(\ 2)aps(A,z2) =1, VzeC.
In particular, we get for purely imaginary z = iy
ar1(A, zy)m —ars(, zy)m =1, VyeR
But the parity of ar; and the imparity of ars yield
lai (N iy)|* + lass(X,iy))* =1, VyeR. (3.36)
Similarly, using (3.32) instead of (3.31), we get
lar2(N,iy)|* + lara(N,iy)> =1, VyeR. (3.37)
Hence we conclude from (3.36) and (3.37) that
lar; (A, iy)| <1, VyeR, j=1,.,4. (3.38)

Now the estimate (3.35) is a direct consequence of the Phragmén-Lindel6f theorem (see [7], Thm 1.4.3.)
together with (3.34) and (3.38) as well as the parity properties of the ar (A, 2). O

For later use, we mention that we have the corresponding estimates for the Jost functions fr;(x, A, 2)
and fgrj(z, A, z). Precisely

Lemma 3.5. For all j =1,..,4 and for all x € R,

|fLj(@, A, 2)] < C el ReEILT al)ds, (3.39)
|fri(@, A, 2)] < C elfeP 2 ale)ds, (3.40)
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Proof. Using the relations (2.19) and (2.20), we can prove as in the preceding lemma that the Jost
functions are bounded on the imaginary axis z € iR, i.e.

|ij(x,)\,iy)|, |ij($,)\,iy)| <1, VyeR.
We then conclude by the same argument as above. o

We end up this section studying the special case A = 0 in which explicit calculations can be made.
We have

Lemma 3.6. Set X = [*_ a(s)ds and A = [, a(x)dz. Then

_( cosh(zX) —isinh(zX)
M (2,0, 2) = ( isinh(zX)  cosh(zX) , Vz€eG, (3.41)
_( cosh(z(A— X)) —isinh(z(4A— X))

My (z,0,2) = ( isinh(z(A— X)) cosh(z(A—x)) ) "2€C (3.42)

Moreover (42) (42)

cosh(Az) —isinh(Az
Ar(0,2) = ( isinh(Az)  cosh(Az) ) , v2€C. (3.43)
Proof. We just prove a few equalities, for instance mps(z,0,2) = —isinh(z(A — X)) and ar1(0,2) =

cosh(zA). From Lemmata 3.1 and 3.3 recall that

mps(z,0,2) = Zng(x,O)z%H,

n=0

an(0,z) = 1 —ig( | al@mis(a,00dz) 2

where
mis(w,0) = i aly)dy,
{ mig(@,0) = [ [T a(y)a(tym]y (¢,0)dtdy
By induction, we see that
i +oo 2n+1
mys(zr,0) = m(/ﬁ a(s)ds) , VneN

Therefore, on one hand, we obtain

mrs(z,0,2) = Z mraz(x,0)z2" T = isinh(z(A — X)),

n=0

and on the other hand, we get
_ . 1 2n+2 2n+2 __
aLl(O,z) = 1+;m/1 z —COSh(AZ).
The other equalities in (3.41), (3.42) and (3.43) are obtained similarly. O
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Remark 3.7. It follows from Lemma 3.6 that the partial scattering matrices at the energy X\ = 0 are

given explicitely by
1 .
S(O,n) _ ( cosh(nA) ’Ltanh(nA) ) 7 Vn € N,

itanh(nA) Wl(nA)

and thus depend only on the parameter A. As a consequence, we conclude that the full scattering matriz
S(0) does not determine uniquely the three parameters of the black hole.

3.2 Nevanlinna class and uniqueness results

In this section, we prove that the coefficients a; (A, z) belong to the Nevanlinna class when restricted to
the half plane IIT = {z € C: Re(z) > 0}. As an application, we prove the uniqueness results mentioned
in the introduction.

Recall first that the Nevanlinna class N(IIT) is defined as the set of all analytic functions f(z) on ITT

that satisfy the estimate
g 1 — ret®
sup / In™ ‘f<7) ‘dcp < 00,
o<r<1J_x L+re

{ Inz, Inz >0,

0. Inz<o0 We shall use the following result implicit in [34].

where In* (z) =

Lemma 3.8. Let h € H(IT1) be an holomorphic function in 11T satisfying
|h(z)] < CeABel®) vz eI, (3.44)
where A and C are two constants. Then h € N(IIT).

Proof. Without loss of generality, we can always assume C' > 1. Thus using (3.44) and In™(ab) <
In"(a) + In™ (b) for a,b > 0, we have

1 — ret® 1 — ret®

(A2 < mes are(12E0),
1+ ret® 1+ ret®
1—r?

< mC+ A—-———.
= Gt 1472+ 2rcosgp

g 1—172

—————— = 27 yields the result. O
- 1+724+2rcosy

Now the well known formula /

As a direct consequence of Lemmata 3.4 and 3.8, we thus get
Corollary 3.9. For each X € R fized, the applications z — ap;(\, z)jm+ belong to N(IIT).

Let us recall now a usefull uniqueness theorem involving functions in the Nevanlinna class N(II1)
as stated in [34]. We also refer to [38], Thm 15.23, for a conformly equivalent version of this theorem
involving functions in the Nevanlinna class N(U) where U is the unit disc.

Theorem 3.10 ([34], Thm 1.3). Let h € N(IT") satisfying h(n) = 0 for all n € L where L C N* with

1
Z—:oo. Then h = 0 in IIT.
nGCn

Hence we deduce from Corollary 3.9 and Theorem 3.10
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Corollary 3.11. Consider two dS-RN black holes and denote by ar; and ar; the corresponding scattering
1
data. Let L C N* satisfying g — = 00. Assume that one of the following equality hold
n
nel

arj(A\n)=ar;(A\n), Ynel, j=1,.,4.

Then
aLj()\,z):dLj()\,z), VzeC, j=1,.,4.

Proof. Apply Theorem 3.10 to the difference functions ar;(X,z) — ar;(\, z) which belongs to N(II1)
thanks to Lemma 3.8. O

In other words, the scattering data ar;(\, z) are uniquely determined as functions of z € C from their
values on the integers n € £. We now extend this uniqueness result assuming that only the reflection
coefficients L(A,n) or R(A,n) are known as stated in Thm 1.1. Precisely, we prove

Proposition 3.12. Consider two dS-RN black holes and denote by Z and Z all the corresponding scat-

1
tering data. Let L C N* satisfying Z — = 00. Assume that there exists a constant ¢ such that one of
n

neLl
the following equality hold

L(\n) = e 2*L(\n), VnecL, (3.45)
R(\n) = e*“R(\n), VneL, (3.46)
Hhen ar1(\, z)  apa(A 2) ar1(A\, 2) e Cara(, 2)
ars(h2) ara(h, 2) ] - [ NG\ z)  ana(hz) |0 PEE (3.47)
Proof. Assume (3.45). Then
ars(\n)ari(\,n) = e ?*ap (N, n)ars(\,n), Vn € L. (3.48)

By Lemmata 3.4 and 3.8, the product functions arz(A, z)ari(\, z) and ari(A, z)ars(A, z) belong to the
Nevanlinna class N, the equality (3.48) extends analytically to the whole complex plane C. Hence

aLg()\, Z)ZlLl()\, Z) = e_Qi’\CaLl()\, Z)dLg()\, Z), Vz e C. (349)
But recall from Lemma 3.3, (iv), that
ar1(A 2)api(N2) =1 —ans(\, 2)ans(A, 2), VzeC,

from which we deduce that ari(),2) and ars(A, z) have no common zeros. Hence we infer from (3.49)
that the zeros of ar (A, z) and ar;(A, z) for j = 1,3 coincide with the same multiplicity.

Now recall that the function ari(,z) is even. Thus we can write ar1(), 2) = g(2?) where g is an
entire function. Since ari(X,2) is of order 1 (i.e. |ari(A,z) < e4?l), we deduce that g is of order 1.
Hence the Hadamard’s factorization theorem, (see [7], Th 2.7.1), yields

g<c>=Gg(1—§n),
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where the ¢, # 0 are the zeros of g counted according to multiplicity, G = ¢(0) = ar1(\,0) = 1 by
Lemma 3.3, (i). But note that ¢, = 22 where the z,, are the zeros of ar1(), z) by definition of g. Hence

we obtain
2

ar1(A 2) = lo_j: (1 - z—%)

Similarly, we have
2

z
(172),

where the Z,, are the zeros of ar1(\, 2z). Since z, = Z, by the previous discussion, we conclude that

3

aLl(A, Z) =

3
Il
i

ar1(\, z) =ar1(A\ 2), VzeC. (3.50)

From (3.50), (3.49), (3.29) and (3.30), we thus deduce (3.47). The proof starting from (3.46) is analogous
and so we omit it. O

In the same way, if we assume that only the transmission coefficient T'(\, n) are known, we have the
following result :

Proposition 3.13. Consider two dS-RN black holes and denote by Z and Z all the corresponding scat-

1 ~
tering data. Let L C N* satisfying Z — = 00. Assume that T(\,n) = T(\;n) for alln € L. Then,
n

nel
there exists a constant ¢ € R such that

ari(N z) ara(Nz) | ar1(A\, 2) e?Cara(, 2)
arshz) aranz) | T | e ags(h ) am(nz) |0 € (3:51)
Proof. By Lemma 3.3, (iii) and Corollary 3.11, we have
arj(A z) =ar;(\,2), VzeCj=14. (3.52)

aLg()\, Z)

Now, we use the same strategy as in Prop. 3.12 and we set f(z) = . Using that ar3(\,0) =0,

we see that f(z) is an even entire function of order 1. Thus, we can write f(z) = g(z?) where g is an
entire function of order % Using the Hadamard’s factorization theorem, we obtain as previously

f(z) =G z*™ j_j[l(l— j—;),

where 2m is the multiplicity of 0, G is a constant and the z, are the zeros of f counted according to
multiplicity. From (3.52) and Lemma 3.3, (iv), we have

F(2)1@) = [(2)f(2),

N 3(A
where f(z) = M, or equivalently
oo 2 2 o0 2 2
2 _4m Z Z _ A2 AW Z o
ar e T (-2 20 =10 = T (- 29)(- 5)



It follows that ~
|G |=|G|, m=m,z, =%,

Recalling that ars(), z) = zf(z) and ais(\, z) = zf(2), we see that there exists a constant ¢ € R such
that .
arz(\, 2) = e 2*Gars(\,2), z€C.

Finally, using Lemma 3.3, (iii) we obtain the result. O

We finish this section with a first application of the previous uniqueness results to the study of an
inverse scattering problem in which the scattering matrix S(A,n) is supposed to be known on an interval
of energy only (and not simply at a fixed energy A). We shall obtain in an elementary way one of the
results in [14]. Precisely we prove

Corollary 3.14. Assume that one of the scattering coefficients T(\,n), L(A,n) or R(\,n) be known (in

1
the sense of Theorem 1.1) for all n € L with Z =™ and on a (possibly small) interval of energy

neLl
X € I. Then the parameters M, Q?, A of the black hole are uniquely determined.

Proof. Consider two dS-RN black holes with parameters M, Q, A and M, Q, A respectively such that for
all n € £ and for all A € I, one of the following equality holds

L\n) = e 2*L(\n),
R\ n) = e*°R(\n),
T(\n) = T(\n).

Then, applying Propositions 3.12 and 3.13, we see in particular that
ar2(\, z) = eQi’\CdLg()\,z), VzeC, VA el

From the first term of the series defining ar2(A, z) and ara2(A, z) (see Lemma 3.3, (ii)), we thus obtain

a(2)) = e¥rea(2)), viel, (3.53)

where @ and a denote the Fourier transforms of the potentials ¢ and a. Since these potentials are
exponentially decreasing at both horizons, their Fourier transforms a and a are analytic in a small strip
around the real axis, i.e. on K = {\ € C, [Im()\)| < €} for € small enough. Thus the equality (3.53)
extends analytically to the whole strip K. In particular, we have

a(2)) = e¥¢qa(2)), VAR,

and therefore
alz) =alx —c), VYxeR. (3.54)

According to the proof following (5.18) in section 5, the equality (3.54) is the essential ingredient to
conclude to the uniqueness of the black holes’ parameters. O
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4 Large z asymptotics of the scattering data

In this section, we obtain the asymptotic expansion of the scattering data when the coupling constant
z — 400, z real. We emphasize that this is the only place in this paper where we use the exponential decay
of the potential a(z) at both horizons and thus the asymptotically hyperbolic nature of the geometry.
The main tool to obtain these asymptotics is a simple change of variable X = g(z), called the Liouville
transformation. As we shall see in the next section, this Liouville transformation as well as the asymptotics
of the scattering data will be useful to study the inverse scattering problem.

As a by-product, we shall obtain a very simple reconstruction formula for the surface gravities k4 from
the scattering reflexion coefficients L(A,n) and R(A,n), n € N. Recall that the surface gravities have an
important physical meaning through the celebrated Hawking effect which asserts that static observers
located far from both horizons measure at late times an isotropic background of thermal radiations
emitted from the horizons. The rate of radiation is given by the ”temperatures” of the cosmological and
event horizons which are shown to be proportional to the surface gravities s4.

4.1 The Liouville transformation.

We follow the strategy adopted by K. Chadan, R. Kobayashi and M. Musette (see [10], [11]). Considering
the differential equations (3.21) and (3.22) satisfied by the Jost functions fr;(x, A, 2) and fr;(x, A, 2), we
use a Liouville transformation, i.e. a simple change of variable X = g(z), that transforms the equations
(3.21) and (3.22) into singular Sturm-Liouville differential equations in which the coupling constant z
becomes the spectral parameter (see Lemma 4.1 below).

Let us define precisely this Liouville transformation. We denote

X =g(x) = /Z a(t) dt. (4.1)

— 00

Clearly, g : R —]0, A is a C*-diffeomorphism where

A= / o alt) dt. (4.2)

For the sake of simplicity, we denote h = g~' the inverse diffeomorphism of g and we use the notation

(X)) = %(X) We also define for j =1, ...,4, and for X €]0, A,
fj(XvAaz) = ij(h(X),A,Z) (43)

We begin with an elementary lemma which states that, in the variable X, the Jost solutions f;(X, A, 2)
and g;(X, A, z) satisfy Sturm-Liouville equations with potentials having quadratic singularities at the
boundaries.

Lemma 4.1.

1. For j=1,2, f;(X, )\ 2) and g;(X, A, z) satisfy on |0, A[ the Sturm-Liouville equation

Y+ q(X)y = 2%y (4.5)
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2. For j=3,4, f;(X,\ 2) and ¢g;(X, A, z) satisfy on |0, A[ the Sturm-Liowville equation

Y+ q(X)y = 2%y,

22 /
where the potential ¢(X) = N?h'(X)? — i\ (X) = +ir2 (z) has the asymptotics

a*(x)  ad(x)
w_ . A2\
qgX) = ﬁ+ g—(X), with w,:EJrlK—_, and q-(X)=0(1), X—0.
X)) = ——— + ¢ (X), with w, = )\—2 —|—ii and q4+(X) =0(1), X — A.
(A—X)? ’ KL Ry ’

dX
Proof. Using (3.21), (3.22) and e a(x), a straightforward calculation gives (4.5) and (4.6).
x

establish (4.7). By Lemma 2.1, recall that the potential a has the asymptotics when  — —oco

a(r) = a_ " "4 O(e* %),

d(x) = k_a_ "7+ O(e-7).

When & — —o0, or equivalently when X — 0, it thus follows that

X :/ a(t) dt = a— er-T 4 O(e?mfz) _ L a(:c) + O(€3K’I)7

K K—

from which we also have
e"*=0(X), X —=0o.

Hence we find
a(r) =rk_X +0(X?), X —0.

Simarly we get
d(z) =k2X +0(X?). X —0.

Now, (4.9) and (4.10) yield immediately (4.7). The proof of (4.8) is similar.

Let us

In the next lemma, we calculate the wronskians of some pairs of Jost functions in the variable X. We
recall that the wronskian of two functions f, g is given by W(f,g) = f¢' — f'g. These wronskians will be

useful to obtain the asymptotics of the scattering data and to solve the inverse problem.

Lemma 4.2. For z € C, we have :
W(f1, fo) = Wi(g1,92) = W(f3, fa) = W(g3, 94) = i2.
. dX .
Proof. For example, let us calculate W (f1, f2). Using Ty = a(x) again, it is clear that
x
1
W(fla f2) = mw(flzl(za Av Z)7 fLQ(l'; Av Z))

Using (3.1) and (3.20), we obtain easily :

W (f1, f2) = iz(frifra — frafis) =iz det F = iz.
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4.2 Asymptotics of the Jost functions.

Singular Sturm Liouville equations like (4.5) - (4.8) have been yet studied by Freiling and Yurko in
[18]. In particular, fundamental system of solutions with precise large z asymptotics have been obtained
there. In theory, we could thus establish a dictionary between our Jost functions and these fundamental
solutions to infer the asymptotics of f;(X) and g,;(X). However, the asymptotics of the fundamental
solutions of [18] are given up to multiplicative constants that, as regards the inverse problem we have in
mind, require to be determined precisely. Since this is not a straightforward task, we prefer to follow a
self-contained and elementary approach that is similar to the usual perturbative argument for the Sturm
Liouville equation (4.5)3, but only uses the series expansion for the Jost functions obtained in Section 3.
Note that this is not at all compulsory but allows us to keep track of the different multiplicative constants
appearing in the perturbative method from the very begining.

Let us study first the Jost function fr1(x, A, z). From Lemma 3.1 and(3.18), we recall that for z € C,

+oo

le(.T, A, Z) = ei/\x Z mTLll(:L'a )‘) 2" (413)
n=0
where
m%l(xv >‘) = 15
+oo +oo )
mi(x,A) = / / 2NV q(y) a(t) miT Nt ) dt dy , for n > 1.
z Yy

So, using the Liouville transformation, we immediately obtain :

Lemma 4.3.

—+o0
FXA2) =) an(X,) 227, (4.14)
n=0
where )
ap(X,)) = M, (4.15)
an(X,\) = eAX) f)? f;‘ e 2AY) gA(T) o (T, \) dT dY , for n > 1. '

We shall consider fi(X,),z) as a perturbation of a function f;(X, ), z) where f;"(X, ), z) is given
by the same serie (4.14)-(4.15) as f1(X, A, z) with h(X) = g~(X) replaced by another diffeomorphism
denoted h*(X) = g7'(X). The diffeomorphism g; in turn is defined in the same manner as g but we

replace a(z) by its equivalent at +0c0. More precisely, if we write A — g(z) = f;oo a(t) dt, it is natural to
set for X €]0, A[

+oo a
A—gi(x) = / ag et dt = ——Lere,
T K4
So, we define

1
— log(A— X))+ C4, (4.16)
K

hy(X) = g7'(X)

3A fundamental system of solutions (FSS) of (4.5)-(4.8) could be constructed by perturbation of solutions for the free
equation
w
V't my =2 (4.12)
Noticing that the modified Bessel functions form a FSS for (4.12), we could thus construct a FSS for the full equation using
good estimates on the associated Green kernel (see [18, 25, 37] where a similar procedure can be found). In our approach,

we shall retrieve directly that the Jost functions are perturbations of the modified Bessel functions (see Proposition 4.12)
and thus deduce their asymptotics from the well known asymptotics of the latters.
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with

1
Cy=— 1og(—,€—+). (4.17)
Ry a4
The function f;"(X, ), z) is thus given by
+oo
) = S at (X, 27, (413)
n=0
where
XN = T,
A A
at(X,)) = M X / / e 2T (ART(T) o (T \) dT dY , for n > 1.
x Jy

Thanks to our choice of diffeomorphism h'*, the coefficients of the serie (4.18) can be explicitely
calculated. Precisely, denoting by I' the well-known Gamma function, we have

Lemma 4.4. For X €]0, A[, z € C and for alln >0

A 1 o2n+ 22
X N) = (55 r(1 - A X)™
a’n( ) ) ( aJr) + ( V+) 22n F(TL+1*I/+) n|( ) +
with ) \
N A 4.1
V4 B Z,‘{,_,’_ ( 9)

Proof. We prove the formula by induction. For n = 0, the result is clear by (4.16), (4.17). For n > 1, an
elementary calculation gives

2y 1 I AX
at(X,\) = (= 25y . . A— X)TE 4.20
n (XA = a+) (1+%)~-~(2n71+%)2-~-(2n)( ) (4.20)
Using the functional equality I'(z 4+ 1) = 2I'(z), Lemma 4.4 is proved. O

Now, it turns out that the expressions for the coefficients a;} (X, \) can be written in terms of the
modified Bessel function I_, (x). Let us recall its definition ([29], Eq. (5.7.1), p. 108),

+oo
I_,(x) = HZZO m (g)iwr?n, r€eC, | Arg z |< 7. (4.21)
We deduce
Corollary 4.5.
1. For X €]0,A[ and z € C,
JHX A z) = ({—p% P(L=w) VA= X ()" Ly, (2(4 - X)), (4.22)
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2. Let X, €]0, A[ fized. Then, for k = 0,1 and for all X €]0, X[, the following asymptotics hold when
z — 400, z real:

+(k) k2T R _ k= (A-X) 1
A 2) = (F1)F e ()5 D=y 275 e (1+0(). (23

Proof: The first assertion comes from Lemma (4.4) and (4.21), observing that (g)” I_,(x) is holo-

morphic on C. For the second one, let us recall the well-known asymptotics for the modified Bessel
function I_,(z), v € C, k= 0,1, when x — +o00 :

eI

1™ (2) = A+0(z|™) , - +o0. (4.24)

[\

™

For the case k = 0, we refer to ([29], Eq. (5.11.8), p. 123). The case k = 1 follows from the previous case
together with the identity (see [29], Eq. (5.7.9), p. 110) :

2 I/_V(;L') = Ifufl(l'> + Inyrl(:C).
Then, the asymptotics (4.23) are a simple consequence of (4.24). {

T~

Remark 4.6. Let us study the special case X = 0. From the definitions, it is immediate to see that
f1(X,0,2) = fi1(X,0,2) and vy = 1. So, Corollary 4.5 entails that

FUX N 2) = r(%) 1/@ Iy (:(A- X)), (4.25)

1
Using that F(i) = /7 and the equality (see [29], Eq. (5.8.5), p. 112),

2
I_1(z) = “ﬁ coshz , (4.26)

we get f1(X,0,z) = cosh(z(A — X)). Hence we rediscover the result obtained in Lemma 3.6.

In order to estimate f1(X,\, 2)— f; (X, ), z), we have to control h(X)—h(X). Since in the construc-
tion of hy(X), we have replaced a(z) by its asymptotic at +oo, it is hopeless to get globally estimates
on )0, A[. This is why we shall work in | X, A[ where X €]0, A is fixed. We have the following result :

Lemma 4.7. Let X €]0, A[ fized. Then, there exists C > 0 such that for k =0,1,2
|hM(X) —hP(X) | < € (A-X)*F | VX €]Xo, 4] (4.27)
Proof. We only give the proof for k = 0 since the other cases are similar. For X €]Xj, A[, by Lemma 2.1
we have
+oo —+oo a
A-X = / a(t) dt = / (agpe™' +O(e* ) dt = — LRt 4 O3+, (4.28)
x T K+
Then,
K+ 2k4 T
log(——) +log(A — X) = kyx + O(e*+7).
a+
By (4.28), we see that O(e?*+%) = O((A — X)?). So, using (4.17), we obtain :

2= h(X) = é log(A — X) + Cs + O((A — X)2) = he (X) + O((A — X)2).
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We can deduce from Lemma 4.7 some useful properties for a, (X, \) and af (X, \).
Lemma 4.8.

1. Forn >0 and X €]0, A[, we have

(A—X)™
| an(X,A) |< e (4.29)
2. Forn >0 and X €]Xq, A,
an(X,\) =0 ((A—X)>""). (4.30)

The same estimates hold for at (X, ).

Proof. The first point is clear by a simple induction. Let us prove the second one. For n = 0, we observe

that af(X, ) =ih/(X) ao(X). But, since b/, (X) = , Lemma 4.7 yields the estimate

R4 X)

W(X)=0 (A 1 X), VX €] Xo, Al (4.31)

which proves the result. For n > 1, we have
an(X,N) = i\ B (X) an(X) — e7 (0 / eI g (T, \) dT.
X

Hence the result follows from (4.29) and (4.31) by induction. For a;f (X, ), the proof is identical. O

Now, we want to control the difference f1(X,\, 2) — f;7 (X, ), ). To do this, we set

en(X,N) = an (X, \) — af (X, V), (4.32)
and thus, we have
+oo
AN 2) = fH XN 2) = enla,N) 27 (4.33)
n=0

In the next lemma, we show that a, (X, ), af (X, ) and e, (X, \) satisfy second order differential equa-
tions.

Lemma 4.9.

1. Forn>1, a,(X,\) and af (X, \) satisfy on |0, A|,

al (X, +q(X) an(X,\) = an_1(X,N), (4.34)
a’jz_”(Xa /\) +Q+(X> a:z_(Xv >‘> = arerfl(Xv )‘>a (435)

where \2 N )
g+ (X) = Nhy (X)? —idh, " (X) = <E + H) a—xe (4.36)
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2. Forn > 1, e,(X, \) satisfies on ]0, A],
en”(Xa A) + g+ (X) en(Xa A) = enfl(Xa A) - qO(X) an(Xv >‘) (437>

where

q0(X) = q(X) — g+ (X). (4.38)

+oo
Proof. Since f1(X,\, z) = Z an(x,\) 22", (4.34) follows directly from (4.5). The proof of (4.35) is

n=0
identical. At last, (4.37) is a direct consequence of (4.34) and (4.35). O

Now we show that the equation (4.37) can be rewritten as an integral equation which will be useful
to estimate the error term e,,.

Lemma 4.10.
1. qo(X) € L>(Xo, A).

2. Forn > 1 and for all X €]Xo, A, en(X, ) satisfies the integral equation

A A
en(X, ) = eMh+(X) / / e 2 (V) M (T) (o (T, N) — qo(T) an(T, )] dT dY.  (4.39)
X JY

Proof. The first point is clear by Lemma 4.7 after having noticed that
go(X) = N (W' (X) = hy/ (X)) (W (X) + hy/ (X)) = iA(h"(X) — hy” (X)) (4.40)

To prove the second point, we denote by f,,(X,\) the (R.H.S) of (4.39). Using (4.37), we have :

A (A
fn(X; )\) — elkh#,(X) / / e—2ikh+(Y) el}\h+(T) €n”(T, )\) dT dY
X JY

A A
T eiAh+(X) / / e*2i)\h+(Y) ei)\h+(T) Q+(T) en(T, )\) dT dY.
X JY

Integrating by part twice the first integral and using Lemma 4.8 yield (4.39). O
In the next lemma, we estimate e, (X, \) and its derivative.
Lemma 4.11. There exists a constant C > 0 such that for all n >0 and for all X €] Xy, A],

(A _ X>2n+2

len(X,A) [ < C(n+1) Tnto)l (4.41)
_ 2n+1
e, (X,N) | < C (n+1) 7(’4(271)?1)! (4.42)
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Proof. We prove the lemma by induction. For n = 0, we have
eo(z,\) = EA(X) _ gidhy (X) _ pidhy (X) (em(h(x)fm(x)) _ 1) _

So, by Lemma 4.7, we obtain for a suitable constant C' > 0,

| eo( X, \) |< % (A—-X)?, VX e (Xo,A).

Assuming that the property is true for n — 1, we have by (4.29) and (4.39),

A A n n
| en(X, ) |< /X /y (C’n (A(QTJ)?Q +C %) dr dy, VX e (Xo,A),
where we have supposed that C' > || go || (x,,4)- SO,
(A — X)?nt2
(2n+2)! 7’
We prove (4.42) similarly. O

len(X,0) [<C (n+1) VX € (X, A).

Now, we can establish the main result of this section :

Proposition 4.12.
1. There exists C > 0 such that for k = 0,1, for all X €)Xy, A[ and all z > 0,

AP A2 = PN 2) | € 0 (A=-X) AT, (443)

2. For fized Xo < X1 with X; €]0,A[, Yk = 0,1, VX €]Xo, X1[, we have the following asymptotics,
when z — 400,

) ok 2 Ry _ k= (A-X) 1
0002 = (D T (DT T ) ST e (1+0(): (4.44)

Proof. We ounly prove (4.43) in the case k = 0 since the case k = 1 is similar. By Lemma 4.11 and for
z > 0, we have :

—+o0
|f1(X7>‘aZ>7fl+(X7>‘aZ>| < Z|€n(:€,>\)| 2"

n=0
too (A X>2n+2 )

< n

< ;c (n+1) T

c QxS D) U X

-z = 2n+2 (2n + 1)!

< Q_Cz (A —X) sinh(z(A — X))

< ¢ (A—X) A=),
z

Now, since z is real, (4.44) follows from Corollary 4.5 and (4.43). O
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In order to calculate the asymptotics of fao(X, A, z), we follow the same method as for f1 (X, \, z). We
thus only give the final results omitting the details. First, we construct fy" (X, \, z) which approximates
f2(X, A, z) as in (4.43). We obtain :

L, Ky —dX z
f2+(Xa)‘aZ) =t (_i) o F(l - :U’+) A-X (5)#+ Il—u+ (Z(A - X))’ (445)
where ) N
Hy = 5 + ZZ . (4.46)

Then, using the well-known asymptotics for the modified Bessel functions, we deduce :

Proposition 4.13. For fized Xo < X with X; €]0, A[, Vk = 0,1, VX €] Xy, X1[, we have the following
asymptotics, when z — +00,

2 M+ N PN 1
XA 2) = (DM = (55T T - ) ST A0 (140())). (4.47)
z

\/ﬁ(m

Remark 4.14. As previously, let us study the special case A = 0. We have f2(X,0,2) = 7 (X,0,2) and
y = % Hence, using the equality (see [29], Eq. (5.8.5), p. 112)

(x) = \/g sinh x, (4.48)

we find that f2(X,0,2) = —i sinh(z(A — X)) as expected according to Lemma 3.6.

1

=

Remark 4.15. Note that the asymptotics given in (4.44) and (4.47) only depend on k4 and ay, i.e. on
some parameters of the black hole at the cosmological horizon X = A (see (1.4) and (2.7)). This is natural
since the Jost functions f1(X, A, z) and fa( X, \, z) are solutions of (4.5) with boundaries conditions at
X = A and since we work in the range X > Xo > 0, i.e. far from the event horizon. We emphasize
then that the geometry of the black hole at the event horizon X = 0 does not appear in these asymptotics.
Of course it won’t be the case for the scattering data. We also stress the fact that we have only assumed
that X < X1 < A by convenience: the asymptotics of the derivative of the Jost functions f;(X, A, z) are
stmpler under this condition.

In order to obtain the asymptotics of the scattering data, we need to calculate the asymptotics of
the Jost functions g;(X, A, z). Since the procedure is the same as the one for the f;(X,\,z), we give
without proof the main steps to obtain the asymptotics of g;(X, A, 2), j = 1,2, when z — +oo. Since
g; (X, A, z) satisfies (4.5) with a boundary condition at X = 0, we work with an other diffeomorphism,
denoted by h_(X), in order to construct the functions g; (X, A, 2) that approximate g;(X, A, z). This
new diffeomorphism is defined as follows :

1
ho(X)=— log X +C_, (4.49)
where )
C_=— log (K—_) . (4.50)
K a_

As previously, we can calculate explicitely ' (X, )\, z) and we easily obtain the following equalities :

gr (XA 2) = (52)5 VAT =) (5) 1o (2X) |
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where

1 A
== —— 4.51
4 2 Zli, Y ( )

and N
g;(Xa sz) =1 (a_) - \/}F(l —u ) (_)H Il 2 (ZX) ;

where ) N
_==47— . 4.52
W 5 +1H_ (4.52)

Remark 4.16. In the special case A =0, we have g;(X,0,2) = g; (X,0,2) and p— =v_ = 1. Using the

formulae (4.26) and (4.48) for the modified Bessel functions of half-integral order, we find g7 (X,0,z) =
cosh(zX) and g5 (X,0,2) =4 sinh(zX) (see Remark 3.6).

The g; (X, A, 2) are perturbations of the g;(X, A, z). Precisely, we have

Lemma 4.17. For X, €]0, A fized, there exists C > 0 such that Yk = 0,1, VX €]0, X1[, Vz > 0,
1P (XA 2) — g, (XN 2) | < O X 2P e (4.53)
Then, using the asymptotics of the modified Bessel functions (4.24), we obtain :

Proposition 4.18. For fized Xy < X7 with X; €]0, A[, Vk = 0,1, VX €] Xy, X1[, we have the following
asymptotics, when z — 400,

(k) 2 (BB L) SR e 1

00N 2) = T () T 4 (HO(Z))’ (4.54)
(k) e e A kiR ax 1
g5 (X, M\ z) =1 Nor (a_) N(1—p) =z e (1 JrO(Z)), (4.55)

4.3 Asymptotics of the scattering data.

In this section, we put together all the previous results and calculate the asymptotics of ar;(\, z), j =
1,...,4 when z — +o00. First, we recall that for all x € R,

Fr(z, A, z) = Fr(x, )\ 2) AL(A, 2). (4.56)
Calculating (4.56) components by components, it follows that (in the variable X)
XN 2) =api(\ 2) g1(X, A 2) +ans(\, 2) g2(X, A 2)
fa(X N 2) = ara(A 2) g1(X, A 2) +apa(X, 2) g2( X, A, 2)
So, by Lemma 4.2, we obtain for z # 0 :

ar1(A,z) = é W(f1,92), ar2(A2)= é W(f2,92),
ars(\, z) = 1 W(fi,91), ars(\z2)= *% W (f2, g1).

12

The following theorem is an easy consequence of Propositions 4.12, 4.13 and 4.18 :
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Theorem 4.19. When z — 400, we have :

DN DN

it (K_\  F- 1 i 1 i 2\ MEE )
— I(-——=)r(=+=) (2) & "t
) () G Een) B e e
i\ i\
—i e\ (Ko - (1 QX 1A\ [2\AGE )
~ — == - rf-—-—)r(=-—=) (= e (4.
ar2(A,2) 2m ( a+) (a) (2 H) (2 ’i+) (2) e*" (4.58)
A
(N S T ) 1 i) 2\ A G TEE)
- F(-+—=)r(=+-2) (2 e (4
) (@) G Grn) @7 am
ax

DN
1 P Nl T 1 4\ 1 A AN St BN
A2 o~ — [ il TS O (AN I ol (A B A (4,60
aL4( ,Z) 27‘[’ ( a+) (a) (2+[{) (2 K,+) (2) € ( )

We deduce from Theorem 4.19 the asymptotics of the transmission and reflexion coefficients T'(}, z),
L(\, z) and R(A, z). From the definitions (2.25) of these coefficients, we get

—

K
ar1(\z) ~ — (—+

7 K
ars(\,z) ~ — <—+

Theorem 4.20. When z — +o0, we have :

at Gl 1 2GRS g
T(A\z) ~ 2m|—— P 1 i 1 i (5) ¢ ’
oA B ey o ey
202 F(lJr;_A) _2ix
o s () DR (oo
- F(a—é—,)

. K4 T
A ~ ——r
R(\, 2) i ( a+)

Remark 4.21. As expected, the asymptotic of the transmission coefficient T'(X, z) depends on the pa-
rameters k+ and ay, i.e. on the geometries of both event and cosmological horizons. On the other hand,
the asymptotic of the reflection coefficient L(\, z) depends only on k— and a_ - the geometry of the event
horizon - whereas the asymptotic of R(\, z) depends on ky and ay - the geometry of the cosmological
horizon.

4.4 Reconstruction formulae for x4

As a by-product of the asymptotics obtained in Theorem 4.20, we find simple reconstruction formulae for
the surface gravities k1 from the scattering reflexion coefficients L(\, n) and R(A\,n), n € N. As already
mentioned at the beginning of this section, these quantities are meaningful in the Hawking effect.

Theorem 4.22. For all p € N, we have :

. L(X,pn) —22 Jog p
lim —~PM o=
n—1>r-ir-1<>o L()\, n) € ’
: R()\vpn) 2ix log p
| — = et .
nSteo R(\ 1) ‘
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We can now determine easily the surface gravities for nonzero energies A # 0. For example, if we set :

_2ia,
U, = e "- os?. (4.61)
which is known, we obtain when p — +o00 :
26\ 1
Dl - 22 L 0(). (4.62)
Uup K_p p

This permits to calculate k_ if A # 0.

5 The inverse scattering problem.

In this section, we prove our main result Thm 1.1, that is we prove the uniqueness of the potential a(x)
up to translations as well as the uniqueness of the parameters (M, Q?, A) of a dS-RN black hole from the
knowledge of either the transmission coefficient T'(\, n), or the reflection coefficients L(A,n) or R(A,n)
at a fized energy X\ # 0 and for all n € £ C N* satisfying the Miintz condition ), .. % = Q.

Consider thus two dS-RN black holes with parameters (M, Q, A) and (M, Q, A) respectively. We shall
denote by a(z) and a(z) the corresponding potentials appearing in the Dirac equation and satisfying the
hypotheses of section 2. We shall also use the notation Z for all the scattering data associated with the
potential a. As explained in the introduction, we assume that there exists a constant ¢ such that one of
the following equalities hold for all n € £*

T(\,n) = _T()\ln),
L(\,n) = e 2 L(A,n), (5.1)
R(\,n) = €% R(\ n).

By Propositions 3.12 and 3.13, we deduce from (5.1) that

aLl()\, Z) = dLl()\a Z) 5 aLg()\, Z) = €2i/\ch2()\, Z), (52)

—2iAe

aL3()\,z) =€ ZLL3()\,Z) 5 aL4()\,z) = ZLL4()\,Z).

Thus, it follows from the asymptotics of Theorem 4.19 that :
+oo +oo ~
A ::/ a(z) de = / a(x) de = A. (5.4)

Hence, we can define the diffeomorphisms h, h 10, A[— R as the inverses of the Liouville transforms g
and g given by (4.1) in which we use the potentials a(z) and a(x) respectively.
Now, following a strategy relatively close to [18], we introduce, for X €]0, A[, the matrix

_ [ Pi(X, N z2) P(X )\ 2)
P(X, A 2) = ( Ps(X,\,z) Py(X, )\ z) )

defined by
~ ~ . 1
P(X, )\ 2) Fr(h(X),\,2) = Fr(h(X),\ 2) e?T" (5.5)

4Recall that we add a constant ¢ in (5.1) to include the possiblity of describing the same dS-RN black hole by two
different RW variables and make our result coordinates independent.
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where Fr = (fri) and Fr = (frs) are the Jost solutions from the right associated with a(x) and a(z).
To simplify the notation, for k = 1,...,4, we set as in Section 4:

fk(X’)‘aZ) = ka(h(X)a)"z)a fk(X’)‘aZ) = ka(iNL(X)a)"Z)’
gr(X, A, 2) = fre(R(X), A 2), Gi(X, A 2) = fri(R(X), A, 2).

Using that det Fr = 1 and det F = 1, we obtain the following equalities :

Pl(Xa sz) = ei)\c g1 g‘47€7i)\c 92 §35
iAc = —iAc = (56)

Py(X, N\ z) = —€egga—ce g2 g1-
It follows from (5.6) and the analytical properties of the Jost functions that, for j = 1,2, the applica-
tions z — P;(X, A, z) are holomorphic on C and of exponential type. Moreover, by Lemma 3.5, these
applications are bounded on the imaginary axis ¢R.

We shall now prove that the applications z — P;(X, A, z) are also bounded on the real axis. To do
this, we first make some elementary algebraic transformations on P;(X, A, z). We write :

i iAc

P(X,)\z) = €*grgi+e™ g1 (Ga—ga)— e gogs—e”
= 2 (g1 91— g2 93) — € g2 (g3 — ¥ g3)
+ €% g1 (Ga—g4) — €7 g2 (§3 — g3),
e+ gy g3 — e gy Gz + € g1 (Ga — ga),

g2 (G3 — 93),

where we have used that det Fr = g1 g4 — g2 g3 = 1. Since Fp(z, A, z) = Fr(x, A\, 2) AL(\ 2), we get
using (5.3) :
1 1 ~

gs = — (fa—ar2 g3), Ga=— (fi—e " ars §3).
ar4 ar4
So, we obtain immediately :
__ _iXc ixe 91 r g1 iAC —iAC ~
P(X, A\ z)=e" 4" =— (fs— fa) + (92+ — ar2) (" g3 —e gs)-
ar4 ar4

Using again F(z, A, z) = Fr(x, X\, 2) AL(X, z), we see that fo = apa g1 + a4 go. Thus, we get

Pl(X,A,Z) _ ei)\c+ei/\c i (f-4 - f4> + ﬁ (ei)\c g3 76—1'/\0 §3) (57)
ar4 ar4
Similarly, P»(X, A, z) can be expressed as :
1 i ~ ixe £
PQ(X,)\,Z) = — (671)\6 f2 gL — € A fg 91) . (58)
ar4

We shall now use some estimates obtained in the previous sections. First, it follows from Lemma 3.5
that for z > 0 and for all j =1,..,4:

|fj(X’)‘aZ) |’ |fj(X’)‘aZ) |§ e*A=X) ) |gj(X’)‘aZ) |a |gj(Xa)"Z) |S o (5-9)
Second, using Theorem 4.19, it is easy to see that for z real and large enough

lapa(\, 2)| > Ce?, 2 >> 1. (5.10)

36



Hence, using (5.7), (5.8), (5.9) and (5.10), we conclude that for all fixed X €]0, A[, the applications
z — P;(X, ), z) are bounded on R*. Clearly, this result remains true on R by an elementary parity
argument. Finally, applying the Phragmen-Lindel6f’s theorem ([7], Thm 1.4.2.) on each quadrant of the
complex plane, we deduce that z — P;(X, A, z) is bounded on C. By Liouville’s theorem, we have thus

obtained :
Pj(X,)\z)=P;j(X,\0) , VzeC. (5.11)

Now, we return to the definition of P;(X, A, z) for z = 0. We observe first that Fg(z, A,0) = e
and similarly Fg(z, ,0) = e This is immediate from the definition of the Jost function. Thus we
deduce from (5.5) that

P(X,\,0) = ¢ > (HX)=h(X)+e) T (5.12)
Then, putting (5.12) and (5.11) into (5.5) we get

(5.13)

gl(XvAaz) = eZG(X) 91(X,>\,Z),
gg(X,)\,Z) = 6_27)\6 eZG(X) QQ(X,A,Z),

where we have set (X) = A (h(X) — h(X)).
By Lemma 4.2, the wronskians W (g1, g2) = W(§g1,g2) = iz. Then, a straightforward calculation gives
B2 — g (5.14)

Thus, by a standard continuity argument, there exists k € Z such that

0(X)=Ac+km , VX €)0,4], (5.15)
or equivalently
~ k
W(X) = h(X) +c+ Tﬂ , VX €]0, Al (5.16)
Let us differentiate (5.16) with respect to X. We obtain easily
1 1
= = , (5.17)
a(h(X))  a(h(X))
and using again (5.16), we have
. km
alz)=alx+c+——) , VzeR. (5.18)

A
Thus, we have proved the first part of Theorem 1.1.

We are now in position to finish the proof of Thm 1.1 and prove the uniqueness of the mass M, the
square of the charge Q2 and the cosmological constant A of the black hole. First, recall that

F(ry 1 2M Q*> A
20\ _ - _ =
a”(z) = =3 3 ey (5.19)

where r stands for r(z) the inverse of the Regge-Wheeler diffeomorphism?®.

5We emphasize here that r(z) depends on the parameters we are looking for.
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To prove the uniqueness of the parameters, we use the following trick. We define the differential
operator B by :

4 _24 (5.20)

dr
since yr F(r). Using the notation B?> = B o B, etc..., a straightforward calculation gives
x

2 6M 4Q?

2 — _— J—
B(a®) = —+—3 5 (5.21)
2 2y 12M 12 Q?
B*(a?®) = 2 ——+—5— (5.22)
2
B3(a?) = 12M724TQ. (5.23)
B*(a®) = 24 Q> (5.24)

Now setting & = z + ¢+ £ and using (5.18), we remark that :

1 1
d 4 (5.25)

P=2@ &~ @@ d

We apply this differential operator to the equality a(7)? = a(x)?.

7 =7(Z) and r = r(x).
Using (5.24) and (5.23), we obtain successively :

To simplify the notation, we set

Q> = 02 (5.26)
1 1 M-—-M
e i E. (5.27)

Then, using (5.22), we have

M+ M M- M+2Q°E

r

E=(M-EQ)E

0. (5.28)

So, we deduce from (5.28) that £ = 0 since M, M > 0, i.e. we have obtained M = M and r = 7. Using
now (5.19), we get A = A and the proof is complete.
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