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MIXMOD : a software for model-based
classification with continuous and categorical
data

C. Biernacki, G. Celeux, G. Govaert and F. Langrognet

Abstract The MixmMoD (MiIXture MoDeling) program fits mixture models to a
given data set for the purposes of density estimation, eling or discriminant
analysis. A large variety of algorithms to estimate the mni&tparameters are
proposed (EM, Classification EM, Stochastic EM), and it isgible to combine
these to yield different strategies for obtaining a seesibbximum for the like-
lihood (or complete-data likelihood) functiomixmoD is currently intended to
be used for multivariate Gaussian mixtures and also fontatéass models, re-
spectively devoted to continuous and categorical dataoth bituations, numer-
ous meaninful and parsimonious models are proposed. Mergdifferent infor-
mation criteria for choosing a parsimonious model (the neindd mixture com-
ponents, for instance) are included, their suitability eteing on the particular
perspective (cluster analysis or discriminant analy$igitten in C++, MIXMOD

is interfaced with 8ILAB and MATLAB. The program, the statistical documen-
tation and the user guide are available on the internet afdlf@ving address:

htt p: // www+ mat h. uni v-fconte. fr/ m xnmod/ i ndex. php
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1 Overview of MIXMOD

Because of their high flexibility, finite mixture distribotis are become a very pop-
ular approach to model a wide variety of random phenomenaatticular, it is
recognized as being a powerful tool for density estimatitunstering and discrimi-
nant analysis. Consequently, fields which are potentialycerned by the mixture
modelling approach are extremely varied, including aginoy biology, genetics,
economics, etc. Thus, softwares implementing the moshtes®lutions in model-
based cluster and discriminant analysis are welcome faowscategories of people
as researchers, engineers and teachers. mixmod is a softaxdng for goal to meet
these particular needs.

MIXMOD is publicly available under the GPL license and is distilfor differ-
ent platforms (Linux, Unix, Windows). It is an object-orted package built around
C++ language but it is interfaced with the widely used mathetical softwares
Matlab and Scilab. It was developed jointly by INRIA & CNRS; several labora-
tories of mathematics (university of Besancon and of Lilleand by the Heudiasyc
laboratory of Compgigne.

In its present versiorMixMOD proposes multivariate Gaussian mixture models
for continuous data and also multivariate latent class nsofde categorical data.
The main features of the present version of the softwareharéotlowing:

e three levels of use from the beginner to the expert;

o fourteen geometrically meaningful Gaussian mixture meftelm different vari-
ance matrices parameterizations;

o five multinomial meaningful models;

e estimation of mixture parameters with EM and EM-like al¢fums, pro- vided
with different initialization strategies and possibilibf combining such algo-
rithms;

e possibility of partial labeling of individuals (semi-supésed situation);

e criteria to select a model which depends on the cluster adigwiminant analy-
Sis purpose;

e numerous displays including densities, iso-densitiesrithinant rules, ob- ser-
vations, labels, etc. in canonical or PCA (Principal ComgrarAnalysis) axes
and for several dimensions (1D, 2D and 3D).

2 MIXMoD for continuous data

Cluster analysis is concerned with discovering a grougcsire in an by d matrix

X = {X1,...,Xn}, wherex; is an individual of09. Consequently, the structure to be
discovered by clustering is typically a partition »finto K groups defined by the
labelsz = {z,...,zn}, with z = (z1,...,2k ), Zk = 1 or 0, according to the fact that
Xi belongs to thé&th class or not. In the Gaussian mixture model, eaéh assumed
to arise independently from a mixture with density
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F(x[6) = S peh(xi] i, 24) (1)
k=1

wherepy is the mixing proportion (& px < 1 forallk=1,....Kandpi+...+ px =

1) of thekth component anb(- |1, Zk) denotes the-dimensional Gaussian density
with meanuy and variance matrixy. The vector of mixture parameters is also
denoted by = (P1,. .., PK—1, M1, -y HK, 215 - - 2K )-

In MIXMOD, a partition of the data can directly be derived from the nmaxi
likelihood estimate® of the mixture parameters obtained, for instance, by the EM
[10] or the SEM [6] algorithm, by assigning eaghto the component providing
the largest conditional probability that arises from it using a MAP (Maximum A
Posteriori) principle:

peh(xi| fix, Si)

Yo Peh(Xi|fie, 2¢)

) {1ifkargma>g=1...,|<te(xi9) L)

4= 0/if not

Alternatively, an estimaté can be retained as being the maximoompletedike-
lihood estimate obtained, for instance, by the CEM algarifB]. Many strategies
for using and combining these algorithms are availablgixmob for helping to
improve the optimisation process [4].

Following Celeux and Govaert [9], the software integrates a parameteriza-
tion of the variance matrices of the mixture componentsisting of expressing the
variance matrixzy in terms of its eigenvalue decompositi@p = AxDyAcD; where
A= \Zk|1/d, Dy is the matrix of eigenvectors &f andAy is a diagonal matrix, such
that|Ax| = 1, with the normalized eigenvalues Bf on the diagonal in a decreasing
order. The parametey determines theolumeof thekth cluster,Dy its orientation
andAy its shape By allowing some but not all of these quantities to vary tesdw
clusters, we obtain parsimonious and easily interpretedeftsovhich are appropri-
ate to describe various clustering situations, includiiagdard methods deneans
for instance.

It is of high interest to automatically select one of thesei$d&gan models and/or
the numbeK of mixture components. However, choosing a sensible nmextundel
is highly dependent of the modelling purpose. Three cetarie available in an
unsupervised setting: BIC [13], ICL [3] and NEC [2]. In a di@n®stimation per-
spective, BIC must be preferred. But in a cluster analysisgestive, ICL and NEC
can provide more parsimonious answers. Nevertheless, NE€sentially devoted
to choose the number of mixture componéftgather that the model parameteri-
zation.

When the labelg are known, discriminant analysis is concerned. In thisasitu
tion, the aim is to estimate the groap, 1 of any new individuak,1 of 09 with
unknown label. InmixmoD, then couples(xi, z),..., (Xn,Zn) are supposed to he
i.i.d. realizations of the following joint distribution:
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K A
f(xi,2i18) = [ P (i 14, Zic)) . 3)
k=1

An estimatef of 6 is obtained by the maximum likelihood method (from complete
data(x, z) and, then, the MAP principle is involved to class any newiehial X 1.

In the software, two criteria are proposed in this suped/gssting for selecting one
of the previous Gaussain models: BIC and cross-validation.

3 MIXMoOD for categorical data

We consider now that data aneobjects described bg categorical variables, with
respective number of categories, . .., my. The data can be representedtdyinary
vectorsq; = (X", j=1,...,d;h=1,....m;) (i=1,...,n) wherex/" = 1 if the object
i belongs to the categotyof the variablej and 0 otherwise. Denoting = z?zlmj
the total number of categories, the data are defined by thexmat (x1,...,Xn)
with n rows andm columns. Binary data can be seen as a particular case obcateg
ical data withd dichotomous variables, i.enj = 2 foranyj =1,...,d.

The latent class model assumes thattloedinal variables are independent given
the latent variable. Formulated in mixture terms [11], emchrises independently
from a mixture of multivariate multinomial distributiongfined by

a
3

K ] . ih
f(x10) = S pehix[ai) where hixilay) = [ [(a™* @)
k=1 J=1h=1

=p
[

with ag = (alih;j =1,...,d;h=1,...,m;). We recognize the product of condi-
tionally independent multinomial distributions of paraers ali. In this situation,
the mixture parameter is denoted By= (pa,..., Pk—1,d1,...,0k). This model
may present problems of identifiability [12] but most sitaas of interest are iden-
tified. sc mixmod proposes four parsimonious models dedlinen the previous
one by following extension of the parameterization of Bedhdalistributions used
by [7] for clustering and also by [1] for kernel discriminaartalysis.

All models, algorithms an criteria presented previouslthie Gaussian situation
are also implanted imixmMoD for the latent class model. Both the clustering and
the supervised classification purposes can be involvedéygbr in this context.

4 An extension coming soon for high dimensional data

In order to deal with high dimensional data, Mixture of Facoalyzers have been
considered by several authors including [5]MxmoD , a family of eight Gaussian
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mixture models introduced by [5] are being implemented fscidminant analysis
in high dimensional spaces.
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