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ABSTRACT

Saliency models have been extensively studied for static im-

ages and the focus is now on moving images. There is a cen-

tral bias in both cases that is emphasized in the dynamic case.

One aspect in this latter is the camera motion that influences

the scene interpretation. The movie director exploits this mo-

tion to make the observer focus on the targeted object which

is often in the center of the scene. This aspect is not taken into

account in current saliency dynamic models. In this paper, we

study the camera motion influence on the gaze distribution in

order to include it in a new saliency model. Observers’ gazes

are recorded with an eye tracker, camera motions (e.g. track-

ing, zoom...) are calculated thanks to a polynomial projection

of the motion field and the motion influence is statistically

tested on the recorded gazes.

Index Terms— Visual system, Image motion analysis,

Image analysis

1. INTRODUCTION

Saliency map is a useful tool that has taken a great place in

different user-centric applications such as marketing, machine

learning, computer vision and so on. Its usefulness lies in the

fact that an application developer is able to predict the princi-

pal areas on which a user will focus with a high probability.

The saliency map is considered as a bottom-up, stimuli driven

process taking part in the gaze formation jointly with the top-

down process. It allows the Human Visual System (HVS) to

partially predict the Regions Of Interest (ROI) and the gaze

points.

First models have been developed by Treisman et al. [1]

followed by a still-image computer model presented by Koch
et al. [2] that has been expanded several years later by Itti et
al. [3]. Some other works have been devoted to this topic and

authors have propose new models or extensions of the exist-

ing ones to still images [4, 5, 6] and then to image sequences

[7, 8, 9]. In both cases, a central bias (CB) is found: the gaze

points are localized around the scene center [10, 9]. More-

over,in [9], the model based only on the CB obtains the best
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results. This is surprising because salient points can be found

all over the image(s). Nevertheless, it is clear that the CB in-

fluence should be taken into account in the saliency models

and, in this aim, assessed. The point of this paper is to study

statistically the CB in the frame of the images sequences.

The CB can be explained by the fact that a third party ex-

ists between the scene and the observer This can be the pho-

tograph for still images and, the cameraman or the director

for moving images. This third party focuses the camera and

then guide the observer’s gaze to the important areas in the

scene and more frequently to the center of the scene. The

video introduces another parameter which is the motion that

can influence this central concentration of the gaze points. It

is indeed well known that the faster a car, the smaller the field

of the driver’s vision. For the gaze, a moving car corresponds

roughly to a zoom.

The main issue in this paper is to evaluate how the spread-

ing of the gaze points around the scene center is correlated to

the speed of camera motion in dynamic scene. The remain-

der of this paper is organized as follows: The second section

is dedicated to the description of the experimental protocol

including the devices, observers and test setup. The data ex-

traction approach and its exploitation are detailed in the third

section. The fourth section is devoted to the description and

the analysis of the experimental results and finally this paper

ends by some conclusions and future works.

2. EXPERIMENTAL SETUP

In such a work, the experimental setup plays an important

role in the accuracy and the consistency of the obtained re-

sults. This section is intended to describe the used devices

and adopted conditions of our test setup.

The selected test sequences are presented to the observer

on a calibrated CRT display. The eye-tracking is performed

with an acquisition frequency of 50 Hz. The observations take

place in a psychophysical room, constructed in our lab with

respect to the ITU recommendations [11]. The observer con-

stitutes an important link in our assessment chain. So his vi-

sual performances have to be confirmed by appropriate tests.

Thus, the panel has undergone a vision checkup (Snellen test
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for visual acuity and Ishihara test for color blindness). Ten

observers have performed the test; most of them are male.

They were asked to make a novice observation, i.e. to watch

the test sequences as they do it when watching television or

movies and no other task has been assigned. Moreover, the

observers have not seen previously the test sequences to avoid

memory effects. The test is composed of 16 sequences com-

ing from various sources such as the free movie Elephants

Dream, VQEG sequences, and so on. All these sequences

have an HD resolution (1920× 1080) and are available frame

by frame, which enables a high range of possible uses. The

sequences are compressed by using MPEG-4 with a high bit-

rate and this to ensure a visually-lossless quality so as no

compression artifact will disturb the observers. The test set

has been chosen so as to have natural and artificial sequences,

indoor and outdoor scenes, including camera motions such as

tracking, zoom-in and/or zoom-out at various speeds.

3. DATA EXPLOITATION

3.1. Eye-tracker data

The data coming from the Eye-tracker are time series of gaze-

point coordinates for each observer and each sequence. Points

recorded out of the screen are not taken into account. For each

point, the polar coordinates (ρ, θ) with the frame center as

origin are computed. These coordinates are the most adapted

to the central bias study.

3.2. Motion estimation

The definition of the central gaze-spreading has to be made

clear and evaluated so as to evaluate the motion influence on

it. The interesting motions are the camera ones (tracking,

zoom, rotation) so called principal motions. The other mo-

tions (e.g. object or people motions) influence also the gaze

but can not explain the central bias, as they are located every-

where in videos. The method developed by Druon et al. in

[12] is used to detect the principal motions. This method is

based on the speed vector field projection on a polynomial or-

thogonal basis. In this method, the camera motion is modeled

with the 1-degree polynomial projection coefficients: let

F :

{
Ω ⊂ R

2 → R
2

(x, y) �→ (U(x, y),V(x, y))

be the motion field (for a given frame) and B = (P0,0, P0,1,
P1,0) an orthogonal basis of Ω1[X, Y ] (the vector space on Ω
of polynomials of maximum degree 1). Then the projection π
of F = (U ,V) on B is

π(U) = a0,0P0,0 + a0,1P0,1 + a1,0P1,0 (1)

π(V) = b0,0P0,0 + b0,1P0,1 + b1,0P1,0 (2)

a0,0 b0,0 a0,1 b0,1 a1,0 b1,0

tracking τhor τvert 0 0 0 0

zoom 0 0 0 σ/2 σ/2 0

rotation 0 0 −ρ/2 0 0 ρ/2

Table 1. Polynomial projection coefficients for camera-

motion identification

Fig. 1. An example of a frame (left) , the corresponding vector

field (middle) and the corresponding map of the observers’

gaze points recorded with the Eyetracker , smoothed with a

Parzen window (right)

The motion is identified thanks to the projection coefficients

as it is detailed in Tab.1 (cf [12]). τhor (resp τvert) is the ver-

tical (resp. horizontal) tracking speed, σ is the zoom motion

quantity and ρ is the rotation motion quantity.

In our application, the motion fields come from the MPEG

standard. Different kinds of motion can be mixed (and some

noise too) but in a first study, we focus on pure motions, that is

tracking, zoom or rotation. So, for each clip, the pure-motion

time intervals are identified and the corresponding gaze points

are selected. Fig. 1 shows the different elements of the chain:

a frame coming from the clip 10, the corresponding motion

field and the recorded gaze points.

The rotation is a scarce camera motion and only one was

found in our clips. Likewise, only three zoom motions were

detected in our clips. This is not enough to exploit it. Thus

we focus on tracking for which examples are numerous (more

than 30, 000 frames). More precisely, there are 16 clips, their

duration is between 10s and 123s, and the total duration is

14mn44s. The tracking durations for the clips are summa-

rized in Tab. 2. The tracking motion speeds are between 1 and

384 pixels per second, and there are some speeds for which

there are too few frames to exploit them (e.g. 336 pix/s).

4. RESULTS

The Eye Tracker has recorded the gaze points of 10 observers

on the 16 clips (cf. Sec.2). The tracking motion is detected

thanks to the projection method. The results concern the gaze

behavior in function of the tracking motion speed. A first

test shows a slight dependency on the tracking motion speed

norm. The gaze behavior can also depend on the motion speed
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Sequence 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Total length (sec) 69 68 92 35 123 99 67 103 82 40 56 10 10 10 10 10

Traveling length (sec) 20 24 39 14 29 23 9 13 22 6 13 0 5 9 0 10

Table 2. Sequence total durations and the corresponding tracking total duration

Fig. 2. Mean gaze-point distances to the frame center in func-

tion of the tracking speed vector norm ||τ ||

Fig. 3. Rose of the tracking speed direction angles (in de-

grees)

direction, so a second test is performed to establish a strong

dependency of the gaze behavior on it; a last test is performed

to assess the dependency of the gaze behavior to the image

content.

4.1. Tests on the gaze-point motion tracking speed depen-
dency

For each speed norm value, there are more than 100 recorded

gaze points. So only statistical features can give an insight of

the speed dependency of the gaze-point distances. In the first

test, for each value of tracking speed norm, the corresponding

clip frames and the recorded gaze-points are selected. The

results of the test are gathered in Fig. 2 that shows the mean

distances of the gaze points to the frame center in function of

the tracking speed vector norm ||τ ||. This result shows that

the mean distance do not decrease when the tracking motion

speed increases.

In the case of tracking, the motion vector has several dis-

tinct directions as illustrated Fig. 3. So the influence of track-

ing direction cannot be highlighted by the first test that makes

an average on all the directions. This piece of information

can be important for the gaze behavior analysis. As a conse-

quence, a second test is performed. In this second test, the

gaze-point central distances are decomposed in their projec-

tion on the tracking speed vector and on its orthogonal. Their

Fig. 4. Average values and standard deviation of the gaze-

point (distance to the frame center) projections on the tracking

speed axis and on its orthogonal.

averages and standard deviations are represented Fig. 4. The

observers do not focus more on the center of the frame in the

tracking speed direction (see Fig. 4). On the contrary, the ob-

servers tend to bring their gazes closer to a motion central axis

(which can be the line including the frame center point and

directed by the tracking speed vector). Moreover, the stan-

dard deviation decreases, which confirms the obtained result.

Thus, it seems to be an interesting piece of information that

could be taken into account in a dynamic saliency model.

4.2. Explanations

The different behaviors along and orthogonally to the track-

ing speed vector could be explained as follows: At low speed,

the gaze fixes attention points. At high speed, it is more dif-

ficult for the gaze to find attention points, so it seeks points

to fix: 1) in the camera speed direction, the focus is difficult

because the speed is high, 2) in the speed orthogonal direc-

tion, the camera speed is negligible so the gaze try to fix the

most probable place for attention points, that is the center. A

high camera speed could be due to an object tracking. In this

case, the tracked object should be centered in the image and

attracts the gaze. Nevertheless, as the speed is high, the cen-

tering precision in the speed direction may be lower than in

the orthogonal speed-direction. Then the gaze attracted by

low speed area may also be less centered in the speed direc-

tion than in the orthogonal speed-direction. Thus, this could

explain the results showed Fig. 4. In this case, our results

would mean that the gaze is attracted by low speed object in

a high speed field. To decide if it is the case, we look for the

low speed parts in the tracking sequences and compute their

average distance from the frame center in the speed and or-

thogonal speed directions in function of the tracking speed.

The results show that the positions of low speed points in the
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Fig. 5. Average distance of the null-speed points from the

frame center in the speed and orthogonal speed directions in

function of the tracking speed

image do not decrease neither in the speed orthogonal direc-

tion (Fig. 5) nor in the speed direction when speed increases.

Thus the gaze behavior to explain is not lead by low-speed

parts but is proper to vision in high speed tracking situations.

4.3. Future integration in saliency models

In the case of still images [10], the central bias is mod-

eled by weighting the proposed saliency map S by a two-

dimensional Gaussian filter. For the pixel p = (x, y), the

center coordinates μ = (μx, μy) and the bias variance σ,

S′(p) = S(p) 1
2πσ2 exp ||p−μ||2

2σ2

For the existing dynamic saliency maps, we propose also

to integrate the highlighted effect by weighting the current

saliency map by a two-dimensional Gaussian filter. As the

effect is anisotropic and depends on the tracking speed norm

t = ||τ ||, the Gaussian filter should include the bias variance-

covariance matrix Σ(t) :

S′(p) = S(p)
1

2π|Σ| 12 exp
(

1
2
(p − μ)T Σ(t)−1(p − μ)

)

5. CONCLUSION

This paper gives an insight of the camera motions influence

on the observer’s gaze-point center distance.The gaze points

of 10 observers have been recorded with an eye tracker on 16

sequences. The camera motions have been extracted from the

sequences thanks to the interpretation of the speed vector field

projection on a polynomial basis. This allows us to extract the

motion kind and the motion speed. For this experiment, only

the tracking motions were sufficiently numerous to be stud-

ied. For this kind of motion, the observers’ gaze points were

represented in function of the tracking speed norm. It shows

that motion does not influence the gaze point distribution ac-

cording to the direction of the tracking speed vector but tends

to concentrate the distribution around the center according to

the direction orthogonal to the tracking speed vector. An ex-

planation has been presented for this result and a test on the

null-speed points has shown that these points cannot explain

the latter result which is proper to the gaze in speed tracking

sequences. The extension of this study is a second dynamic

test which includes numerous zoom and rotation motions so

as to evaluate also this kinds of motion. Then it will be inter-

esting to include this gaze behavior in a dynamic saliency map

model and to assess its contribution on the final predictions.
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