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Histidine is a very common metal ligand in metalloenzymes. Besides being an efficient Lewis base,

its electronic properties are essential to shape the metal ability to catalyze the reaction. Here we

show that histidine’s properties can be tuned, in turn, by an easy proton transfer to a nearby

glutamate. We study this situation in Human Carbonic Anhydrase II (HCA II) in which one of

the three histidines bound to zinc (His119) interacts also with a glutamate residue (Glu117).

Proton transfer from His119 to Glu117 has been hypothesized in the past, however realistic

modeling is performed here for the first time. We show that the carboxylate group of Glu117

behaves only as a hydrogen bond acceptor in the hydroxy form of HCA II. On the other hand,

our results suggest that Glu117 could exist either as a hydrogen bond acceptor or as a proton

acceptor in the aqua form of HCA II, the two isomers having almost the same thermodynamic

stability. We propose that this proton shift may be used by the enzyme to facilitate the final

displacement of bicarbonate by water.

Introduction

Carbonic anhydrase (CA), the first enzyme known to require

zinc as a cofactor, catalyzes the reversible hydration of carbon

dioxide.1 This fundamental reaction, involved in many

physiological processes such as respiration, photosynthesis

or acid–base balance of all living organisms, has put CA in a

prominent place in structure–function studies of zinc enzymes.

Of the eleven active isozymes known in the a-family of CA,

most of the chemical, structural and computational studies

have been done on the human CA II (HCA II) enzyme.2

HCA II is one of the most efficient biological catalysts

known with a turnover rate of 106 sec�1 at pH = 9 and

25 1C, and a three main step mechanism (proton release from

Zn-bound water to form a Zn-bound hydroxide; nucleophilic

attack by the Zn–OH unit on the carbon atom of CO2;

replacement of the Zn-bound bicarbonate by an external water

molecule) has been established by experimental and theoretical

investigations.2,3 By 1992, the crystal structure of HCA II has

been refined to 1.54 Å resolution.4 Zinc is coordinated to the

nitrogen atoms of His94, His96 and His119 and the oxygen

atom of a water molecule to form an approximately tetra-

hedral complex (Fig. 1). Due to the high Lewis-acidity of the

metal, the pKa of the Zn-bound water is drastically reduced

to near 7, making its deprotonation possible.

The Zn(His)3(H2O) active site is incorporated into a hydro-

gen bond network that includes: (i) the ‘‘gatekeeper’’ Thr199

and Glu106, hydrogen-bonded to the Zn-bound H2O; (ii)

Gln92 sidechain, Asn244 peptide linkage, and Glu117

sidechain hydrogen-bonded to the second nitrogen of the

imidazole moiety of His94, His96 and His119 respectively;

(iii) a chain of water molecules connecting the active site to the

proton acceptor His64 (Fig. 1).

X-Ray and NMR structures of metalloenzymes5 show the

insertion of their active site into a complex hydrogen bond

network.6 In most cases however, the hydrogen atom of the

H-bond is not located and thus its directionality is not known

with certainty. Thus the hydrogen atoms’ location on the

protein residues is based on their acidity. Among ionizable

groups in proteins, deprotonation of imidazole, which

produces an imidazolate anion, is not possible in bulk water7

but has been proposed in case of metal coordination.8,9

Several experimental studies based on NMR,10 resonance

Raman11 or Fourier transform infrared12–14 spectroscopy

suggest the formation of iron-imidazolate moiety in heme

Fig. 1 Amino acid residues and hydrogen bonds at the active center

of HCA II. Bold: first shell ligands, black: second shell ligands, grey:

third and further shell ligands.
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and non heme proteins. Notably, the presence of the

Fe-His-Asp/Glu triad, associated with the low pKa value of

the metal-bound histidine,15 is consistent with a deprotonated

His ligand. In heme proteins, this is associated with the

charge relay mechanism where the hydrogen bond network

around the iron-bound histidine tunes the charge donated

by the His to the Fe, and stabilize oxidation states greater

than Fe(III).16–18

Previous studies have suggested that a Zn-boundHis could also

exist in a deprotonated form when hydrogen-bonded to Asp or

Glu.8,19–26 It has been shown that this propensity is dependent on

the nature of the other zinc ligands and the solvent accessibility of

the Zn-binding site.24 For complex 1�H2O (Scheme 1), a simple

model of the HCA II active site, it has been calculated for both

gas phase and solvated cases, that the proton is preferentially

located on the acetate rather on the imidazole. This result is

however conflicting with the ‘‘universal’’ description of the HCA

II active site with three neutral imidazoles linked to the metal. In

this work, we examine the question of a possible shuttling

between hydrogen-bonded atoms using models that are more

realistic than in previous studies, with the help of high level

computational methods. Several approaches have been taken

during this work, from small to medium sized models optimized

at the HF or B3LYP levels of calculation to QM/QM0 modeling

of a large fraction of the enzyme.

Results

1. Flexible models of the HCA II active site

Several models of the HCA II active site containing up to 93

atoms have been constructed (Scheme 1). First, we consider

two different first shell ligand sets, three imidazoles (Im) and

one water molecule (noted as �H2O), and three imidazoles and

one hydroxy group (noted as �OH
�). This allows us to

Scheme 1 Flexible models of the HCA II active site examined in this work. Only �H2O compounds and NH isomers are drawn.
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examine two successive minima of the active site along the

reaction process, corresponding to the extreme (neutral water

and ionic hydroxy) electronic influence of the oxygen ligand on

the metal. Second, on the basis of the X-ray structure (PDB

Code 2CBA),4 we have incorporated the effect of the hydrogen

bond network all around the active site, in a stepwise manner.

This includes groups modelling second shell (Gln92, Glu117,

Thr199 and Asn244) and third and further shell (Glu106,

His107 and Arg246) ligands (Fig. 1). It should be noted that

these neighboring groups are not specific of the HCA II

isozyme4 and are shared by all the mammalian carbonic anhydrase

isozymes for which an X-ray crystallographic structure has

been obtained.27 Third, two isomers have been examined, one

containing a Zn2+–ImH0� � �MeCOO� unit (NH isomer, noted as

NH suffix), the other containing a Zn2+–Im�� � �MeCOOH0 unit

(OH isomer, noted as OH suffix).

Depending upon the model, NH peptidic groups of Glu106,

His107 and Arg246 have been included in order to add

hydrogen bonds to the Glu106 and Glu117 carboxylates and

thus properly describe their electronic influence in the enzyme.

They have been modelled either by NH3 (in 2–5) or by

N-methyl-acetamide (in 6–10). Compounds 4, 5 and 8–10

involve a hydrogen bond between the Zn-bound oxygen ligand

and a methanol modelling the Thr199 residue. The ‘‘gate-

keeper’’ has been included in our models as it has been shown

to govern the rearrangement of the zinc-coordinated HCO3
�

ion during the catalytic CO2 hydration cycle of HCA II.28

Compound 3 has been built in order to model the experimen-

tally observed hydrogen bonds on both oxygen atoms of the

acetate/acetic acid moiety (Ace) of Glu117.

Geometry optimization of these models has been conducted

without any restriction, thus allowing to estimate entropic and

thermal effects from a harmonic analysis of the normal-mode

frequencies of the system. In a number of cases, geometry

optimization of these flexible models leads to significant

deviation of the conformation compared to the X-ray struc-

ture because others type of hydrogen bonding interactions are

locally more favorable. In all such instances, the models have

been excluded and the results will not be described below.

For several cases (1�H2O, 2�H2O and 4�H2O), the NH isomer

could not be located as a minimum, the optimization process

leading back to the OH isomer (see Methods). The same result is

obtained for 2�OH� but only at the B3LYP level. In such cases,

the NH isomer geometry has been obtained by constraining the

NH bond length at 1.06 Å.

The effects of the various shell ligands around zinc on the

gas-phase energy difference between OH and NH isomers are

given in Table 1.

1 is the simplest complex in our study modeling the

Zn-His119-Glu117 triad present in the HCA II active site. As

in a previous study on restrained optimized structures of

1�H2O and 1�OH
�,24 we find that the OH isomer is much lower

in energy than the NH isomer in both cases. Furthermore, as

already noted, 1NH�H2O could not be located on the potential

energy surface and has been optimized by constraining the NH

bond length at 1.06 Å. Moving from the �H2O to the �OH�

complex induces a decrease (from 55.1 to 19.5 kJ mol�1) of the

relative stability of the OH isomer compared to the NH. The

Im�� � �MeCOOH0 moiety is more stabilized by a high Lewis

acidity of Zn, and thus by a low charge transfer from first-shell

ligands around the metal.24

Compared to 1, all others complexes included in this part

show smaller energy differences between the OH and NH

isomers. In all cases except 3�OH
� and 10�H2O, the OH

isomers remain lower in energy than the NH isomers, how-

ever. This reduced difference is due to the inclusion of chemical

groups that establish hydrogen-bonding interactions with 1.

Indeed, hydrogen bonds on the Zn-bound water or on the

imidazole induce negative charge transfer from these direct

metal ligands to Zn, lowering its Lewis acidity. On the other

hand, hydrogen bonds on the oxygen of the acetate (or acetic

acid) group decrease its basicity and thus its capability to

deprotonate the imidazole ring.

The progressive inclusion of these hydrogen bonds shows

the relative influence of each, as well as their cumulative effect.

Adding a hydrogen bond on the second oxygen atom of the

carboxylate group through NH3 (comparison between 2 and 1)

or on the Zn-bound water molecule through methanol

(comparison between 4 and 2 or between 8 and 6) has only

a small effect on the relative stability of NH vs. OH isomers.

Indeed, for 2�H2O and 4�H2O, as for 1�H2O, the NH isomer

could not be located on the potential energy surface and

has been optimized by constraining the NH bond length at

1.06 Å. The effect seems to be more pronounced when

N-methyl acetamide is used instead of NH3 (comparison

between 6 and 2). This is especially the case for 6�H2O due

to an additional hydrogen bond formed between the oxygen

atom of the N-methyl acetamide and the Zn-bound water.

Adding a hydrogen bond to the methanol, linked to the

Zn2+–OH2 moiety, through a negatively charged methyl

acetate (comparison between 5 and 4 or between 9 and 8)

leads to a stronger stabilization of the NH isomers compared

Table 1 Relative gas-phase enthalpy DH and free energy DG1 of the
NH isomer compared to the OH one (in kJ mol�1 at 298 K) at the
B3LYP/BS2//HF/BS1 levela

Species

�H2O compounds �OH� compounds

DH DG1b DH DG1b

1 55.1 (59.4c) 67.3 (71.6c) 19.5 (24.3c) 22.9 (27.7c)
2
d 47.6 (50.9c) 50.8 (54.0c) 12.8 (16.3c) 17.9 (21.4c)
3 —e —e �2.5 (9.5c) 6.7 (18.6c)
4 40.1 (43.4c) 56.2 (59.5c) —e —e

5 20.0 23.3 —e —e

6 23.9 (26.9c) 29.9 (32.9c) 10.4 (13.0c) 11.7 (14.3c)
7 18.0 28.8 3.2 5.6
8 25.2 32.3 —e —e

9 13.3 18.3 —e —e

10 �10.9 �0.5 —e —e

11
f 19.5g 29.8g

12h 42.6g 52.9g

a A negative value indicates that the NH isomer is more stable than

the OH isomer. b Gas-phase free energy correction computed at the

HF/BS1 level. c MP2/BS2//HF/BS1 value. d DH = 47.5 (12.3 resp.)

kJ mol�1 and DG1 = 56.1 (23.4 resp.) kJ mol�1 for 2�H2O (2�OH�,

respectively) at the B3LYP/BS2//B3LYP/BS1 level. e No relevant struc-

ture obtained. f DH = 22.2 kJ mol�1 and DG1 = 32.6 kJ mol�1 at the

B3LYP/BS2//B3LYP/BS1 level. g Enthalpies and gas phase free energies

have been derived from thermal and entropic contributions computed

for 10. h Relative energy computed only for the inner shell of 12.
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to the OH ones. The inclusion of a hydrogen bond on the

oxygen atom of the carboxylate group that is hydrogen bound

to the imidazole group (comparison between 3 and 2) is

of quite the same amount. The effect of two acetamide

hydrogen bonds to Zn-bound imidazoles on the relative

stability of NH vs. OH isomers is small when moving from

6 to 7. It is clearly more marked when comparing complexes 10

and 9, due to an additional hydrogen bond formed between

the acetate group of the Zn2+–imidazole–acetate triad and one

of the supplementary acetamides.

In all cases, inclusion of the entropy corrections leads to

gas-phase free energy differences DG1 which show an increase

of the relative stability of the OH isomer compared to the NH

isomer. The higher flexibility of the OH isomer due to weaker

Zn2+–Im�� � �MeCOOH0 hydrogen bond compared to

Zn2+–ImH0� � �MeCOO� one, as illustrated by longer H-bond

(Fig. 2, 7NH�H2O vs. 7OH�H2O and 7NH�OH� vs. 7OH�OH�)

explains this variation (see above).

Solvation effects on the relative stability of NH and OH

isomers are given in Table 2. It has been shown previously on

model 1 that an increase of the dielectric constant (from 1 to 80)

favors the NH isomer mainly because the outer-shell carboxy-

late moiety is better solvated than the outer-shell protonated

COOH group.24

This effect is reproduced by our calculations, leading to a

NH isomer of 1�H2O more stable by 5 kJ mol�1 than the OH

isomer in case of water solvation. The water solvation free

energy term of the NH isomer actually exceeds the OH one by

more than 70 kJ mol�1. The same quantitative effect is

observed for 2�H2O and 4�H2O which correspond to the

smaller models. The increase of the model size leads to

a reduction of the solvation effect. Indeed, the water solvent

effect rises to about 32 kJ mol�1 for 5–6�H2O and 8�H2O, to

ca. 15 kJ mol�1 for 7�H2O and 9�H2O, and only to 5 kJ mol�1

for 10�H2O. This leads to the result that while small �H2O

models have their NH isomer as the absolute minimum in

water, larger �H2O models do not show a clear preference

between OH and NH isomers (Fig. 3). It is as if increasing

the reliability of the �H2O model would conduct to two

isoenergetic isomers in case of water solvation. Buried sites,

characterized by a dielectric constant of 4, present the same

feature with a convergence to almost two isoenergetic isomers.

The �OH
� models gives less diverse results. Indeed, irre-

spective of the model considered, the NH isomer is more stable

than the OH isomer by ca. 10 kJ mol�1 for buried sites and by

15–19 kJ mol�1 in water.

The energetic similarity of the two isomers for large models

led us to investigate their interconversion barrier. This has

been conducted on 7, the largest complex for which transition

states between OH and NH isomers (noted as TS suffix) could

be located for both the �H2O and the �OH� models. Fig. 2

illustrates the effect of proton transfer on the main geometrical

parameters of the two minima and the transition state for

both 7�H2O and 7�OH
�. The calculated Im(N)� � �Ace(O)

hydrogen bond lengths (between 2.643 and 2.819 Å) are in

good agreement with the experimental data of His(N)� � �Asp/

Glu(O) distances (between 2.6 and 2.9 Å) observed in crystallo-

graphic structures of zinc enzymes including a Zn-His-Asp/

Glu triad.26 This is clearly shorter than the constrained

hydrogen bond length (around 3.3 Å) used in a previous

study.24 The shorter H-bond lengths are observed for

the NH isomer, due to electrostatic effects. Indeed, in

the NH isomer, this interaction takes place between a nega-

tively charged acetate group and a partially positive (due to

charge transfer to Zn2+) imidazole group. This electro-

static interaction almost disappears in OH isomers as the

acetate group is protonated. The transition states show a net

shortening (around 0.2–0.3 Å) of the Im(N)� � �Ace(O)

distance, which should facilitate proton transfer between

Im(N) and Ace(O).

Fig. 2 Main geometrical parameters (bond lengths in Å) of optimized structures of 7-type species at the HF/BS1 level. The two imidazole–

acetamide groups, except for Zn-bound nitrogen, have been omitted for clarity.
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This transfer is calculated to have a small activation barrier

at the optimisation level, withDE values of 5.6 and 13.0 kJ mol�1

respectively for 7�H2O and 7�OH� (Table 3). Further-

more, including correlation effects, thermal enthalpic, entropic

and solvation corrections leads to the vanishing of any barrier

for proton transfer, the 7TS transition state being calculated

more stable than the NH isomer (in the case of 7�H2O) or even

more stable than both NH and OH isomers (in the case of

7�OH�). Even though the proton could be located near the

N(Im) or the O(Ace) atom, the potential energy surface

around these positions seems to be very flat, thus allowing a

fine tuning of the charge donated by the His to the Zn at a low

energetic cost.

2. Constrained model of the HCA II active site

Flexible models do not introduce bias in the optimization

process and permit to evaluate the thermal and entropic

contributions necessary for the calculation of enthalpies and

free energies. However, they lead in some cases to strong

distortion of the model geometries compared to the X-ray

structure of the active site embedded in the protein network. A

simple way around this problem is to use experimental data to

set up constraints on the geometry. We have built a new model

of 101 atoms, labelled 11, mostly similar to our larger flexible

model 10 (Fig. 4). 11�H2O has been studied in its OH and NH

isomer forms by fixing eight alkyl carbons, located in the

periphery of the model, in their relative position in the X-ray

structure (PDB code 2CBA). The rest of the structure has been

fully optimised at the HF/BS1 and B3LYP/BS1 levels.

At the B3LYP/BS2//HF/BS1 level, we find that the 11OH�
H2O isomer is located 19.5 kJ mol�1 lower in enthalpy than

the 11NH�H2O isomer (Table 1). The same result is obtained

at the B3LYP/BS2//B3LYP/BS1 level, with an enthalpy difference

Table 2 Relative free energy of the NH and OH isomers (in kJ mol�1)a

Species

�H2O compounds �OH
� compounds

DG4 DG78 DDGb DG4 DG78 DDGb

1 12.8 (17.1c) �5.0 (�0.6c) �72.3 �8.9 (�4.1c) �18.9 (�14.1c) �41.8
2 �1.8 (1.5c) �18.0 (�14.7c) �68.8 �7.4 (�3.9c) �15.2 (�11.7c) �33.1
3 —d —d —d �11.0 (1.0c) �15.5 (�3.5c) �22.1
4 7.3 (10.6c) �7.7 (�4.4c) �63.9 —d —d —d

5 �2.8 �10.9 �34.2 —d —d —d

6 7.9 (10.9c) �1.0 (1.9c) �31.0 �10.0 (�7.5c) �17.3 (�14.7c) �29.0
7 20.3 15.7 �13.1 �11.5 �17.6 �23.2
8 8.7 �0.4 �32.7 —d —d —d

9 7.1 1.7 �16.6 —d —d —d

10 �4.9 �5.9 �5.3 —d —d —d

11 �2.5 �14.5 �44.3
12 177.6e 66.7f +13.8

a Gas-phase free energy computed at 298 K at the B3LYP/BS2//HF/BS1 level, plus the solvation free energy correction computed at the CPCM-

HF/BS1+ level with a dielectric constant of 4 and 78.39 for DG4 and DG78, respectively. A negative value indicates that the NH isomer is more

stable than the OH isomer. b DDG = DDG78–DG1. c Gas-phase free energy computed at the MP2/BS2//HF/BS1 level. d No relevant structure

obtained. e Computed at the B3LYP level with BS2 and STO-3G used for atoms belonging to the inner and outer layers, respectively. A value of

195.6 kJ mol�1 is obtained at the HF level with the BS2 and 3-21G composite basis set. f Solvation free energy correction computed at the CPCM-

PM3MM level.

Fig. 3 Free energy difference between the OH and the NH isomers of

the �H2O models. A negative value indicates that the NH isomer is

more stable than the OH isomer.

Table 3 Relative energy of the isomers of 7 (in kJ mol�1)

Species

�H2O compounds �OH� compounds

7NH 7TS 7OH 7NH 7TS 7OH

DEa 0.0 +5.6 �24.8 0.0 +13.0 �8.1
DEb 0.0 �10.7 �18.6 0.0 �4.5 �2.3
DHb 0.0 �23.7 �18.0 0.0 �19.0 �3.2
DG1b 0.0 �25.0 �28.8 0.0 �16.6 �5.6
DG4c 0.0 �15.9 �20.3 0.0 �5.0 +11.5
DG78c 0.0 �12.5 �15.7 0.0 �0.4 +17.6

a Relative energy at the HF/BS1 level. b Relative energy, enthalpy and gas-phase free energy at 298 K at the B3LYP/BS2//HF/BS1 level. c Relative

free energy with solvation correction computed at the CPCM-HF/BS1+ level with a dielectric constant of 4 and 78.39 for DG4 and DG78,

respectively.
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of 22.2 kJ mol�1. It should be noted that, as observed for 2�OH�,

and contrary to the HF/BS1 level, the geometry optimization of

11NH�H2O at the B3LYP/BS1 level leads back to the 11OH�H2O

isomer, thus requiring to fix the N–H bond length. Inclusion of

entropic effects leads to free energy difference of 29.8 kJ mol�1.

Compared to 10, these results indicate that freezing the

geometry partially in order to preserve the main features of

he X-ray structure favors the OH isomer by ca. 30 kJ mol�1 in

the gas phase. This is due to the fact that the carboxylate group

in the NH isomer, modeling Glu117, could not bind the histidine

group as strongly as in 10, due to the imposed constraint.

This trend is reversed after inclusion of solvent effects (Table 2).

Indeed, the constraint leads to a carboxylate group that is

more exposed to the solvent, thus favoring by 2.5 kJ mol�1

(14.5 kJ mol�1, respectively) the NH isomer with a dielectric

constant equal to 4 (78, respectively). This confirms the result

obtained with the flexible models indicating that large �H2O

models do not show a clear preference between OH and NH

isomers, particularly for a buried site.

3. QM/QM 0 model of the HCA II active site

In order to better describe the effect of the anisotropic

environment of the enzyme around its active site, we have

built a model of 977 atoms, labeled 12, including residues and

water molecules possessing at least one atom within 10 Å of

the zinc atom. Model 12 has been divided into two layers, the

inner layer corresponding to model 11 whereas the remainder

876 atoms belong to the outer layer. Partial geometry optimi-

sation of 12OH�H2O and 12NH�H2O has been achieved at

the ONIOM(HF/BS1:PM3MM) level by fixing the relative

positions of all Ca carbons of the outer layer. Final energy

calculation at the B3LYP/BS2 level only for the inner shell

leads to results in line with those obtained with model 11.

Indeed, the free energy of the inner layer of 12OH�H2O is

52.9 kJ mol�1 lower than that of the inner layer of 12NH�H2O.

Inclusion of the effect of the surrounding protein on the inner

shell atoms, evaluated for the previous systems with a

dielectric constant of 4 at the CPCM method, has been

obtained here by a single-point calculation at the B3LYP level

with a composite basis set: BS2 and STO-3G were used for the

inner and outer layer atoms, respectively. Contrary to the

effect of a polarizable continuum, the anisotropic environment

of the enzyme greatly increases the relative stability of the OH

isomer, with a preference of 177.6 kJ mol�1 (Table 2).

Modifying the basis set of the outer layer atoms to 3–21G,

evaluated at the HF level, still amplified this trend by almost

20 kJ mol�1 Lastly, as for smaller models 1–11, water solva-

tion stabilizes more strongly the NH than the OH isomer. This

effect however does not reverse the relative stability of the

isomers, leading to the global minimum corresponding to

12OH�H2O (Table 2).

Discussion

1. Modelling strategy and accuracy

Quantum ab initio and DFT chemical studies of metallo-

enzymes are limited to models built from the active site of

the protein. It has however been established that the protein

environment plays a noticeable influence on the structure,

stability and reactivity of the enzyme. In particular, several

studies suggest that the second-shell ligands around the

metal,29–31 and more precisely the carboxylate–histidine–zinc

triad,25,32 play structural (orienting the first-shell ligands) and

electronic (fine-tuning the pKa and reactivity of Zn-bound

water) roles. It is thus crucial to establish the limitation and

reliability of the compounds used to model metalloenzymes.

The results in Tables 1 and 2 and in Fig. 3 show the

influence of the environment on the structure of the HCA II

active site. First, the relative energy of NH and OH isomers in

the gas-phase strongly depends upon the model used. Indeed,

the B3LYP/BS2//HF/BS1 level potential energy surface pre-

sents sometimes only one minimum, the OH isomer (for 1–2�
H2O and 4�H2O), and sometimes two minima, the absolute

one being either the OH isomer (for 5–9�H2O, 11–12�H2O, 1–2�
OH

� and 6–7�OH
�) or the NH isomer (for 10�H2O and 3�OH

�).

Furthermore, two supplementary parameters appear to play

in favor of the OH isomer: (i) the use of the more reliable33

MP2 level instead of B3LYP as method for the final energy

computation always increases the stability of the OH isomer

relative to that of the NH isomer; (ii) the use of B3LYP instead

of HF as geometry optimization method slightly favors the

OH isomer. Both effects would concur to a very small energy

difference between the two isomers, so that it is very difficult to

ascertain which is the absolute gas-phase or solvated free

energy minimum for the more reliable medium-size models

10–11. Extended model 12 gives a more conclusive result but it

should be noted that the lower level of calculation used for the

outer layer increases the error bar. The methods used would

thus not allow to conclude firmly about which isomer is most

stable but establish clearly that the energy difference between

them: (i) is strongly dependent upon the model and environ-

ment used; (ii) is relatively small. The first point confirms a

very recent study showing the difficulty to converge to

a proper value depending both on the model used and on

the computational procedure.34 We believe the second point

Fig. 4 Optimized structure of 11OH�H2O at the HF/BS1 level.

Arrows indicate the eight carbons fixed in their X-ray structure relative

positions.
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to be a key for controlling the catalytic cycle of the enzyme

(vide infra).

This study sets the problem of the choice of the model

in order to describe the zinc binding site of HCA II in a

meaningful way. The influence of indirect metal ligands on the

reactivity of HCA II has been already shown, both experi-

mentally30 and theoretically.19,28,35–37 Our study reveals that

the description of the zinc binding site depends upon the

choice of the metal ligands environment included in the model,

and more precisely around the Zn–His119–Glu117 triad,

which were not included in previous studies. It seems that

an unquestionable model should include all groups bound to

the first shell, especially those including charge and those

surrounding charge, even if the minimum required is still

unclear. Indeed, modeling the surrounding protein by an

isotropic polarizable continuum seems to be inadequate as it

cannot replace reliably the effect of all the local interactions

due to the hydrogen bond network.

Our models 1–10 do not include the peptidic main chain

which plays a major role in the rigidity of the enzyme and

could influence its reactivity.38–40 As a consequence, these

models are very flexible and lead to optimized structures in

which ligand orientation for metal coordination is not exactly

equivalent to the experimental orientation. This lack of rigidity

is also illustrated by the disruption of the hydrogen bond

between the Zn-bound hydroxy and the MeOH, model of the

side chain of Thr199, in 4–5�OH� and 8–10�OH� (thus not

included in this study) although this interaction is supposed to

be present in the enzyme. As noted previously, one role of the

indirect ligands has been proposed to be their capability to

orient first-shell ligands for suitable metal coordination for

catalysis.

Comparison between models 10 and 11 permit to evaluate

the effect of the peptidic constraint on the relative stability of

the OH and NH isomers. The constraint modifies the inter-

action between the chemical groups of the Zn–His–Glu triad,

preventing the carboxylate moiety of the NH isomer from

maximizing its interaction with the imidazole ring, but leaving

it more accessible to the solvent. As a consequence, the rigidity

of the system strongly favors the OH isomer in the gas phase,

but increases its solvation energy. Overall, the effect of this

orientation constraint on the relative energy of the OH and

NH isomers appears to be small.

2. Relevance of proton transfer to the HCA II catalytic cycle

The present results shed new light on the nature of the HCA II

active site and its activation mechanism. The active hydroxy

form of the enzyme (CA�OH�) presents, as usually considered,

a zinc metal cation surrounded by three imidazole ligands

and an OH� group. The rest aqua form (CA�H2O) seems

however to be able to adopt various structures. Indeed, the

OH and the NH isomers, based on our calculations, have close

thermodynamic stability and thus both of them should be able

to correspond to the rest form of the enzyme, even if a

preference for the OH isomer emerges from our larger model.

We suggest that the enzyme takes advantage of this possibility

of fine tuning the charge transfer of the His119-Glu117 dyad

to the zinc cation in its very efficient catalytic cycle.

From the zinc-aqua resting state of the enzyme, the first step

of the hydration of carbon dioxide is the deprotonation of the

Zn-bound water molecule to form the zinc-hydroxy state. This

rate-limiting proton transfer from metal-bound H2O to the

solvent is assumed to determine the observed pKa of

the catalytic site of about 7. As the zinc-bound water pKa

reflects the solvated free energy difference between the zinc-

aqua and zinc-hydroxy forms, our results suggest that this

could be determined by the free energy difference between the

CAOH�H2O and CANH�OH� structures, indicating a proton

shift between His119 and Glu117 concomitant with the proton

transfer from the zinc-bound water to His64. This proton shift

would lead to a decrease of the charge transfer for the His119-

Glu117 dyad to the metal, thus increasing its Lewis acidity

required to stabilize the hydroxide group. The direct and

indirect ligands of the Zn2+ ion have biological importance

as demonstrated by site-specific mutagenesis on carbonic

anhydrases.30,41–43 The interpretation of experimental results

on their influence on the zinc-bound water pKa remains

unsatisfactory, however.44 The His96Cys and His119Asp

CAII mutants have a negatively-charged group replacing a

neutral histidine ligand, leading to a decrease of the ability of

zinc to polarize its bound water molecule and thus to

an increase of the zinc-bound water pKa (8.5 and 8.6, respec-

tively, compared to the wild-type pKa of 6.8).45 To a lower

extent, the same electronic effect is observed for indirect

ligands mutagenesis. Indeed, the Gln92Leu and Gln92Glu

CAII mutants have a zinc-bound water pKa of 6.4 and 7.7,

respectively,41 reflecting respectively the disruption or the

strengthening of the H-bond between His94 and Gln92 and

thus the fine tuning of the His–Zn interaction. The Glu117Gln

CAII mutant presents a pKa value 49.9 which has been

explained by a reversed polarity of the His119-Gln117 hydrogen

bond.46 However, this did not explain the greater effect

of glutamate–histidine (Glu117(�1)–His119(0)) to glutamine–

histidinate (Gln117(0)–His119(�1)) dyad shift compared to

histidine to cysteinate (His(0)96Cys(�1)) or aspartate

(His(0)119Asp(�1)) shift. Indeed, going from neutral to anionic

zinc-ligand on both the zinc-aqua and zinc-hydroxy form

should only increase the pKa by less than 2 units as in the

His96Cys and His119Asp CAII mutants. Our results suggest

that Glu117Gln-CA is characterized, compared to the wild-

type enzyme, by the neutral to anionic zinc-ligand shift only

for the zinc-hydroxy form as the wild-type zinc-aqua form is

already able to possess a Zn2+–Im�� � �MeCOOH0 unit. Our

computations assess the energy difference between CANH�
OH� and CAOH�OH� to be about 15–20 kJ mol�1, corre-

sponding to an increase of about three pKa units for the

hypothetical CAOH�H2O/CAOH�OH� acid/base couple

compared to the natural CAOH�H2O/CANH�OH� one. This

result agrees well with the experimental pKa value 49.9

of the Glu117Gln CAII mutant corresponding to the

Glu117Gln-CAOH�H2O/Glu117Gln-CAOH�OH
� acid/base couple.

In the next step of the catalytic cycle, the zinc-bound hydro-

xide attacks the carbon atom of CO2 to form zinc-bound

bicarbonate. Contrary to previous studies on [Zn(NH3)3(OH)]+

models which show quite large barrier values,47–49 recent theo-

retical studies indicate that the use of imidazole ligands instead

of NH3 noticeably increases the nucleophilicity of the Zn-bound
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OH� group and thus decreases the activation barrier.28,50

Furthermore, the inclusion of protein environment in QM/MM

calculation leads, depending on the backbone conformation, to

a barrierless diffusion and addition of the carbon dioxide to

the zinc-bound oxygen.39 This indicates that the Zn-bound

hydroxide does not require an increased nucleophilicity to

complete hydration of CO2. This is consistent with our results

which indicate a greater stabilization of the NH compared to the

OH isomer for the Zn-bound hydroxide form. On the other

hand, it has been recently proposed an alternative catalytic

mechanism in which the nucleophilic attack on carbon dioxide

is provided by zinc-bound water.51 In order to make the

coordinated water sufficiently nucleophilic to attack CO2,

the enzyme may play a role in dispersing the positive charge of

Zn2+–OH2 through a hydrogen bond network. This could be

achieved through the Thr199-Glu106 dyad, hydrogen bound to

the Zn-bound water, but also by the His119-Glu106 one as

shown by our calculations. Indeed, the zinc-bound water nucleo-

philicity would be greater in the OH isomer due to decrease of

the Zn2+ Lewis acidity, a noticeable part of the positive charge

being delocalized to its anionic histidinate ligand.52

The return to the zinc-water resting state is achieved by

the rearrangement of the linked bicarbonate followed by its

displacement by a water molecule.28,49,53,54 While there is no

X-ray structure of HCA II with HCO3
� bound to zinc, crystallo-

graphic studies of a Thr200His mutant of HCA II55 and cobalt

substituted HCA II56 complexed with HCO3
� indicate a bidentate

or pseudo-bidentate bicarbonate ligand to the metal. This high

affinity of bicarbonate for metal binding is not in favour of an easy

substitution of the anionic HCO3
� by a neutral H2O from the

Lewis acid Zn2+. This displacement could be facilitated by a

bicarbonate shift from bidentate to monodentate coordination

thus leaving an open site for the entering water molecule. We

suggest that this fine-tuning coordination mode could be corre-

lated with the proton transfer from Glu117 to His119. Indeed,

from a Zn2+–ImH0� � �MeCOO� unit, the shuttling of the proton

between the H-bonded atoms of the Glu117-His119 couple will

decrease the zinc charge and thus its affinity to bicarbonate which

will concomitantly shift to a monodentate coordination to zinc.

Our hypothesis is supported by the experimental observation on

bicarbonate binding to the non-heme iron of photosystem II

which shows that Fe2+ oxidation to Fe3+ is accompanied by

both bidentate to monodentate coordination shift of the bi-

carbonate and deprotonation of one histidine ligand.12 This

assistance to ligand coordination change, by proton transfer in a

Zn–His–Glu/Asp triad, may bear some generality. It may be

postulated to occur, for instance, in the carboxylate shift.57,58 In

the active site of farnesyltransferase, a Zn–His–Asp triad is present

and may assist the bidentate to monodentate switch of another

Asp residue bound to zinc.

The displacement of bicarbonate by water, facilitated by the

adaptability of the Zn-His119-Glu117 triad, leads back to

the Zn-aqua resting state of the enzyme in its OH isomer as

previously described.

Conclusion

From reliable models of the active site of HCA II, we have

shown that the position of the proton in the His119-Glu117

dyad is greatly dependent upon both the model used and the

nature of the zinc-bound oxygen ligand. As a consequence, an

extended model for the HCA II zinc site should include all

groups bound to the first shell, especially those including

charge and those surrounding charge, in order to obtain

accurate information. Furthermore, our results indicate that

the isomerisation between the Zn2+–ImH0� � �MeCOO� and

the Zn2+–Im�� � �MeCOOH0 forms could be used by the

enzyme along the catalytic cycle to facilitate the deprotonation

of the Zn-bound water (O to N proton transfer) and the

displacement of the bicarbonate by water (N to O proton

transfer). His119–Glu117 could thus be described not only as a

spectator zinc-ligand which does not participate in the reaction

mechanism, but also as a tunable ligand which could take two

different forms during the catalytic cycle. Quantum molecular

dynamics simulations could, in principle, provide a deeper

insight into this mechanism. However, such calculations on

extended model like 12 remain currently out of reach. Such

expensive calculations are now available for small to medium-

size models, but we have shown that such models may be

inadequate to properly describe the anisotropy of the

protein environment. In any case, the basic picture of

His119–Glu117 tunability appears to be well established by

the present calculations.

Methods

1. QM calculations

Two basis sets were used in this study. For geometry optimisa-

tions and vibrational frequency calculations, the 6-31G* basis

was used for H, C, N, and O, and the Wachters [14s9p5d1f/

9s5p3d1f] basis was used for Zn.59 This is referred to as BS1.

For final energy calculations, basis set 2 (noted BS2) consists

in the 6-311+G(2d,2p) for H, C, N and O, and the extended

Wachters basis [15s11p6d2f/10s7p4d2f] for Zn.

Full geometry optimisations without symmetry constraints

were carried out with the Gaussian 03 program suite60 at the

Hartree–Fock HF/BS1 level for complexes 1–10. Frequency

analyses were carried out to confirm that the reported struc-

tures are minima or transition states on the HF/BS1 potential

energy surface, and to evaluate the thermal and entropic

contributions necessary for the calculation of enthalpies and

free energies. The positions of eight carbon atoms were frozen

for model 11 as in the X-ray structure during the geometry

optimisation process. Enthalpies and gas phase free energies

for 11 have been derived from thermal and entropic contribu-

tions computed for 10. Final energies for models 1–11 were

obtained at the density functional B3LYP level and, in some

cases, post-HF MP2 levels at the HF/BS1 geometries, levels

denoted as B3LYP/BS2//HF/BS1 and MP2/BS2//HF/BS1

respectively.

These levels of calculation have been shown to give reason-

able geometries and accurate final energies.33 This is confirmed

for the energetic data examined in this study by geometry

optimisation of complexes 2 and 11 at the B3LYP/BS1 level

(see Table 1).

For several cases (1�H2O, 2�H2O and 4�H2O), the NH

isomer could not be located as a minimum, the optimization
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process leading to the OH isomer. In order to check the

reliability of the HF/BS1 methodology in these cases, geo-

metry optimizations were carried out at the more accurate

MPWB1K61 and MP2/6-31+G(d,p) (Wachters [15s11p6d1f/

10s7p4d1f] basis for Zn) levels. The basis set is expanded

by adding p polarization functions on hydrogens since

isomerization between NH and OH isomers is a proton

transfer, and adding diffuse functions on all heavy atoms since

negative charge re-location accompanies proton transfer.

It turned out to be impossible to locate a minimum for the

NH isomer in all cases due to proton transfer from imidazole

to carboxylate, thus confirming the results obtained at the

HF/BS1 level.

Due to the flexibility of models 1–10, great care has been

taken to ensure that interactions between successive shells be

preserved in all cases. Optimized geometries of the OH and

NH isomers of each complex have been compared to ascertain

their structural equivalence (see Table S1 in the ESIw) and thus

the reliability of the relative energy comparison. Furthermore,

structural comparison has been done between optimized and

X-ray crystallographic structures in order to check the

preservation of environment structure. Whenever a large

discrepancy was found, the model was excluded from the

discussion (vide supra). Fixing the positions of several carbon

atoms in the periphery of model 11 ensures a geometry that

remains close to the X-ray structure.

Solvation effects were included with conductor polarized

continuum method (CPCM)62,63 calculations as implemented

in the Gaussian 03 software. In this method the solute cavities

are modelled on the optimized molecular shape, and include

both electrostatic and non-electrostatic contributions to the

energies. The CPCM calculations were performed on the

HF/BS1 geometries at the HF level with BS1+ derived from

BS1 by addition of one set of diffuse functions on all atoms

except H. In the CPCM calculations the area of the tesserae is

set at 0.2 Å2, the solvent is water (e=78.39) and the molecular

cavity is built up by the UAKS model.64 The validity of this

solvation approach has been demonstrated before in the study

of zinc complexes.65 CPCM calculation have also be done with

a dielectric constant equal to 4 to model the effect of a protein

environment on a buried Zn active site.66–68

2. QM/QM 0 calculations

In order to provide a more accurate description of

the environment of the enzyme, we carried out QM/QM 0

calculations on a large fraction of the enzyme using a two-

layer ONIOM procedure.69 In this approach, the system under

study, labelled 12, is split into two subsystems: The QM system

(inner layer, 101 atoms including 15 H junction atoms)

corresponds to model 11 and is computed at the HF/BS1

level. The QM0 system (outer layer, further 876 atoms) consists

of residues and water molecules possessing at least one atom

within 10 Å of the zinc atom and is computed at the PM3 level

including the optional molecular mechanics correction for

HCON linkages (noted PM3MM).70–72 This level has been

previously used successfully in the study of the farnesyl

transferase zinc enzyme.73 The geometry of model 12 was

optimised by fixing the position of all Ca atoms of the outer

layer (59 atoms) in their X-ray structure position. This permits

to keep the enzymatic environment of the active site in place

without introducing any bias in the optimisation process of the

inner layer. Final energies for the inner shell of model 12 were

obtained at the B3LYP/BS2 level, as well as, for the entire

system, at the Hartree–Fock and at the density functional

B3LYP level including the 977 atoms of the system. For this

HF calculation, BS2 and 3-21G were used for atoms belonging

respectively to the inner and outer layers, thus leading to a

total of 6546 AOs. For the B3LYP calculation, STO-3G was

used instead of 3-21G for the atoms of the outer layer,

reducing to 4341 the number of AOs. Enthalpies and gas

phase free energies for 12 have been derived from thermal and

entropic contributions computed for 10. Solvation effects were

included with the CPCM method computed at the PM3MM

level for the entire model 12.
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