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ABSTRACT

In virtual auditory environments, sound generatientypically

based on a two-stage approach: synthesizing a rhomapsignal,

implicitly equivalent to a point source, and sintirlg the acoustic
space. The directivity, spatial distribution andition of the source
can be simulated thanks to signal processing appiie the

monophonic sound. A one-stage synthesis/spatiaizaipproach,
taking into account both timbre and spatial attiéisuof the source
as low-level parameters, would achieve a better petational

efficiency essential for real-time audio synthesisinteractive

environments. Such approach involves a careful eation of

sound synthesis and spatialization techniquesueatehow they
can be connected together. This paper concentrateshe

sinusoidal sound model and 3D positional audio eeind methods.
We present a real-time algorithm that combines rhsweFast
Fourier Transform (FFT-1) synthesis and directiosatoding to
generate sounds whose sinusoidal components can
independently positioned in space. In additionhe traditional

frequency-amplitude-phase parameter set, partiatstipns are
used to drive the synthesis engine. Audio renderamgbe achieved
on a multispeaker setup, or in binaural over headph, depending
on the available reproduction system.

1. SINUSOIDAL MODELING

In [MAQ86] McAulay and Quatieri present a complstestem for
speech coding based on sinusoidal analysis/systh&se model
they describe consists of representing a sound agmaof time
varying sinusoidal components. Amplitude, phasefeegliency of
partials are extracted from the Short-Time Foufeansform
(STFT) of the original sound, and used as paramétedrive the
synthesis engine. The sinusoidal representatialssadapted to a
broad range of audio signals, such as musical vira@mmental
sounds. For example sounds produced by vibratiligssare well
simulated by sums of damped sinusoids [Cook02]. jastial's
frequencies and damping factors can be estimabedtfe analysis
of natural sounds [AKMOG6] or from analytical solutis of the
mechanical model expressed from the object shagenwterial.
Similar techniques are used for modeling harmonicings
produced by many musical instruments.
analysis/resynthesis allows many effects like fiiltg,
pitch-shifting and time-stretching in computer nwusrhe SDIF
Sound Description Interchange Format [SWO00] has loeeated to
store, play and manipulate sinusoidal represemsti®he model
has also been significantly extended to take nodsgponents into
account, leading to a 'sinusoid+noise' repres@mgg8S90].

Sinusoidal

2. FREQUENCY-DOMAIN SINUSOIDAL

SYNTHESIS

Sinewaves synthesis can be done either in timerexuéncy
domain. In [RD92] Depalle and Rodet propose a cetepl
frequency-domain additive synthesizer. Comparetihte-domain
sinewave synthesis, their method allows to drabficeduce
computational complexity, without affecting percaiv sound
quality. This algorithm is the kernel of the 3D #yesis engine
presented in part 4. It consists of creating Shione Spectra (STS)
by successively adding a spectral motif, with sfi@aimplitude and
phase, at desired frequency for each partial. S€Sraerse fast
Fourier transformed (IFFT) and overlap-added (OtdA\pbtain the
synthetic sound. Lat(f) be the STS an®V(f) the spectral motif.
Amplitude, frequency and phase parameters are fétgl,, Pl
U(f) is given by:

U(f)= ZAne’ "W(f-F,)

be

whereM is the total number of partials. The sampled wersl[k]
of this spectrum is calculated and IFFT-OLA. Thi®gedure is
illustrated in figure 1, foM disjoint partials.

b b
M iy

IU[k]I
arg(ULk])

A‘\

l/1 F,

| —

"k
v

IFFT + OLA

<

‘_I

ufn]
Figure 1: frequency-domain sinewaves synthesis [RD92]

The spectral motif is the complex spectrum of aetmomain
window w(t). The crucial reduction factor on the algorithm's
computational complexity relies on the choice aé twindow. If
window's energy is sufficiently concentrated in arrow low
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frequency band, then the complex spectrum can becated
without losing much information. It results in rexug the number
of complex multiplications and additions necessaryadd each
partial, because adding the narrow-band spectraif imvolves

modifications of the sampled STHK] only for a few frequency
bins. However, to obtain the perfect reconstructibra constant
amplitude sinewavew[n] (sampled version ofv(t)) should also
satisfy the condition:

_Zm{il_ +n]=1 On

whereL is the synthesis stride. This constraint is cofbpatvith a

narrow-band spectral motif only when the stridsrisall compared
to the window size. A 75% overlap can be used buabes not
optimize the algorithm efficiency. Rodet and Depalropose to
use a second window after the IFFT that allows&duce the
overlap to 50% [RD92]. The drawback, important four

application, is the difficulty to filter the STS ithe frequency
domain before the IFFT. Consequently we chooseetep kthe
simple approach of a single window with a smalltegsis stride.
We use a "digital prolate spheroidal" window [VBM98eighted

to satisfy the perfect reconstruction constrainthvwi5% overlap
between blocks. The resulting spectral motif isrghso that
synthesizing sinusoidal blocks (of any size) omguires 7 points
per partial when building the STS.

3. 3D SOUND SOURCE POSITIONING

For versatility, a 3D sound synthesizer shouldigependent of the
available reproduction setup and compatible witlstnad existing
positional audio methods and their directional elireg/decoding
scheme. This part quickly reviews techniques toitjpos a
monophonic point source in a virtual 3D space. Arantdetailed
overview of 3D audio encoding and rendering carfdumd for
example in [JLP99]. The source, placed in the dpalecoordinate
system shown in figure 2, is assumed to radiatar@epvave in the
listener direction. sound source
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Figure 2: egocentric spherical coordinate system

Among 3D positional audio methods, some aim at Eitimg the
localization cues at the ear canal entrance (bataechniques),
other at reproducing the sound field propertiethat"sweet spot”
(Discrete panning techniques [Sch71] [Pul97], Arhiss

[MM95]) or in a relatively extended area (Higher der
Ambisonics, Wave Field Synthesis [DNMO03]). Binauedhniques
are mainly dedicated to headphone reproduction daut be
extended to multispeaker configurations by meangrosstalk
cancellation. Other methods require multichannayiphck systems.
Apart from Wave Field Synthesis, which uses timéedénces to
create virtual sources, all positioning methods lwaimmplemented
by applying a vector of gain factors to the origineonophonic
sound. This is the key point to connect directieratoding to the
FFT-1 synthesis algorithm described in part 2.

First-order Ambisonics

We only present first-order Ambisonics (B-formatjuations that
can be found in [MM95]. Leti[n] be the monophonic sound to be
spatialized. B-format encoded signals are:

X[n] =cos@) cos@)u[n] Y[n] =sin@) cos@)u[n]
Z[n] =sin(@)u[n] WI[n] =0.707u[n]

According to the playback system characteristicsmiper and
placement of speakers) a decoded multichannellsgpalculated.
For a 2D square system, the 4-channel sound wauld b

LF[n] =W[n] + 0.707(X[n] +Y[n])
RF[N] =W[n] +0.707X[n] =Y[n])
LB[n] =W[n] + 0.707—X[n] +Y[n])
REn] =W[n] +0.7074—X[n] = Y[n])

Each decoded channel is obtained by matrixing theoded
components4[n] does not appear in the equations because it is a
2D playback system example). Consequently eachdéelcchannel

is the original signali[n] weighted by a gain factor.

Discrete panning techniques

Discrete panning techniques consist in selectividgd the
loudspeakers closest to the virtual source positiathe playback
system. The set of gain factors applied to eachroélacan be
viewed as the directional encoding. No directiodatoding is
performed since encoded signals directly feed theldpeakers.
Directional gains can be calculated using amplitodentensity
panning laws. The commonly used Vector Base AmgditRanning
is a generalization of amplitude panning for 3-digiennal
loudspeaker distributions [Pul97]. The sphere surding the
listener is divided into loudspeaker triplets. Thenophonic signal
feeds only the triplet comprising the attended sedocation, with
appropriate gain factors. Virtual source sharpresg location
accuracy vary according to the number of loudspesabiad their
distribution in space. A virtual spreading of tloeisd source is also
possible by feeding loudspeakers located aroundrigial triplet.

Multichannel binaural synthesis

Binaural synthesis consists in filtering a monophaignal by the
HRTF measured at the desired position for repradomcbver
headphones. Alternatively, the HRTF set can bemposed into a
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set of filters and frequency independent directidnactions. In

[JWPO06] the authors propose several implementatiassd on this
decomposition, compatible with Ambisonics and disempanning.
The approach is illustrated on figure 3. It corssiat

« creating a directionally encoded multichannel sidgoaeach
virtual source, by applying a set of gain facto®,{..,G}
(eventually given by ambisonic or discrete panriumgtions).

» mixing all sources in the encoded domain, chanpehiannel.

« post-filtering the resulting multichannel signalthva unique
set of HRTF and down-mixing to 2 channels.
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Figure 4: directionally encoded multichannel STS magnitude

Two rendering algorithms can be used according he t
reproduction system, as shown on figure 5. For #ichannel
playback system, the directionally encoded multicted STS is
inverse Fourier transformed to feed the loudspeaktitout any
additional processing (except the regular matrixing@nG.(6,,, @y,)
are provided by an ambisonic encoder). For reprialucover
headphones, multichannel binaural is used, HRTR-fiitexing

Figure 3: binaural synthesis by multichannel panning and HRT'Being applied to each channel in the frequency dama

post-filtering.

4. 3D FFT-1SOUND SYNTHESIS

The algorithm presented here is an original contlwina of
previously described techniques. It uses FFT-1ssiidal synthesis
and directional encoding to efficiently generateatspized,
time-varying sinewaves. The principle is to gererat encoded
multichannel STS Y,[K] ,UjK],...,Uc[k]} that intrinsically
contains partials position. As with positional audéystems,
perceived partial’s location accuracy increaseb Wit number of
channels C. The construction of each channel consists i
successively adding the spectral motif, as desgiiibpart 2, except
that an additional directional gaiG.(6.,®) is introduced to
encode partial's position. The continuous spectimmthannelc
with M partials is expressed as:

U.(1) =Y G.(8,®,)APW(f -F,)

Directional gain factors can be calculated eithediscrete panning
or ambisonic techniques. They can be computed rigrspeaker
configuration, ensuring the synthesizer can be uséHl any

Multichannel setup Headphone setup
(Ambisonics, discrete panning) (multichannel binaural)
IFFT
U,k OLA ™
IFFT
OLA >Siealn]
IFFT
Ul oA [
matrixing
(optional)
IFFT
OLA *Sngm[n]
IFFT
OLA [ ]

Figure 5: rendering algorithm (multispeaker or headphone@etu

The two-stage approach (sound synthesis then Epatiien)
applies directional gains on time-domain signalswé assume
partials to be pre-synthesized and accessible amrated
waveformsC multiplications per sample are still necessaryefach
of them, to encode the position. The one-stagecaupr applies



The inaugural International ConferenceMiasic Communication Science 5-7 DecemB€07, Sydney, Australia
http://marcs.uws.edu.au/links/ICoMusic

directional gains G.(0,®,) directly to partial's amplitude the 'sinusoid+noise' model. Perceptual effectdrafveaves spatial
paramete,. This wayCK/L complex multiplications per sample dispersion also need to be fully investigated fdfecent types of
are necessary to synthesize one partial and eritsogesition (K is  sounds.

the size of the spectral motif). Typically we cheas block size

N=512,L=N/4 (75% overlap) an&k=7. Consequently the number 6. ACKNOWLEDGEMENTS
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