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EXPONENTIAL MIXING OF THE 3D STOCHASTIC

NAVIER-STOKES EQUATIONS DRIVEN BY MILDLY

DEGENERATE NOISES

SERGIO ALBEVERIO, ARNAUD DEBUSSCHE, AND LIHU XU

Abstract. We prove the strong Feller property and exponential mixing for
3D stochastic Navier-Stokes equation driven by mildly degenerate noises (i.e.
all but finitely many Fourier modes are forced) via Kolmogorov equation ap-
proach.

1. Introduction

The ergodicity of SPDEs driven by degenerate noises have been intensively stud-
ied in recent years (see for instance [1], [2], [7], [6], [8], [12], [13], [16], [15], [14],
[17], [22]). For the 2D stochastic Navier-Stokes equations (SNS), there are several
results on ergodicity, among which the most remarkable one is by Hairer and Mat-
tingly ([12]). They proved that the 2D stochastic dynamics has a unique invariant
measure as long as the noise forces at least two linearly independent Fourier modes.
As for the 3D SNS, most of ergodicity results are about the dynamics driven by
non-degenerate noises (see [4], [10], [20], [21], [22]). Partial results can be found
for degenerate noises in [21] and [24]. In the case of an essentially elliptic degen-
erate noise, i.e. when all but a finite number of Fourier modes are driven, [23]
obtained the ergodicity by combining Markov selection and Malliavin calculus. For
the case of very degenerate noises (as in [12] in the 2D case), ergodicity is still open.

In this paper, we shall still study the 3D SNS driven by essentially elliptic noises
as above, but our approach is essentially different from that in [23]. Rather than
Markov selection and cutoff technique, we prove the strong Feller property by
studying some Kolmogorov equations with a large negative potential, which was
developed in [4]. Comparing with the method in [4] and [5], we cannot apply the
Bismut-Elworthy-Li formula ([9]) due to the degeneracy of the noise. To fix this
problem, we follow the ideas in [8] and split the dynamics into high and low fre-
quency parts, applying the formula to the dynamics at high modes and Malliavin
calculus to those at low ones. Due to the degeneracy of the noise again, when ap-
plying Duhamel formula as in [4] and [5], we shall encounter an obstruction of non
integrability in time (see (5.1)). Two techniques are developed in Proposition 5.1
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and 5.2 to conquer this problem, and the underlying idea is to trade off the spatial
regularity for the time integrability. Thus, we are able to generalize the arguments
of [4] and [5] and construct markov solutions and ergodicity. Then, using the cou-
pling method of [19], in which the noise has to be non-degenerate, we prove the
exponential mixing. Note that our construction of the coupling is simpler. Finally,
we remark that the large coefficient K in front of the potential (see (2.11)), besides
suppressing the nonlinearity B(u, u) as in [4] and [5], also conquers the crossing
derivative flows (see (3.10) and (3.11)).

Let us discuss the further application of the Kolmogorov equation method in
[4], [5] and this paper. For another essentially elliptic setting where sufficiently
large (but still finite) modes are forced ([12], section 4.5), due to the large negative
potential, it is easy to show the asymptotic strong Feller ([12]) for the semigroup
Sm
t (see (2.13)). There is a hope to transfer this asymptotic strong Feller to the

semigroup Pm
t (see (2.14)) using the technique in Proposition 5.2. If Pm

t satisfies
asymptotic strong Feller, then we can also prove the ergodicity. This is the further
aim of our future research in 3D SNS.

The paper is organized as follows. Section 2 gives a detailed description of the
problem, the assumptions on the noise and the main results (Theorems 2.4 and
2.5). Section 3 proves the crucial estimate in Theorem 3.1, while Section 4 applies
Malliavin calculus to prove the important Lemma 3.6. Section 5 gives a sketch
proof for the main theorems, and the last section contains the estimate of Malliavin
matrices and the proof of some technical lemmas.

Acknowledgements: We would like to thank Prof. Martin Hairer for pointing
out a serious error in Malliavin calculus of the original version. We also would
like to thank Dr. Marco Romito for the stimulating discussions and some helpful
suggestions on correcting several errors.

2. Preliminary and main results

2.1. Notations and assumptions. Let T3 = (R/2πZ)3 be the three-dimensional
torus, let

H = {x ∈ C∞(T3,R3) :

∫

T3

x(ξ)dξ = 0, div x(ξ) = 0, x is periodic},

and H be the closure of H in L2(T3,R3). We define:

P : L2(T3,R3) → H

be the orthogonal projection operator. We shall study the equation

(2.1)

{

dX + [νAX + B(X,X)]dt = QdWt,

X(0) = x,

where

• A = −P∆ D(A) is the closure of H in H2(T3,R3).
• The nonlinear term B is defined by

B(u, v) = P [(u · ∇)v], B(u) = B(u, u) ∀ u, v ∈ H1(T3,R3) ∩H.
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• Wt is the cylindrical Brownian motion on H and Q is the covariance matrix
to be defined later.

• We shall assume the value ν = 1 later on, indeed its exact value plays no
essential role.

Define Z3
+ = {k ∈ Z3; k1 > 0} ∪ {k ∈ Z3; k1 = 0, k2 > 0} ∪ {k ∈ Z3; k1 = 0, k2 =

0, k3 > 0}, Z3
− = −Z3

+ and Z3
∗ = Z3

+ ∪ Z3
−, for any n > 0, denote

Zl (n) = [−n, n]3 \ (0, 0, 0), Zh (n) = Z3
∗ \ Zl (n).

Let k⊥ = {η ∈ R3; k · η = 0}, define the projection Pk : R3 → k⊥ by

(2.2) Pkη = η − k · η
|k|2 k η ∈ R3.

Let ek(ξ) = coskξ if k ∈ Z3
+, ek(ξ) = sinkξ if k ∈ Z3

− and let {ek,1, ek,2} be an

orthonormal basis of k⊥, denote

e1k(ξ) = ek(ξ)ek,1, e2k(ξ) = ek(ξ)ek,2 ∀ k ∈ Z3
∗;

{eik; k ∈ Z3
∗, i = 1, 2} is a Fourier basis of H (up to the constant

√
2/(2π)3/2). With

this Fourier basis, we can write the cylindrical Brownian motion W on H by

Wt =
∑

k∈Z3
∗

wk(t)ek =
∑

k∈Z3
∗

2
∑

i=1

wi
k(t)e

i
k

where each wk(t) = (w1
k(t), w

2
k(t))

T is a 2-d standard Brownian motion. Moreover,

B(u, v) =
∑

k∈Z3
∗

Bk(u, v)ek

where Bk(u, v) is the Fourier coefficient of B(u, v) at the mode k. Define

B̃(u, v) = B(u, v) +B(v, u), B̃k(u, v) = Bk(u, v) +Bk(v, u).

We shall calculate B̃k(ajej, alel) with aj ∈ j⊥, al ∈ l⊥ in Appendix 6.1.

Furthermore, given any n > 0, let πn : H −→ H be the projection from H to
the subspace πnH := {x ∈ H : x =

∑

k∈Zl (n)
xkek}.

Assumption 2.1 (Assumptions for Q). We assume that Q : H −→ H is a linear
bounded operator such that

(A1) (Diagonality) There are a sequence of linear maps {qk}k∈Z3
∗

with qk : k⊥ −→
k⊥ such that

Q(yek) = (qky)ek y ∈ k⊥.

(A2) (Finitely Degeneracy) There exists some nonempty sublattice Zl (n0) of Z
3
∗

such that

qk = 0 k ∈ Zl (n0).

(A3) (Id−πn0
)ArQ is bounded invertible on (Id−πn0

)H with 1 < r < 3/2 and
moreover Tr[A1+σQQ∗] <∞ for some σ > 0.
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Remark 2.2. Under the Fourier basis of H , Q has the following representation

(2.3) Q =
∑

k∈Zh (n0)

2
∑

i,j=1

qijk e
i
k ⊗ ejk

where x ⊗ y : H −→ H is defined by (x ⊗ y)z = 〈y, z〉x and (qijk ) is a matrix
representation of qk under some orthonormal basis (ek,1, ek,2) of k⊥. By (A3),
rank(qk) = 2 for all k ∈ Zh (n0). Take Q = (Id−πn0

)A−r with some 5/4 < r < 3/2,
it clearly satisfies (A1)-(A3).

With the above notations and assumptions, equation (2.1) can be represented
under the Fourier basis by

(2.4)











dXk + [|k|2Xk +Bk(X)]dt = qkdwk(t), k ∈ Zh (n0)

dXk + [|k|2Xk +Bk(X)]dt = 0, k ∈ Zl (n0)

Xk(0) = xk, k ∈ Z3
∗

where xk, Xk, Bk(X) ∈ k⊥.

We further need the following notations:

• Bb(B) denotes the Borel measurable bounded function space on the given
Banach space B. | · |B denotes the norm of a given Banach space B

• | · | and 〈·, ·〉 denote the norm and the inner product of H respectively.
• Given any φ ∈ C(D(A),R), we denote

(2.5) Dhφ(x) := lim
ǫ→0

φ(x + εh)− φ(x)

ε
,

provided the above limit exists, it is natural to define Dφ(x) : D(A) → R
by Dφ(x)h = Dhφ(x) for all h ∈ D(A). Clearly, Dφ(x) ∈ D(A−1). We
call Dφ the first order derivative of φ, similarly, one can define the second
order derivative D2φ and so on. Denote Ck

b (D(A),R) the set of functions
from D(A) to R with bounded 0-th, . . ., k-th order derivatives.

• Let B be some Banach space and k ∈ Z+, define Ck(D(A), B) as the
function space from D(A) to B with the norm

||φ||k := sup
x∈D(A)

|φ(x)|B
1 + |Ax|k φ ∈ Ck(D(A), B).

• For any γ > 0 and 0 ≤ β ≤ 1, define the Hölder’s norm || · ||2,β by

||φ||2,β = sup
x,y∈D(A)

|φ(x) − φ(y)|
|Aγ(x− y)|β(1 + |Ax|2 + |Ay|2) ,

and the function space Cβ
2,γ(D(A),R) by

(2.6) Cβ
2,γ(D(A),R) = {φ ∈ C2(D(A),R); ||φ||Cβ

2,γ
= ||φ||2 + ||φ||2,β <∞}.

• For any signed measure µ on a measurable space (E,F), its total variation
is defined by

||µ||var = sup
A∈F

|µ(A)|.
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2.2. Main results. The following definition of Markov family follows that in [5].

Definition 2.3. Let (Ωx,Fx,Px)x∈D(A) be a family of probability spaces and let
(X(·, x))x∈D(A) be a family of stochastic processes on (Ωx,Fx,Px)x∈D(A). Let

(F t
x)t≥0 be the filtration generated by X(·, x) and let Px be the law of X(·, x)

under Px. The family of (Ωx,Fx,Px, X(·, x))x∈D(A) is a Markov family if the fol-
lowing condition hold:

(1) For any x ∈ D(A), t ≥ 0, we have

Px(X(t, x) ∈ D(A)) = 1.

(2) The map x → Px is measurable. For any x ∈ D(A), t0, · · · , tn ≥ 0 ,
A0, · · · , An ⊂ D(A) Borel measurable, we have

Px(X(t+ ·) ∈ A|F t
x) = PX(t,x)(A)

where A = {(y(t0), · · · , y(tn)); y(t0) ∈ A0, · · · , y(tn) ∈ An}.
The Markov transition semigroup (Pt)t≥0 associated to the family is then defined
by

Ptφ(x) = Ex[φ(X(t, x))], x ∈ D(A) t ≥ 0.

for all φ ∈ Bb(D(A),R).

The main theorems of this paper are as the following. The proofs are given in
Section 5.

Theorem 2.4. There exists a Markov family of martingale solution (Ωx,Fx,Px, X(·, x))x∈D(A)

of the equation (2.1). Furthermore, the transition semigroup (Pt)t≥0 is stochasti-
cally continuous.

Theorem 2.5. The transition semigroup (Pt)t≥0 in the previous theorem is strong
Feller and irreducible. Moreover, it admits a unique invariant measure ν supported
on D(A) such that, for any probability measure µ supported on H, we have

(2.7) ||P ∗
t µ− ν||var ≤ Ce−ct

(

1 +

∫

H

|x|2µ(dx)
)

where C, c > 0 are the constants depending on Q.

2.3. Kolmogorov equations for Galerkin approximation. Let us consider the
Galerkin approximations of equation (2.4):

(2.8)

{

dXm = −[AXm +Bm(Xm)]dt+QmdWt

Xm(0) = xm

where xm ∈ πmD(A), Bm(x) = πmB(πmx) and Qm = πmQ. The Kolmogorov
equation for (2.8) is

(2.9)

{

∂tum = 1
2Tr[QmQ

∗
mD

2um]− 〈Ax +Bm(x), Dum〉
um(0) = φ

where φ is some suitable test function and

Lm :=
1

2
Tr[QmQ

∗
mD

2]− 〈Ax +Bm(x), D〉

is the Kolmogorov operator associated to (2.8). It is well known that (2.9) is
uniquely solved by

(2.10) um(t, x) = E[φ(Xm(t, x))], x ∈ πmD(A).
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Now we introduce an auxiliary Kolmogorov equation with a negative potential
−K|Ax|2 as

(2.11)

{

∂tvm = 1
2Tr[QmQ

∗
mD

2vm]− 〈Ax +Bm(x), Dvm〉 −K|Ax|2vm,
vm(0) = φ,

which is solved by the following Feynman-Kac formula

(2.12) vm(t, x) = E

[

φ(Xm(t, x)) exp{−K
∫ t

0

|AXm(s, x)|2ds}
]

.

Denote

(2.13) Sm
t φ(x) = vm(t, x),

(2.14) Pm
t φ(x) = um(t, x),

for any φ ∈ B(πmD(A)), it is clear that Sm
t and Pm

t are both contraction semigroups
on B(πmD(A)). By Duhamel’s formula, we have

(2.15) um(t) = Sm
t φ+K

∫ t

0

Sm
t−s[|Ax|2um(s)]ds.

For further use, we set

(2.16) Em,K(t) = exp{−K
∫ t

0

|AXm(s)|2ds},

which plays a very important role in section 3. The constant K > 1 in (2.16) is
a large but fixed number. Note that in the following, we work on a fixed time
interval [0, T ], the constant K may depend on T . We often use the trivial fact
Em,K1+K2

(t) = Em,K1
(t)Em,K2

(t) and

(2.17)

∫ t

0

|AXm(s)|2Em,K(s)ds =
1

K
(1− Em,K(t)) ≤ 1

K
.

3. Gradient estimate for the semigroups Sm
t

In this section, the main result is as follows, and it is similar to Lemma 3.4 in
[5] (or Lemma 4.8 in [4]).

Theorem 3.1. Given any T > 0 and k ∈ Z+, there exists some p > 1 such that
for any max{ 1

2 , r − 1
2} < γ ≤ 1 with γ 6= 3/4 and r defined in Assumption 2.1, we

have

(3.1) ||A−γDSm
t φ||k ≤ Ct−α||φ||k 0 < t ≤ T

for all φ ∈ C1
b (D(A),R), where C = C(k, γ, r, T,K) > 0 and α = p+ 1

2 + r − γ.

Remark 3.2. The condition ’γ 6= 3/4’ is due to the estimate (6.11) about the
nonlinearity B(u, v). Note that p is larger than 1 so that estimate (3.1) does not
imply time integrability of the gradient of Sm

t .

In [4] and [5], estimate (3.1) is proved by applying the identity

DhS
m
t φ(x) =

1

t
E[Em,K(t)φ(Xm(t, x))

∫ t

0

〈Q−1DhX
m(s, x), dWs〉]

+ 2KE

[

Em,K(t)φ(Xm(t, x))

∫ t

0

(1− s

t
)〈AXm(s, x), ADhX

m(s, x)〉ds
]

,

(3.2)
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and bounding the two terms on the r.h.s. of (3.2). Since Q in Assumption 2.1 is de-
generate, formula (3.2) is not available in our case. Alternatively, we apply the idea
in [8] to fix this problem, i.e. we split Xm(t) into the low and high frequency parts,
and apply Malliavin calculus and Bismut-Elworthy-Li formula to treat these terms.

Let n ∈ N be a fixed number throughout this paper which satisfies n > n0

and is determined below, see the proof of Proposition 4.6. Recal that n0 is the
constant given in Assumption 2.1. We split the Hilbert space H into the low and
high frequency parts by

(3.3) πlH = πnH, πhH = (Id− πn)H.

(We remark that the technique of splitting frequency space into two pieces is similar
to the well known Littlewood-Paley projection in Fourier analysis.) Then, the
Galerkin approximation (2.8) with m > n can be divided into two parts as follows:

dX lm + [AX lm +B lm(Xm)]dt = QlmdW
l

t ,

dX hm + [AX hm +Bhm(Xm)]dt = QhmdW
h

t ,
(3.4)

where X lm = πlXm, X
h

m = πhXm and the other terms are defined in the same way.
In particular,

(3.5) Qlm =
∑

k∈Zl (n)\Zl (n0)

2
∑

i,j=1

qijk e
i
k ⊗ ejk , Qhm =

∑

k∈Zl (m)\Zl (n)

2
∑

i,j=1

qijk e
i
k ⊗ ejk,

with x⊗ y : H −→ H defined by (x⊗ y)z = 〈y, z〉x

With such separation for the dynamics, it is natural to split the Frechet deriva-
tives on H into the low and high frequency parts. More precisely, for any stochastic
process Φ(t, x) on H with Φ(0, x) = x, the Frechet derivative DhΦ(t, x) is defined
by

DhΦ(t, x) := lim
ǫ→0

Φ(t, x+ ǫh)− Φ(t, x)

ǫ
h ∈ H,

provided the limit exists. The map DΦ(t, x) : H −→ H is naturally defined by
DΦ(t, x)h = DhΦ(t, x) for all h ∈ H . Similarly, one can easily define Dl Φ(t, x),
DhΦ(t, x), Dl Φh (t, x), DhΦl (t, x) and so on, for instance, DhΦl (t, x) : πhH → πl H
is defined by

DhΦl (t, x)h = DhΦ
l (t, x) ∀ h ∈ πhH

with DhΦ
l (t, x) = lim

ǫ→0
[Φl (t, x+ ǫh)− Φl (t, x)]/ǫ.

Recall that for any φ ∈ C1
b (D(A),R) one can define Dφ by (2.5), in a similar

way as above, Dl φ(x) and Dhφ(x)) can be defined (e.g. Dl φ(x)h = limε→0[φ(x +
εh)− φ(x)]/ε h ∈ D(A)l ).

Lemma 3.3. Denote Z(t) =
∫ t

0 e
−A(t−s)QdWs, for any T > 0 and ε < σ/2 with

the σ as in Assumption 2.1, one has

(3.6) E

[

sup
0≤t≤T

|A1+εZ(t)|2k
]

≤ C(α)T 2k(σ−2ε−2α)
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where 0 < α < σ/2 − ε and k ∈ Z+. Moreover, as K > 0 is sufficiently large, for
any T > 0 and any k ≥ 2, we have

(3.7) E

[

sup
0≤t≤T

Em,K(t)|AXm(t)|k
]

≤ C(k, T )(1 + |Ax|k).

Proof. The proof of (3.6) is standard (see Proposition 3.1 of [5]). Writing Xm(t) =
Ym(t) + Zm(t), and differentiating |AYm(t)|2 (or seeing (3.1) in Lemma 3.1 of [4]),
we have

Em,K(t)|AYm(t)|2 ≤ |Ax|2 + sup
0≤t≤T

|AZm(t)|2.

as K > 0 is sufficiently large. Hence,

Em,K(t)|AXm(t)|2 ≤ Em,K(t)|AYm(t)|2+Em,K(t)|AZm(t)|2 ≤ |Ax|2+2 sup
0≤t≤T

|AZ(t)|2.

Hence, by (3.6) and the above inequality, we immediately have (3.7). �

Lemma 3.4. Sm
t : Ck(D(A),R) → Ck(D(A),R) is bounded with the estimate

(3.8) ||Sm
t φ||k ≤ C||φ||k.

where C = C(k) > 0.

Proof. For any x ∈ D(A), by (2.11), (2.13) and (3.7), one clearly has

|Sm
t φ(x)| ≤ ||φ||kE[(1 + |AXm(t)|k)Em,K(t)] ≤ C(1 + |Ax|k)||φ||k.

�

The main ingredients of the proof of Theorem 3.1 are the following two lemmas,
and they will be proven in Appendix 6.3 and Section 4.2 respectively.

Lemma 3.5. Let x ∈ D(A) and let Xm(t) be the solution to (2.8). Then, for any
max{ 1

2 , r − 1
2} < γ ≤ 1 with γ 6= 3/4, h ∈ πmH and v ∈ L2

loc(0,∞;H), as K is
sufficiently large, we have almost surely

|AγDhXm(t)|2Em,K(t) +

∫ t

0

|A1/2+γDhXm(s)|2Em,K(s)ds ≤ |Aγh|2(3.9)

|AγDhhX
l

m(t)|2Em,K(t) ≤ C

K
|Aγh|2(3.10)

|AγDhlX
h

m(t)|2Em,K(t) ≤ C

K
|Aγh|2(3.11)

∫ t

0

|ArDhXm(s)|2Em,K(s)ds ≤ Ct1−2(r−γ)|Aγh|2(3.12)

E[Em,K(t)

∫ t

0

〈v(s), dW (s)〉] ≤ E[

∫ t

0

E2
m,K(s)|v(s)|2ds](3.13)

where all the C = C(γ) > 0 above are independent of m and K.

Lemma 3.6. Given any φ ∈ C1
b (D(A)) and h ∈ πlH, there exists some p >

1 (possibly very large) such that for any k ∈ Z+, we have some constant C =
C(p, k) > 0 such that

(3.14) |E[Dl φ(Xm(t))DhX
l

m(t, x)Em,K(t)]| ≤ Ct−peCt||φ||k(1 + |Ax|k)|h|



EXPONENTIAL MIXING OF NSE WITH MILDLY DEGENERATE NOISE 9

Proof of Theorem 3.1. For the notational simplicity, we shall drop the index in the
quantities if no confusion arises. For St−sφ(X(s)), applying Itô formula to X(s)
and the equation (2.11) to St−s, (differentiating on s), we have

d [St−sφ(X(s))EK(s)] = LmSt−sφ(X(s))EK(s)ds+DSt−sφ(X(s))EK(s)QdWs

− LmSt−sφ(X(s))EK(s)ds+K|AX(s)|2St−sφ(X(s))EK(s)ds

− St−sφ(X(s))K|AX(s)|2EK(s)ds

= DSt−sφ(X(s))EK(s)QdWs

where Lm is the Kolmogorov operator defined in (2.9), thus

(3.15) φ(X(t))EK(t) = Stφ(x) +

∫ t

0

DSt−sφ(X(s))EK(s)QdWs

Given any h ∈ πmH , by (A3) of Assumption 2.1 and (3.15), we have yht :=
(Qh )−1DhhX

h (t) so that

E[φ(X(t))EK(t)

∫ t/2

0

〈yhs, dW hs 〉]

= E[

∫ t

0

DSt−sφ(X(s))EK(s)Qh dW hs

∫ t/2

0

〈(Qh )−1DhhX
h (s), dW hs 〉]

=

∫ t/2

0

E[DhSt−sφ(X(s))DhhX
h (s)EK(s)]ds,

(3.16)

hence,

∫ t/2

0

E[DhhSt−sφ(X(s))EK(s)]ds = E[φ(X(t))EK(t)

∫ t/2

0

〈(Qh )−1DhhX
h (s), dW hs 〉]

+

∫ t/2

0

E[Dl St−sφ(X(s))DhhX
l (s)EK(s)]ds.

(3.17)

By the fact Stφ(x) = E[St−sφ(X(s))EK(s)], (3.16) and (3.17), we have

DhhStφ(x) =
2

t

∫ t/2

0

DhhE[St−sφ(X(s))EK(s)]ds

=
2

t
E[φ(X(t))EK(t)

∫ t/2

0

〈(Qh )−1DhhX
h (s), dW hs 〉]

+
2

t

∫ t/2

0

E[Dl St−sφ(X(s))DhhX
l (s)EK(s)]ds

− 4K

t

∫ t/2

0

E[St−sφ(X(s))EK(s)

∫ s

0

〈AX(r), ADhhX(r)〉dr]ds

=
2

t
I1 +

2

t
I2 −

4K

t
I3.

We now fix T, γ, k, r and let C be constants depending on T, γ, k and r (whose
values can vary from line to line), then I1, I2 and I3 above can be estimated as
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follows:

|I1| ≤ ||φ||kE
[

EK/2(t)(1 + |AX(t)|k)EK/2(t)

∫ t/2

0

〈(Qh )−1DhhX
h (s), dW hs 〉

]

≤ ||φ||kE
(

sup
0≤s≤T

(1 + |AX(s)|k)2EK(s)

)
1
2

E

(

|EK
2
(t)

∫ t/2

0

〈(Qh )−1DhhX
h (s), dW hs 〉|2

)
1
2

≤ C||φ||k(1 + |Ax|k)E
(

∫ t/2

0

|ArDhhX
h (s)|2EK(s)ds

)1/2

≤ Ct1/2−(r−γ)||φ||k(1 + |Ax|k)|Aγh|

where the last two inequalities are by (3.7), (3.13) and (3.12) in order. By (3.10)
and (3.7),

|I2| ≤
C

K

∫ t/2

0

||A−γDl St−sφ||kE
[

(1 + |AX(s)|k)EK/2(s)
]

ds|Aγh|

≤ C

K

∫ t/2

0

||A−γDSt−sφ||kds(1 + |Ax|k)|Aγh|.

By Markov property of X(t) and (3.7), we have

|I3| =
∫ t/2

0

E

{

E[φ(X(t))e−K
∫ t
s
|AX(r)|2dr|Fs]EK(s)

∫ s

0

〈AX(r), ADhhX(r)〉dr
}

ds

≤ C||φ||k
∫ t

0

E[(1 + |AX(s)|k)EK/2(s)

∫ s

0

EK/2(r)|AX(r)| · |ADhhX(r)|dr]ds,

moreover, and by Hölder inequality, Poincare inequality |Aγ+ 1
2x| ≥ |Ax|, (2.17)

and (3.9),

∫ s

0

EK/2(r)|AX(r)| · |ADhhX(r)|dr

≤ (

∫ s

0

EK/2(r)|AX(r)|2dr) 1
2 (

∫ s

0

|ADhhX(r)|2EK/2(r)dr)
1
2

≤ [

∫ s

0

EK/2(r)|A
1
2
+γDhhX(r)|2dr] 12 ≤ |Aγh|;

hence, by (3.7) and the above,

|I3| ≤ Ct||φ||k(1 + |Ax|k)|Aγh|.

Collecting the estimates for I1, I2 and I3, we have
(3.18)

|DhhStφ(x)| ≤ C

{

(t−
1
2
−(r−γ) +K)||φ||k +

1

Kt

∫ t/2

0

||A−γDSt−sφ||kds
}

(1+|Ax|k)|Aγh|
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For the low frequency part, according to Lemma 3.6, we have

|Dhl Stφ(x)| = |Dhl St/2(St/2φ)(x)|
≤ |E[DhSt/2φ(X(t/2))DhlX

h (t/2)EK(t/2)]|
+ |E[Dl St/2φ(X(t/2))DhlX

l (t/2)EK(t/2)]|

+ E[|St/2φ(X(t/2))|EK(t/2)K

∫ t/2

0

|AX(s)||ADhl X(s)|ds]

≤ C

{

1

K
||A−γDSt/2φ||k + t−peCt||φ||k +K||φ||k

}

(1 + |Ax|k)|Aγh|

(3.19)

where the last inequality is due to (3.11), (3.7) and (3.14), and to the following
estimate (which is obtained by (3.8) and the same argument as in estimating I3):

E[St/2φ(X(t/2))EK(t/2)

∫ t/2

0

|AX(s)||ADhlX(s)|ds] ≤ C||φ||k(1 + |Ax|k)|Aγh|

Denote α = p+ 1
2 + r − γ and

φT = sup
0≤t≤T

tα||A−γDStφ||k,

by (3.7), (3.9) and the similar argument as estimating I3, we have

|DhStφ(x)| = |DhE[φ(X(t))EK(t)]|

≤ E
[

|A−γDφ(X(t))|EK
2
(t)|AγDhX(t)|EK

2
(t)
]

+ 2KE

[

|φ(X(t))|EK
2
(t)EK

2
(t)

∫ t

0

|AX(s)||ADhX(s)|ds
]

≤ C(T,K, γ, k)(||A−γDφ||k + ||φ||k)(1 + |Ax|k)|Aγh|,
which implies ||A−γDStφ||k ≤ C(T,K, γ, k)(||A−γDφ||k + ||φ||k), thus φT <∞.

Combine (3.18) and (3.19), we have for every t ∈ [0, T ]

tα||A−γDStφ||k

≤ Ctp||φ||k +
C

K
tα−1

∫ t/2

0

(t− s)−α(t− s)α||A−γDSt−sφ||kds

+ CKtα||φ||k +
C

K
tα||A−γDSt/2φ||k + Ctα−peCt||φ||k

≤ Ctp||φ||k + φT
C

K
tα−1

∫ t/2

0

(t− s)−αds

+ CKtα||φ||k + φT
C

K
+ Ctα−peCt||φ||k

≤ φT
C

K
+KCeCT ||φ||k,

this easily implies

φT ≤ φT
C

K
+KCeCT ||φ||k.
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As K > 0 is sufficiently large, we have for all t ∈ [0, T ]

tα||A−γDStφ||k ≤ K

1− C/K
CeCT ||φ||k,

from which we conclude the proof. �

4. Malliavin Calculus

4.1. Some preliminary for Malliavin calculus. Given v ∈ L2
loc(R

+, πmH), the
Malliavin derivative of Xm(t) in direction v, denoted as DvXm(t), is defined by

DvXm(t) = lim
ǫ→0

Xm(t,W + ǫV )−Xm(t,W )

ǫ

where V (t) =
∫ t

0
v(s)ds, provided the above limit exists; v can be random and is

adapted with respect to the filtration generated by W .
Recall πl H = πnH and Zl (n) = [−n, n]3 \ (0, 0, 0) with n0 < n < m to be

determined in Proposition 4.6. The Malliavin derivatives on the low and high
frequency parts of Xm(t), denoted by DvX

l

m(t) and DvX
h

m(t), can be defined in a
similar way as above. Moreover, DvX

l

m(t) and DvX
h

m(t) satisfy the following two
SPDEs respectively ([12]):

∂tDvX
l

m +ADvX
l

m + B̃ lm(DvX
l

m, Xm) + B̃ lm(DvX
h

m, Xm) = Qlmv
l(4.1)

with DvX
l

m(0) = 0, and

∂tDvX
h

m +ADvX
h

m + B̃hm(DvX
l

m, Xm) + B̃hm(DvX
h

m, Xm) = Qhmv
h(4.2)

with DvX
h

m(0) = 0, where B̃(u, v) = B(u, v) +B(v, u). Moreover, we define a flow
between s and t by Jm

s,t (s ≤ t), where Jm
s,t ∈ L(πl H, πlH) satisfies the following

equation: ∀ h ∈ πlH

(4.3) ∂tJ
m
s,th+AJm

s,th+ B̃ lm(Jm
s,th,Xm(t)) = 0

with Jm
s,s = Id ∈ L(πl H, πlH). It is easy to see that the inverse (Jm

s,t)
−1 exists and

satisfies

(4.4) ∂t(J
m
s,t)

−1h− (Jm
s,t)

−1[Ah+ B̃ lm(h,Xm(t))] = 0.

Simply writing Jm
t = Jm

0,t, clearly, J
m
s,t = Jm

t (Jm
s )−1.

We shall follow the ideas in section 6.1 of [8] to develop a Malliavin calculus
for Xm, one of the key points for this approach is to find an adapted process
v ∈ Lloc(R

+;πmH) such that

(4.5) Qhmv
h (t) = B̃hm(DvX

l

m(t), Xm(t)),

which, combining with (4.2), implies DvX
h

m(t) = 0 for all t > 0. More precisely,

Proposition 4.1. There exists some v ∈ L2
loc(R

+;πmH) satisfying (4.5), and

DvX
l

m(t) = Jm
t

∫ t

0

(Jm
s )−1Qlmv

l (s)ds, DvX
h

m(t) = 0.
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Proof. When DvX
h

m(t) = 0 for all t ≥ 0, equation (4.1) is simplified to

∂tDvX
l

m + [ADvX
l

m + B̃ lm(DvX
l

m, Xm)] = Qlmv
l

with DvX
l

m(0) = 0, which is solved by

(4.6) DvX
l

m(t) =

∫ t

0

Jm
s,tQ

l

mv
l (s)ds = Jm

t

∫ t

0

(Jm
s )−1Qlmv

l (s)ds.

Due to (A3) of Assumption 2.1, there exists some v ∈ L2
loc(R

+, πmH) so that vh

satisfies (4.5), therefore, (4.2) is a homogeneous linear equation and has a unique
solution DvX

h

m(t) = 0, ∀ t > 0. �

With the previous lemma, we see that the Malliavin derivative is essentially
restricted in low frequency part. Take

N := 2[(2n+ 1)3 − 1]

vectors v1, . . . , vN ∈ L2
loc(R

+;πmH) with each satisfying Proposition 4.1 (N is the
dimension of πlH). Denote by

(4.7) v = [v1, . . . , vN ],

we have

(4.8) DvX
h

m = 0, DvX
l

m(t) = Jm
t

∫ t

0

(Jm
s )−1Qlmv

l (s)ds,

where Qlm is defined in (3.5). In particular, DvX
l

m(t) is an N ×N matrix. Choose

vl (s) = [(Jm
s )−1Qlm]∗

and set

(4.9) Mm
t =

∫ t

0

[(Jm
s )−1Qlm][(Jm

s )−1Qlm]∗ds,

Mm
t is calledMalliavin matrix, and is clearly a symmetric operator in L(πl H, πlH).

∀ η ∈ πlH , we have by Parseval’s identity

〈Mtη, η〉 =
∫ t

0

〈[(Jm
s )−1Qlm]∗η, [(Jm

s )−1Qlm]∗η〉ds

=
∑

k∈Zl (n)

2
∑

i=1

∫ t

0

|〈(Jm
s )−1Qlme

i
k, η〉|2ds

=
∑

k∈Zl (n)\Zl (n0)

2
∑

i=1

∫ t

0

|〈(Jm
s )−1qikek, η〉|2ds

(4.10)

where qik is the i-th column vector of the 2× 2 matrix qk (recall (2.3)).

The following lemma is crucial for proving Lemma 3.6 and is proven in Appendix
6.3.

Lemma 4.2. 1. For any h ∈ πlH, we have

(4.11) |Jm
t h|2Em,K(t) ≤ |h|2,

(4.12) |DhX
l (t)|2Em,K(t) ≤ |h|2,
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(4.13) |(Jm
t )−1h|2Em,K(t) ≤ CeCt|h|2

(4.14)
∣

∣Em,K(t)(Jm
t )−1 − Id

∣

∣

L(H)
≤ t1/2CeCt

(4.15) E

(∫ t

0

|[(Jm
s )−1Qlm]∗h|2Em,K(s)ds

)

≤ teCttr[Qlm(Qlm)∗]|h|.

where the above C = C(n) > 0 can vary from line to line and the n is the size of
πlH defined in (3.3).

2. Suppose that v1, v2 satisfy Proposition 4.1 and h ∈ πlH, we have

(4.16) |ADv1X
l

m(t)|2Em,K(t) ≤ C

∫ t

0

e1/2(t−s)|vl1(s)|2Em,K(s)ds

(4.17) |Dv1DhX
l

m(t)|2Em,K(t) ≤ CeCt|h|2
(∫ t

0

|vl1(s)|2Em,K
2
(s)ds

)

(4.18)

|D2
v1v2X

l

m(t)|2Em,K(t) ≤ CeCt

(
∫ t

0

|vl1(s)|2Em,K
2
(s)ds

)(
∫ t

0

|vl2(s)|2Em,K
2
(s)ds

)

where the above C = C(n) > 0 can vary from line to line and the n is the size of
πlH defined in (3.3).

4.2. Hörmander’s systems and proof of Lemma 3.6. Recall the Galerkin
equation satisfied by X lm

(4.19) dX lm + [AlmX
l

m +B lm(X)]dt =
∑

k∈Zl (n)\Zl (n0)

2
∑

i=1

qikdw
i
k(t)ek

where Al is the Stokes operator restricted on πlH and qik is the i-th column vector
in the 2 × 2 matrix qk (under the orthonormal basis (ek,1,ek,2) of k

⊥). Given any
two Banach spaces B1 and B2, denote P (B1, B2) the collections of functions from
B1 to B2 with polynomial growth. We introduce the Lie bracket on πl H as follows:
∀ K1 ∈ P (πmH, π

l H), K2 ∈ P (πmH, π
lH), define [K1,K2] by

[K1,K2](x) = DK1(x)K2(x)−DK2(x)K1(x) ∀ x ∈ πmH.

The brackets [K1,K2] will appear when differentiating J−1
t K1(X(t)) in the proof

of Lemma 4.7.

Definition 4.3. The Hömander’s systemK for equation (4.19) is defined as follows:
given any y ∈ πmH , define

K0(y) = {qikek; k ∈ Zl (n) \ Zl (n0), i = 1, 2}
K1(y) = {[Alm +B lm(·, ·), qikek](y); k ∈ Zl (n) \ Zl (n0), i = 1, 2}
K2(y) = {[qikek,K](y);K ∈ K1(y), k ∈ Zl (n) \ Zl (n0), i = 1, 2}

and K(y) = span{K0(y) ∪ K1(y) ∪ K2(y)}, where each qik is the column vector
defined in (2.3).



EXPONENTIAL MIXING OF NSE WITH MILDLY DEGENERATE NOISE 15

Definition 4.4. The systemK satisfies the restricted Hörmander condition if there
exist some δ > 0 such that for all y ∈ πmH

(4.20) sup
K∈K

|〈K(y), ℓ〉| ≥ δ|ℓ|, ℓ ∈ πlH.

The following lemma gives some inscription for the elements in K2 (see (4.21))
and plays a key role for the proof of Proposition 4.6. It is proven in Section 6.1.

Lemma 4.5. For each k ∈ Zl (n0), define mixing set Yk by

Yk =
{

B̃m,k (qjℓjej , qlℓlel) : j, l ∈ Zh (n0); ℓj ∈ j⊥, ℓl ∈ l⊥
}

,

where B̃m,k(x, y) is the Fourier coefficient of B̃m(x, y) at the mode k. For all
k ∈ Zl (n0), span{Yk} = k⊥.

Proposition 4.6. It is possible to choose n such that K in Definition 4.3 satisfies
the restricted Hörmander condition.

Proof. It suffices to show that for each k ∈ Zl (n0), the Lie brackets in Definition
4.3 can produce at least two linearly independent vectors of Yk in Lemma 4.5. (We
note that [21] proved a similar proposition).

As k ∈ Zl (n0) ∩ Z3
+, by Lemma 4.5, Yk has at least two linearly independent

vectors h1k ∦ h2k. Without loss of generality, assume h1k = B̃k(q
1
jk
ejk , q

1
lk
elk) and

h2k = B̃k(q
2
jk
ejk , q

2
lk
elk) with jk,−lk ∈ Zh (n0) and jk + lk = k. We can easily have

(simply writing j = jk, l = lk)

(4.21) [qijej , [A
l y +B l (y, y), qilel]] = −B̃ l (qilel, qijej),

and by (6.1)-(6.3),

[qijej , [A
l y +B l (y, y), qikek]] = −1

2
B̃j−l(q

i
jej, q

i
lel)−

1

2
B̃k(q

i
jej , q

i
lel).

Clearly, j−l ∈ Zh (n0), by (A2) of Assumption 2.1, B̃j−l(q
1
j ej, q

1
l el) and B̃j−l(q

2
j ej , q

2
l el)

must both be equal to a linear combination of qij−lej−l (i = 1, 2). Combining this

observation with the previous assumption B̃k(q
1
j , q

1
l ) ∦ B̃k(q

2
j , q

2
l ), one immediately

has that [qijej, [A
l y +B l (y, y), qilel]] (i = 1, 2) and qij−lej−l (i = 1, 2) span k⊥.

Similarly, we have the same conclusion for k ∈ Zl (n0) ∩ Z3
−. Choose the n in

(3.3) sufficiently large so that jk, lk, jk + lk, jk − lk ∈ Zl (n) for all k ∈ Zl (n0). �

With Proposition 4.6, we can show the following key lemma (see the proof in
Section 6.2).

Lemma 4.7. Suppose that Xm(t, x) is the solution to equation (2.8) with initial
data x ∈ πmH. Then Mm

t is invertible almost surely. Denote λmin(t) the minimal
eigenvalue of Mm

t , then there exists some constant q > 0 such that for all p > 0 we
have a constant C = C(p) > 0 satisfying

(4.22) P

{

1

λmin(t)
≥ 1

εq

}

≤ Cεp

tp
.
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Proof of Lemma 3.6. We shall simply write X(t) = Xm(t), Jt = Jm
t , Mt = Mm

t ,
Ql = Qlm and EK(t) = Em,K(t) for notational simplicity. Under an orthonormal

basis of πl H , the operators Jt, Mt, DvX
l (t) with v defined in (4.7), and Dl X l (t)

can all be represented by N × N matrices, where N is the dimension of πl H .
Noticing DvX

l (t) = JtMt (see (4.8)), the following φil is well defined:

φil(X(t)) = φ(X(t))

N
∑

j=1

[(DvX
l (t))−1]ij [D

lX l (t)]jlEK(t) i, l = 1, . . . , N,

where v is defined in (4.7) with vl (t) = (J−1
t Ql )∗. For any h ∈ πlH , by our special

choice of v, we have

Dvhφil(X(t)) = Dl φ(X(t))[DvX
l (t)h]

N
∑

j=1

[(DvX
l (t))−1]ij [D

lX l (t)]jlEK(t)

+ φ(X(t))
N
∑

j=1

Dvh

{

[(DvX
l (t))−1]ij [D

lX l (t)]jl
}

EK(t)

− 2Kφil(X(t))

∫ t

0

〈AX(s), ADvhX(s)〉ds

(4.23)

Note that πlH is isomorphic to RN under the orthonormal basis. Take the stan-
dard orthonormal basis {hi; i = 1, . . . , N} of RN , which is a representation of the
orthonormal basis of πlH . Set h = hi in (4.23) and sum over i, we obtain

E
(

Dl φ(X(t))Dlhl
X l (t)EK(t)

)

= E

(

N
∑

i=1

Dvhiφil(X(t))

)

− E





N
∑

i,j=1

φ(X(t))Dvhi

{

[(DvX
l (t))−1]ij [D

lX l (t)]jl
}

EK(t)





+ 2KE

(

N
∑

i=1

φil(X(t))

∫ t

0

〈AX(s), ADvhiX(s)〉ds
)

(4.24)

Let us first bound the first term on the r.h.s. of (4.24) as follows: By Bismut
formula (simply write vi = vhi), (3.7) and the identity DvX

l (t) = JtMt, one has

|E
(

N
∑

i=1

Dviφil(X(t))

)

| = |E





N
∑

i,j=1

φ(X(t))[M−1
t J−1

t ]ij [D
lX l (t)]jlEK(t)

∫ t

0

〈vli , dWs〉



 |

≤ C||φ||k(1 + |Ax|k)
N
∑

i,j=1

E

(EK/2(t)

λmin
|J−1

t hj||Dlhl
X l (t)||

∫ t

0

〈vli , dWs〉|
)

,

(4.25)
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moreover, by Hölder’s inequality, Burkholder-Davis-Gundy’s inequality, (4.22), (4.13),
(4.12) and (4.15) in order,

E

(EK/2(t)

λmin
|J−1

t hj||Dlhl
X l (t)||

∫ t

0

〈vli , dWs〉|
)

≤
[

E

(

1

λ6min

)]
1
6
[

E
(

|J−1
t hj|6EK(t)

)]
1
6
[

E
(

|Dlhl
X l (t)|6EK(t)

)]
1
6

[

E(

∫ t

0

EK
3
(s)|(J−1

s Ql )∗hi|2ds)
]

1
2

≤ CeCt

tp

(4.26)

where p > 6q + 1 and C = C(p). Combining (4.25) and (4.26), we have

(4.27) |E
(

N
∑

i=1

Dviφil(X(t))

)

| ≤ CeCt

tp
||φ||k(1 + |Ax|k)

where C = C(p, k) > 0. By a similar method but a little more complicate calcula-
tions (using Lemma 4.7 and the estimates in Lemma 4.2), we have the same bounds
for the other two terms on the r.h.s. of (4.24). Hence,

|E
[

Dl φ(X(t))Dlhl
X l (t)EK(t)

]

| ≤ t−pCeCt||φ||k(1 + |Ax|k)
for all t > 0. Since the above argument is in the framework of πlD(A) with the
orthonormal base {hl; 1 ≤ l ≤ N}, we have

|E
[

Dl φ(X(t))DhX
l (t)EK(t)

]

| ≤ t−pCeCt||φ||k(1 + |Ax|k)|h| h ∈ πlH.

�

5. Proof of the main theorems

5.1. Gradient estimates of um(t). To prove the strong Feller property of the
semigroup Pm

t (recall Pm
t φ = um(t)) and the later limiting semigroup Pt, a typical

method is to show that Pm
t has a gradient estimate similar to (3.1). In [5], one has

the same estimate as (3.1) but with α = 1
2 + r − γ therein, thanks to the property

0 < 1
2 + r − γ < 1, one can easily show

||A−γDum(t)||2 ≤ C(t−
1
2
−r+γ + 1)||φ||0,

this is exactly the second inequality in Proposition 3.5 of [5].

In our case, by the same method as in [5] (i.e. applying (3.1) to bound the r.h.s.
of (2.15)), we formally have

(5.1) ||A−γDum(t)||2 ≤ Ct−α||φ||0 +KC

∫ t

0

(t− s)−αds||φ||0,

however, the integral on the r.h.s. of (5.1) blows up due to α > 1 in (3.1) .

We have two ways to overcome this problem of non integrability in (5.1). One
is by an interpolation argument (see Proposition 5.1), the other is by some more
delicate analysis (see Proposition 5.2). The underlying ideas of the two methods are
the same, i.e. trading off the regularity of the space for the integrability of the time.
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Proposition 5.1. Given T > 0, for any 0 < t ≤ T , max{ 1
2 , r − 1

2} < γ ≤ 1 with

γ 6= 3
4 and 0 < β < 1, if φ ∈ C1

b (D(A),R), then Sm
t φ and umt are both functions in

C
β/α
2,γ (D(A),R), which is the Hölder space defined by (2.6). Moreover,

(5.2) ||Sm
t φ||Cβ/α

2,γ
≤ Ct−β ||φ||2,

(5.3) ||um(t)||
C

β/α
2,γ

≤ C(t−β + 1)||φ||0,

where α = p+ 1
2 + r − γ is defined in (3.1) and C = C(T, α, β, γ) > 0.

Proof. By (3.1), one has Sm
t : C2(D(A),R) → C1

2,γ(D(A),R) with

||Sm
t φ||C1

2,γ
≤ Ct−α||φ||2.

By a simple calculation with the the above estimate and (3.8), we have

||Sm
t φ||Cβ/α

2,γ
≤ C||Sm

t φ||β/αC1
2,γ

||Sm
t φ||1−β/α

2 ≤ Ct−β ||φ||2,

for any 0 ≤ β ≤ α. Take any 0 < β < 1, applying the above estimate on the
Duhamel formula (2.15) and the clear fact ||um(t)||0 ≤ ||φ||0, we immediately have
(5.3). �

Proposition 5.2. Given any T > 0, there exists some C = C(T, α, γ) > 0 such
that

(5.4) ||A−γDum(t)||2+2α ≤ Ct−α||φ||0
where max{r − 1

2 ,
1
2} < γ ≤ 1 with γ 6= 3

4 .

Proof. The idea of the proof is to split the integral
∫ t

0
|DhS

m
t−s(|Ax|2um(s))|ds into

two pieces, ’
∫ βt

0 · · · ’ and ’
∫ t

βt · · · ’ with some special β ∈ (0, 1), applying (3.1) to the

first piece and the probability presentation of Sm
t−s to the other. Roughly speaking,

’
∫ βt

0
· · · ’ takes away the singularity of (t − s)−α at s = t, while ’

∫ t

βt
· · · ’ conquers

the extra polynomial growth of |Ax|2 in Sm
t−s[|Ax|2um(s)]. However, we have to

pay a price of an extra polynomial growth of |Ax|2α for Dum(t).

For the notational simplicity, we shall drop the index m of the quantities if no
confusions arise. Denote

β = 1− 1

K2(1 + |Ax|2) ,

by (3.1) with k = 2, we have

|A−γDu(t, x)| ≤ Ct−α||φ||2(1 + |Ax|2) +KC

∫ βt

0

(t− s)−αds||φ||0(1 + |Ax|2)

+K

∫ t

βt

|A−γDSt−s(|Ax|2u(s))|ds

≤ Ct−α||φ||0(1 + |Ax|2) +K2α+1Ct−α+1(1 + |Ax|2+2α)||φ||0

+K

∫ t

βt

|A−γDSt−s(|Ax|2u(s))|ds,
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thus

tα|A−γDhu(t, x)| ≤ C||φ||0(1 + |Ax|2) +K2α+1Ct||φ||0(1 + |Ax|2+2α)

+Ktα
∫ t

βt

|A−γDSt−s(|Ax|2u(s))|ds.
(5.5)

Define

uφ,T = sup
0≤s≤T

sα||A−γDu(s)||2+2α,

let us estimate the integral on the r.h.s. of (5.5) in the following way: it is easy to
see that

∫ t

βt

|DhSt−s(|Ax|2u(s)]|ds

=

∫ t

βt

|E(Dh|AX(t− s)|2u(s,X(t− s))EK(t− s)]|ds

+

∫ t

βt

|E(|AX(t− s)|2u(s,X(t− s))DhEK(t− s)]|ds

+

∫ t

βt

|E(|AX(t− s)|2Dhu(s,X(t− s))EK(t− s)]|ds.

(5.6)

By the same argument as estimating I3 in the proof of Theorem 3.1 and the easy
fact ||u(t)||0 ≤ ||φ||0 for all t ≥ 0, the first two integrals on the r.h.s. of (5.6) can
both be bounded by

C(1 + |Ax|2)||φ||0|Aγh|.
The last integral can be estimated as follows: By (3.7), (3.9) and the definition of
uT,φ, one has
∫ t

βt

|E(|AX(t− s)|2Dhu(s,X(t− s))EK(t− s)]|ds

≤
∫ t

βt

E[(1 + |AX(t− s)|4+2α)EK
2
(t− s)||A−γDu(s)||2+2αEK

2
(t− s)|AγDhX(t− s)|]ds

≤ C(1 + |Ax|4+2α)|Aγh|
∫ t

βt

||A−γDu(s)||2+2αds

≤ C(1 + |Ax|4+2α)|Aγh|
(∫ t

βt

s−αds

)

uT,φ

≤ Ct−α+1

K2
uT,φ(1 + |Ax|2+2α)|Aγh|.

Collecting the above three estimates, we have
∫ t

βt

|A−γDSt−s(|Ax|2u(s))|ds ≤ C(1 + |Ax|2)||φ||0 +
Ct−α+1

K2
uT,φ(1 + |Ax|2+2α).

Plugging this estimate into (5.5) and dividing the both sides of the inequality by
(1 + |Ax|2+2α), one has

uT,φ ≤ C||φ||0 + CK2α+1T ||φ||0 + CKTα||φ||0 +
CT

K
uT,φ.
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As K > 0 is sufficiently large,

uT,φ ≤ C(1 +K2α+1T +KTα)

1− CT/K
||φ||0,

from this inequality, we immediately have (5.4). �

5.2. Proof of Theorem 2.4. One can pass to the Galerkin approximation limit
of um(t) by the same procedures as in [5]. For the completeness, we sketch out the
main steps as following.

The following proposition is nearly the same as Proposition 3.6 in [5], only with
a small modification in which (5.3) plays an essential role.

Proposition 5.3. Let φ ∈ C1
b (D(A),R) and T > 0. For any 0 < β < 1/2,

t1 ≥ t2 > 0, m ∈ N and x ∈ D(A), we have some C(T, β) > 0 such that

(5.7) |um(t1, x)−um(t2, x)| ≤ C||φ||C1
2,1

(1+|Ax|6)(|t2−t1|β+|A(e−At2−e−At1)x|).

Define KR = {x ∈ D(A); |Ax| ≤ R}, which is compact in D(Aγ) for any γ < 1,
we have the following lemma (which is Lemma 4.1 in [5]) by applying Proposition
5.3.

Lemma 5.4. Assume φ ∈ C1
b (D(A),R), then there exists a subsequence (umk

)k∈N

of (um) and a function u on [0, T ]×D(A), such that

(1) u ∈ Cb((0, T ]×D(A)) and for all δ > 0 and R > 0

lim
k→∞

umk
(t, x) = u(t, x) uniformly on [δ,T]×KR.

(2) For any x ∈ D(A), u(·, x) is continuous on [0, T ].
(3) For any max{ 1

2 , r − 1
2} < γ ≤ 1 with γ 6= 3

4 , δ > 0, R > 0 and β <
min{1/2, σ/2}, there exists some C = C(γ, β, δ, R, T, φ) such that for any
x, y ∈ KR, t ≥ s ≥ δ,

|u(t, x)− u(s, y)| ≤ C(|Aγ(x− y)|+ |t− s|β).
(4) For any t ∈ [0, T ], u(t, ·) ∈ Cb(D(A),R).
(5) u(0) = φ.

Lemma 5.5. For any δ ∈ (1/2, 1 + σ], there exists some constant C(δ) > 0 such
that for any x ∈ H, m ∈ N, and t ∈ [0, T ], we have

(1) E[|Xm(t, x)|2] + E
∫ t

0
|A1/2Xm(s, x)|2ds ≤ |x|2 + tr(QQ∗)t.

(2) E
∫ T

0
|A

1+δ
2 Xm(s,x)|2

(1+|A
δ
2 Xm(s)|2)γδ

ds ≤ C(δ), with γδ = 2
2δ−1 if δ ≤ 1 and γδ = 2δ+1

2δ−1 if

δ > 1.

By (1) of Lemma 5.5, we can prove that the laws L(Xm(·, x)) is tight in L2([0, T ], D(As/2))
for s < 1 and in C([0, T ], D(A−α)) for α > 0. By Skohorod’s embedding Theorem,
one can construct a probability space (Ωx,Fx,Px) with a random variable X(·, x)
valued in L2([0, T ], D(As/2))∩C([0, T ], D(A−α)) such that for any x ∈ D(A) there
exists some subsequence {Xmk

} satisfying

(5.8) Xmk
(·, x) → X(·, x) dPx a.s.
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in L2([0, T ], D(As/2)) ∩ C([0, T ], D(A−α)). Moreover, by (3) of Lemma 5.5, for
x ∈ D(A) we have (see (7.7) in [4])

(5.9) Xmk
(t, x) → X(t, x) in D(A) dt× dPx a.s. [0, T ]× Ωx.

Note that the subsequence {umk
} in Lemma 5.4 depends on φ, by the separable

property of C(D(A),R), we can find a subsequence {mk} of {m}, independent of
φ, such that {umk

}k converges. That is, we have the following lemma, which is
Lemma 7.5 of [4].

Lemma 5.6. There exists a subsequence {mk} of {m} so that for any φ ∈ C1
b (D(A),R),

one has a function uφ ∈ Cb([0, T ]×D(A)) satisfying

(5.10) lim
k→∞

uφmk
(t, x) = uφ(t, x) for all (t, x) ∈ (0, T ]×D(A)

and

uφmk
(t, x) → uφ(t, x) uniformly in [δ,T]×KR for any δ > 0,R > 0.

where uφmk
(t, x) = E[φ(Xmk

(t, x))].

Take the subsequence {mk} in Lemma 5.6 and define

(5.11) Ptφ(x) = uφ(t, x).

for all (t, x) ∈ [0, T ]×D(A), where uφ is defined by (5.10). By Riesz Representation
Theorem for functionals ([11], page 223) and the easy fact Pt1 = 1, (5.11) deter-
mines a unique probability measure P ∗

t δx supported on D(A). By (5.8), for any
x ∈ D(A), we have some subsequence {mx

k} of {mk} such that Xmx
k
(·, x) → X(·, x)

in L2([0, T ], D(As/2)) ∩ C([0, T ], D(A−α)) a.s. dPx, hence

Ptφ(x) = Ex[φ(X(t, x))]

for all φ ∈ C1
b (D(A),R) ∩ Cb(D(A−α),R). Since the measure P ∗

t δx is supported
on D(A), Px(X(t, x) ∈ D(A)) = 1, which is (1) of Definition 2.3. By a classic
approximation (Bb(D(A),R) can be approximated by C(D(A),R)), we have

(5.12) Ptφ(x) = Ex[φ(X(t, x))] is well defined for all φ ∈ Bb(D(A),R).

With the above observation, we can easily prove Theorem 2.4 as follows:

Proof of Theorem 2.4. Since Xmk
(·, x) → X(·, x) a.s. Px in C([0, T ], D(A−α)) and

the map x→ Pmk
x is measurable (Pmk

x is the law of Xmk
(·, x)), the map x→ Px is

also measurable. The following lemma is exactly Lemma 4.5 in [5] and expressed
as

Lemma 5.7. Let X(·, x) be the limit process of a subsequence {Xmk
}k. Then, for

any M,N ∈ N, t1, · · · , tn ≥ 0 and (fk)
M
k=0 with each fk ∈ C∞

c (πNH,R), we have
(5.13)
Ex[f0(X(0, x))f1(X(t1, x)) · · · fM (X(t1+· · ·+tM , x))] = f0(x)Pt1 [f1Pt2(f2Pt3f3 · · · )](x)
where each fk(x) = fk(πNx) and Pt is defined by (5.12).

One can easy extend (5.13) from C∞
c (πNH,R) to Bb(D(A),R), which easily

implies the Markov property of the family (Ωx,Fx,Px, X(·, x))x∈D(A). �
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5.3. Proof of Theorem 2.5. To prove the ergodicity, we first prove that (2.1) has
at least one invariant measure, and then show the uniqueness by Doob’s Theorem.
With the ergodic measure, we follow the coupling method in [19] to prove the
exponential mixing property (2.7).

Lemma 5.8. Each approximate stochastic dynamics Xm(t) has a unique invariant
measure νm.

Proof. By Proposition 5.1 or Proposition 5.2, we easily obtain that Pm
t is strong

Feller. The existence of the invariant measures for Xm(t) is standard (see [3]), and
it is easy to prove that 0 is the support of each invariant measure (see Lemma 3.1,
[7]). Therefore, by Corollary 3.17 of [12], we conclude the proof. �

The following lemma is the same as Lemma 7.6 in [4] (or Lemma 5.1 in [5]).

Lemma 5.9. There exists some constant C > 0 so that

(5.14)

∫

H

[|Ax|2 + |A1/2x|2/3 + |A1+σ/2x|(1+σ)/(10+8σ)]νmk
(dx) < C

where σ > 0 is the same as in Assumption 2.1.

With the above lemma, it is easy to see that {νmk
} is tight on D(A), and

therefore there exists a limit measure ν which satisfies ν(D(A)) = 1. Taking any
φ ∈ C1

b (D(A),R), we can check via the Galerkin approximation (or see the detail
in pp. 938 of [4]) that

(5.15)

∫

H

Ptφ(x)ν(dx) =

∫

H

φ(x)ν(dx)

for any t > 0. Hence ν is an invariant measure of Pt.

Proposition 5.10. The system X(t) is irreducible on D(A). More precisely, for
any x, y ∈ D(A), we have

(5.16) Pt[1Bδ(y)](x) > 0.

for arbitrary δ > 0, where Bδ(y) = {z ∈ D(A); |Az −Ay| ≤ δ}.
Proof. We first prove that the following control problem is solvable: Given any
T > 0, x, y ∈ D(A) and ε > 0, there exist ρ0 = ρ0(|Ax|, |Ay|, T ), u and w such that

• w ∈ L2([0, T ];H) and u ∈ C([0, T ];D(A)),
• u(0) = x and |Au(T )−Ay| ≤ ε,
• supt∈[0,T ] |Au(t)| ≤ ρ0,

and u, w solve the following problem,

(5.17) ∂tu+Au+B(u, u) = Qw,

where Q is defined in Assumption 2.1.

This control problem is exactly Lemma 5.2 of [23] with α = 1/4 therein, but
we give the sketch of the proof for completeness. First, it is easy to find some
z ∈ D(A5/2) with |Ay − Az| ≤ ǫ/2, therefore it suffices to prove there exists some
control w so that

(5.18) |Au(T )−Az| ≤ ǫ/2.
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Second, decompose u = uh +ul where uh = (I −πn0
)u and ul = πn0

u and n0 is the
number in Assumption 2.1, then equation (5.17) can be written as

∂tu
l +Aul +B l (u, u) = 0,(5.19)

∂tu
h +Auh +Bh (u, u) = Qhw.(5.20)

We prove (5.18) in the following four steps:

(1) Regularization of the initial data: Let w ≡ 0 on [0, T1], by some classical
arguments about the regularity of Navier-Stokes equation, one has u(T1) ∈
D(A5/2), where T1 > 0 depends on |Ax|.

(2) High modes lead to zero: Choose a smooth function ψ on [T1, T2] such that
0 ≤ ψ ≤ 1, ψ(T1) = 1 and ψ(T2) = 0, and set uh (t) = ψ(t)uh (T1) for
t ∈ [T1, T2]. Plugging this uh into (5.20), we obtain

w(t) = ψ′(t)(Qh )−1uh (T1) + ψ(t)(Qh )−1Auh (T1) + (Qh )−1Bh (u(t), u(t)).

(3) Low modes close to z l : Let ul (t) be the linear interpolation between ul (T2)
and z l for t ∈ [T2, T3]. Write u(t) =

∑

uk(t)ek, then (5.19) in Fourier
coordinates is given by

u̇k + |k|2uk +Bk(u, u) = 0, k ∈ Zl (N0),

where Bk(u, u) = Bk(u
l , ul )+Bk(u

l , uh )+Bk(u
h , ul )+Bk(u

h , uh ). We can
choose a suitable simple uh to Bk(u

l , uh ) = Bk(u
h , ul ) = 0 and make the

above equation explicitly solvable.
(4) High modes close to zh : In the interval [T3, T ] we choose uh as the linear

interpolation between uh (T3) and z
h . By continuity, as T −T3 is sufficiently

small (thanks to that T3 ∈ (T2, T ) can be arbitrary), ul (T ) is still close to
z l .

From the above four steps, we can see that supT1≤t≤T |A5/2u(t)| < ∞. Moreover,

since w ≡ 0 on [0, T1] and sup0≤t≤T1
|Au(t)|2 < ∞, by differentiating |Au(t)|2 and

applying (6.12), we have the energy inequality

(5.21) |Au(T1)|2 +
∫ T1

0

|A3/2u(s)|2ds ≤ C

∫ T1

0

|Au(s)|4ds+ |Ax|2 <∞

Hence u ∈ L2([0, T ], D(A3/2)). With this observation and the controllability, we
can apply Lemma 7.7 in [4] to obtain the conclusion (Note that our control w is
different from the w̄ in [4], this is the key point that we can apply the argument
there with Q not invertible.)

Alternatively, with the solvability of the above control problem, we can apply
the argument in the proof of Proposition 5.1 in [23] to show irreducibility. �

From Proposition 5.1 or Proposition 5.2, Pt is strong Feller. By the irreducibil-
ity, there exists a unique invariant measure ν for X(t) by Doob’s Theorem.

Finally, let us prove the exponential mixing property (2.7). To show this, it
suffices to prove that

(5.22) ||(Pm
t )∗µ− νm||var ≤ Ce−ct

(

1 +

∫

H

|x|2µ(dx)
)
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where c, C > 0 are independent of m, and νm is the unique measure of the approx-
imate dynamics (see Lemma 5.8). We follow exactly the coupling method in [19]
to prove (5.22), let us sketch out the key point as follows.

For two independent cylindrical Wiener processes W and W̃ , denote Xm and
X̃m the solutions of the equation (2.8) driven by W and W̃ respectively. For any
fixed 0 < T ≤ 1, given any two x1, x2 ∈ D(A), we construct the coupling of the
probabilities (Pm

T )∗δx1
and (Pm

T )∗δx2
as follows

(V1, V2) =











(Xm(T, x0), Xm(T, x0)) if x1 = x2 = x0,

(Z1(x1, x2), Z2(x1, x2)) if x1, x2 ∈ BD(A)(0, δ) with x1 6= x2,

(Xm(T, x1), X̃m(T, x2)) otherwise,

where (Z1(x1, x2), Z2(x1, x2)) is the maximal coupling of (Pm
T )∗δx1

and (Pm
T )∗δx2

(see Lemma 1.14 in [19]) and BD(A)(0, δ) = {x ∈ D(A); |Ax| ≤ δ}. It is clear that

(V1, V2) is a coupling of (Pm
T )∗δx1

and (Pm
T )∗δx2

. We construct (X1, X2) on TN by
induction: set X i(0) = xi (i = 1, 2) and define

X i((n+ 1)T ) = Vi(X
1(nT ), X2(nT )) i = 1, 2.

The key point for using this coupling to show the exponential mixing is the following
lemma, which plays the same role as Lemma 2.1 in [19], but we prove it in a little
simpler way.

Lemma 5.11. There exist some 0 < T, δ < 1 such that for any m ∈ N, one has a
maximal coupling (Z1(x1, x2), Z2(x1, x2)) of (P

m
T )∗δx1

and (Pm
T )∗δx2

which satisfies

(5.23) P(Z1(x1, x2) = Z2(x1, x2)) ≥ 3/4

if |Ax1| ∨ |Ax2| ≤ δ with δ > 0 sufficiently small.

Proof. Since (Z1(x1, x2), Z2(x1, x2)) is maximal coupling of (Pm
T )∗δx1

and (Pm
T )∗δx2

(see Lemma 1.14 in [19]), one has

||(Pm
T )∗δx1

− (Pm
T )∗δx2

||var = P{Z1(x1, x2) 6= Z2(x1, x2)}.
It is well known that

||(Pm
T )∗δx1

− (Pm
T )∗δx2

||var = sup
||g||∞=1

|E[g(Xm(T, x1))]− E[g(Xm(T, x2)]|

= sup
||g||∞=1

|Pm
T g(x1)− Pm

T g(x2)| ,

where || · ||∞ is the supremum norm. By Proposition 5.2, (noticing ||g||0 = ||g||∞=1
with || · ||0 defined in section 2), one has

|Pm
T g(x1)− Pm

T g(x2)| ≤
∫ 1

0

|A−1DPm
T g(λx1 + (1− λ)x2)||Ax1 −Ax2|dλ

≤ CT−α(1 + |Ax1|+ |Ax2|)2+2α|A(x1 − x2)| ≤ 1/4

if δ = T β with β > 0 sufficiently large. Hence P(Z1 = Z2) = 1 − P(Z1 6= Z2) ≥
3
4 . �

With this lemma, one can prove the exponential mixing (2.7) by exactly the
same procedure as in [19].
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6. Appendix

6.1. Some calculus for B̃k and Proof of Lemma 4.5.

Some calculus for B̃k. By B(u, v) = P [(u · ∇)v], we have

B(ajcosjξ, alsinlξ) =
1

2
(l · aj)P [alcos(j + l)ξ] +

1

2
(l · aj)P [alcos(j − l)ξ],

B(ajsinjξ, alcoslξ) =
1

2
(l · aj)P [alcos(j + l)ξ]− 1

2
(l · aj)P [alcos(j − l)ξ],

where P is the projection from L2(T3,R3) to H . If j,−l ∈ Z3
+ with j + l ∈ Z3

+,

∀ aj ∈ j⊥, al ∈ l⊥, we have from the above two expressions

B̃j−l(ajej, alel) =
1

2
[(l · aj)Pj−lal − (j · al)Pj−lal],(6.1)

B̃j+l(ajej, alel) =
1

2
[(l · aj)Pj+lal + (j · al)Pj+laj ],(6.2)

B̃k(ajej , alel) = 0 if k 6= j + l, j − l.(6.3)

where the projection Pk : R3 −→ k⊥ is defined by (2.2). For the case of j, l ∈ Z3
+

with j − l ∈ Z3
−, we can calculate B̃−j−l(ajej, alel), B̃j−l(ajej , alel) and so on by

the same method. �

Proof of Lemma 4.5. As k ∈ Zl (n0) ∩ Z3
+, for any j, l ∈ Z3

∗ such that

j ∈ Zh (n0) ∩ Z3
+, l ∈ Zh (n0) ∩ Z3

−, j ∦ l, |j| 6= |l|, j + l = k;(6.4)

taking an orthogonal basis {k, h1, h2} of R3 where {h1, h2} is an orthogonal basis
of k⊥ with h1 defined by

h1 = l if k · l = 0, h1 = j − j · k
k · l l otherwise.

Let pj ∈ j⊥, pl ∈ l⊥ be represented by pj = ak+ b1h1 + b2h2 and pl = αk+ β1h1 +
β2h2. Clearly, j, l⊥h2, by some basic calculation, we have

(j · pl)Pkpj + (l · pj)Pkpl =







−
[

(k·l)(|j|2−|l|2)
|j|2|l|2−(j·l)2 aα

]

h1 + (αb2 + β2a)h2 if h1 = j − j·k
k·l l

−
[

j·k
j·l aα

]

h1 + (αb2 + β2a)h2 if h1 = l

Since b2, β2, a, α ∈ R can be arbitrarily chosen, one clearly has

(6.5) {j · pl)Pkpj + (l · pj)Pkpl : pj ∈ j⊥, pl ∈ l⊥} = k⊥.

By (A3) of Assumption 2.1, we have rank(qj), rank(ql) = 2, therefore, by (6.2) and
(6.5),

{

B̃k (qjℓjej , qlℓlel) : ℓj ∈ j⊥, ℓl ∈ l⊥
}

= k⊥.

Hence, span{Yk} = k⊥. For k ∈ Zl (n0) ∩ Z3
−, we have the same conclusion by the

same argument as above. �
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6.2. Proof of Lemma 4.7. The key points for the proof are Proposition 4.6 and
the following Norris’ Lemma, which is exactly Lemma 4.1 in [18].

Lemma 6.1. (Norris’ Lemma) Let a, y ∈ R. Let βt, γt = (γ1t , . . . γ
m
t ) and ut =

(u1t , . . . , u
m
t ) be adapted processes. Let

at = a+

∫ t

0

βsds+

∫ t

0

γisdw
i
s, Yt = y +

∫ t

0

asds+

∫ t

0

uisdw
i
s,

where (w1
t , . . . , w

m
t ) are i.i.d. standard Brownian motions. Suppose that T < t0 is

a bounded stopping time such that for some constant C <∞:

|βt|, |γt|, |at|, |ut| ≤ C for all t ≤ T.

Then for any r > 8 and ν > r−8
9

P{
∫ T

0

Y 2
t dt < ǫr,

∫ T

0

(|at|2 + |ut|2)dt ≥ ǫ} < C(t0, q, ν)e
− 1

ǫν .

Proof of Lemma 4.7. We shall drop the index m of the quantities if no confusions
arise. The idea of the proof is from Theorem 4.2 of [18], it suffices to show the
inequality in the lemma, which is equivalent to

(6.6) P

(

inf
η∈S l

〈Mtη, η〉 ≤ εq
)

≤ C(p)εp

tp
(∀ p > 0)

where S l = {η ∈ πlH ; |η| = 1}. From (4.10), (6.6) is equivalent to

P



 inf
η∈S l

∑

k∈Zl (n)\Zl (n0)

2
∑

i=1

∫ t

0

|〈J−1
s (qikek), η〉|2ds ≤ εq



 ≤ C(p)εp

tp
,

(recall qik is the i-th column vector of the matrix qk, see Assumption 2.1), which is
implied by

(6.7) Dθ sup
j

sup
η∈Dj

P





∫ t

0

∑

k∈Zl (n)\Zl (n0)

2
∑

i=1

|〈J−1
s (qikek), η〉|2ds ≤ εq



 ≤ C(p)εp

tp

where {Dj}j is a finite θ-radius disk cover of S l (due to the compactness of S l )
and Dθ = #{Dj}. Define a stopping time τ by

(6.8) τ = inf{s > 0;
∣

∣EK(s)J−1
s − Id

∣

∣

L(H)
> c}.

where c > 0 is a sufficiently small but fixed number. It is easy to see that (6.7)
holds as long as for any η ∈ S l , we have some neighborhood N (η) of η and some
k ∈ Zl (n) \ Zl (n0), i ∈ {1, 2} so that

(6.9) sup
η′∈N (η)

P

(∫ t∧τ

0

|〈J−1
s (qikek), η

′〉|2ds ≤ εq
)

≤ C(p)εp

tp
(∀ p > 0).

The above argument is according to [18] (see Claim 1 of the proof of Theorem 4.2),
one may see the greater details there.

Let us prove (6.9). According to the restricted Hörmander condition and Defi-
nition 4.3, for any η ∈ S l , there exists a K ∈ K satisfying for all y ∈ πmH

|〈K(y), η〉|2 ≥ δ|η|2
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where δ > 0 is a constant independent of y. Without loss of generality, assume that
K ∈ K2, so there exists some qikek and qjl el such that

K0 := qikek, K1 := [Amy +B lm(y, y), qikek], K = K2 := [qjl el,K1].

Take

Y (t) = 〈J−1
t K1(X(t)), η〉, ui(t) = 0, a(t) = 〈J−1

t K2(X(t)), η〉,
applying Norris lemma with t0 = 1 therein, we have

P

(∫ t∧τ

0

|〈J−1
s K1(X(s)), η〉|2ds ≤ εr,

∫ t∧τ

0

|〈J−1
s K2(X(s)), η〉|2ds ≥ ε

)

≤ C(p, ν)e−
1
εν

On the other hand, by (4.14), (6.8) and Chebyshev’s inequality, it is easy to have

P

(∫ t∧τ

0

|〈J−1
s K2(X(s)), η〉|2ds ≤ ε

)

= P

(
∫ t∧τ

0

1

EK(s)2
|〈EK(s)J−1

s K2(X(s)), η〉|2ds ≤ ε

)

≤ P

(∫ t∧τ

0

|〈EK(s)J−1
s K2(X(s)), η〉|2ds ≤ ε

)

≤ P

(

τ ∧ t ≤ 2ε

δ

)

≤ C(p)εp

tp
.

Hence,

P

(∫ t∧τ

0

|〈J−1
s K1(X(s)), η〉|2ds ≤ εr

)

≤ C(p)εp

tp
.

By a similar but simpler arguments, (recalling K0 = qikek), we have

(6.10) P

(∫ t∧τ

0

|〈J−1
s (qikek), η〉|2ds ≤ εr

2

)

≤ C(p)εp

tp

for all p > 0.

Hence, for any η ∈ S l , we have some qikek satisfying (6.10). Take the neigh-
borhood N (η) small enough and q = r2, by the continuity, we have (6.9) immedi-
ately. �

6.3. Proof of some technical lemmas. In this subsection, we need a key es-
timate as follows (see Lemma D.2 in [10]): For any γ > 1/4 with γ 6= 3/4, we
have

(6.11) |Aγ−1/2B(u, u)| ≤ C(γ)|Aγu|2 for any u ∈ D(Aγ).

By (6.11) and Young’s inequality, we have

|〈Aγu,AγB(u, v)〉| ≤ |Aγ+1/2u||Aγ−1/2B(u, v)|
≤ |Aγ+1/2u|2 + C(γ)|Aγu|2|Aγv|2

(6.12)

Proof of Lemma 3.5. We shall drop the index m of quantities if no confusions arise.
By Itô formula, we have

d
[

|AγDhX(t)|2EK(t)
]

+ 2|A1/2+γDhX(t)|2EK(t)

+ 2〈AγDhX(t), AγB̃ (DhX(t), X(t))〉EK(t)dt

+K|AγDhX(t)|2|AX(t)|2EK(t)dt = 0.

(6.13)
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Recall that B̃ (DhX(t), X(t)) = B (DhX(t), X(t)) + B (X(t), DhX(t)). Thus, one
has by (6.12)

|AγDhX(t)|2EK(t) +

∫ t

0

|Aγ+1/2DhX(s)|2EK(s)ds

≤ |Aγh|2 +
∫ t

0

C|AγDhX(s)|2|AγX(s)|2EK(s)ds

−K

∫ t

0

|AγDhX(s)|2|AX(s)|2EK(s)ds

(6.14)

By Poincare inequality, we have |Ax| ≥ |Aγx|, and therefore as K ≥ C,

|AγDhX(t)|2EK(t) +

∫ t

0

|Aγ+1/2DhX(s)|2EK(s)ds ≤ |Aγh|2.

As to (3.10) and (3.11), we only prove (3.10), similarly for the other. By an estimate
similar to (6.14), (3.9) and (2.17) (noticing DhhX

l (0) = 0), we have

|AγDhhX
l (t)|2EK(t) +

∫ t

0

|Aγ+1/2DhhX
l (s)|2EK(s)ds ≤

≤
∫ t

0

[C|AγDhhX(s)|2|AγX(s)|2 −K|AγDhhX
l (s)|2|AX(s)|2]EK(s)ds

≤ C

∫ t

0

[

|AγDhhX(s)|2EK
2
(s)
] [

|AX(s)|2EK
2
(s)
]

ds

≤C|Aγh|2
∫ t

0

|AX(s)|2EK
2
(s)ds ≤ 2C

K
|Aγh|2.

(6.15)

As to (3.12), by the classical interpolation inequality

|ArDhX(s)|2 ≤ |AγDhX(s)|2(1−2(r−γ))|A1/2+γDhX(s)|4(r−γ),

and by Hölder’s inequality and (3.9), we have

∫ t

0

|ArDhX(s)|2EK(s)ds ≤ [

∫ t

0

|Aγ+1/2DhX(s)|2EK
2
(s)ds]2(r−γ)[

∫ t

0

|AγDhX(s)|2EK
2
(s)ds]1−2(r−γ)

≤Ct1−2(r−γ)|Aγh|2.

(3.13) immediately follows from applying Itô formula to |EK(t)
∫ t

0
〈v, dWs〉|2. �

Proof of Lemma 4.2. By (4.3) and the evolution equation governing DhX
l , using

the same method as proving (3.9), we immediately have (4.11) and (4.12). Recall
that Jt and J−1

t are both the dynamics in πlH , thus the operator Jt is bounded
invertible. Let C be some constant only depends on n (see (3.3)), whose values can
vary from line to line. By the fact |A|L(πlH) ≤ C and (4.4), for any h ∈ πl H , we
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have by differentiating |J−1
t h|2EK(t)

|J−1
t h|2EK(t) +K

∫ t

0

|J−1
s h|2|AX(s)|2EK(s)ds

≤ |h|2 + 2

∫ t

0

|J−1
s h||J−1

s Ah|EK(s)ds

+ C

∫ t

0

|J−1
s h||J−1

s A− 1
2 |L(πlH) · |A1/2B l (h,X(s))|EK(s)ds

≤ |h|2 + C

∫ t

0

|J−1
s |2L(H)|h|2EK(s)ds+ C

∫ t

0

|J−1
s |2L(H)|AX(s)||h|2EK(s)ds,

(6.16)

where the last inequality is by (6.11). Hence,

|J−1
t |2EK(t)+K

∫ t

0

|J−1
s |2L(H)|AX(s)|2EK(s)ds ≤ 1+C

∫ t

0

|J−1
s |2L(H)(1+|AX(s)|2)EK(s)ds,

as K is sufficiently large, we have |J−1
t |2L(H)EK(t) ≤ 1 + C

∫ t

0
|J−1

s |2L(H)EK(s)ds,

which immediately implies (4.13).

To prove (4.14), by (4.4), we have

∣

∣EK(t)J−1
t h− h

∣

∣ ≤
∫ t

0

|J−1
s Ah|EK(s)ds+

∫ t

0

|J−1
s A−1/2|L(πlH)|A1/2B l (h,X(s))|EK(s)ds

≤ C

∫ t

0

|J−1
s |L(H)|h|EK(s)ds + C

∫ t

0

|J−1
s |L(H)|h||AX(s)|EK(s)ds,

(6.17)

thus, by (4.13) and (2.17),

∣

∣EK(t)J−1
t − Id

∣

∣

L(H)
≤ C

∫ t

0

EK(s)|J−1
s |L(H)ds+ C

∫ t

0

EK(s)|J−1
s |L(H)|AX(s)|ds

≤ Ct
1
2

[∫ t

0

EK(s)|J−1
s |2L(H)ds

]

1
2

+ Ct
1
2

[∫ t

0

EK(s)|J−1
s |2L(H) EK(s)|AX(s)|2ds

]

1
2

≤ t1/2CeCt

where the last inequality is due to (4.13). As for (4.15), by Parseval’s identity and
(4.13),

E

[∫ t

0

E2
K(s)|(J−1

s Ql )∗h|2ds
]

=
∑

k∈Zl (n)

2
∑

i=1

E

[∫ t

0

E2K(s)|〈J−1
s (qikek), h〉|2ds

]

≤
∑

k∈Zl (n)

2
∑

i=1

E

[∫ t

0

E2K(s)|J−1
s (qikek)|2ds

]

|h|2 ≤ tCeCt
∑

k∈Zl (n)\Zl (n0)

2
∑

i=1

|qikek|2|h|2.

(6.18)
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By an estimate similar to (6.14), we have

|ADvX
l (t)|2EK(t) +

∫ t

0

|A3/2DvX
l (t)|2EK(s)ds

≤ 1

2

∫ t

0

|ADvX
l (s)|2EK(s)ds+

1

2

∫ t

0

|AQl vl (s)|2EK(s)ds

≤ 1

2

∫ t

0

|ADvX
l (s)|2EK(s)ds+ C

∫ t

0

|vl (s)|2EK(s)ds

which implies (4.16) by Gronwall’s inequality.
As to (4.17), write down the differential equation for DvDhX

l (t), and apply Itô
formula, we have

|DvDhX
l (t)|2EK(t) + 2

∫ t

0

|A1/2DvDhX
l (t)|2EK(s)ds

≤
∫ t

0

|DvDhX
l (s)|

(

|B̃ l (DvDhX
l (s), X(s))|+ |B̃ l (DhX

l (t),DvX(s))|
)

EK(s)ds

−K

∫ t

0

|DvDhX
l (s)|2EK(s)ds.

By (6.11) and Young’s inequality,

|DvDhX
l (t)|2EK(t) +

∫ t

0

|A1/2DvDhX
l (t)|2EK(s)ds

≤
∫ t

0

|DvDhX
l (s)|2

(

|A 1
2X(s)|2 + 1

)

EK(s)ds+

∫ t

0

|A 1
2DvX

l (s)|2|A 1
2DhX

l (s)|2EK(s)ds

−K

∫ t

0

|DvDhX
l (s)|2|AX(s)|2EK(s)ds,

as K is sufficiently large, by Poincare inequality, |A|L(πlH) ≤ C, (4.16) and (3.9),
we have

|DvDhX
l (t)|2EK(t) +

∫ t

0

|A1/2DvDhX
l (t)|2EK(s)ds

≤
∫ t

0

|DvDhX
l (s)|2EK(s)ds+ C

∫ t

0

|DvX
l (s)|2EK/2(s)|DhX

l (s)|2EK/2(s)ds

≤
∫ t

0

|DvDhX
l (s)|2EK(s)ds+ C|h|2

∫ t

0

et−s|vl (s)|2EK/2(s)ds.

By Gronwall’s inequality, we obtain (4.17) immediately. Similarly, (4.18) can be
obtained by

|D2
v1v2X

l (t)|2EK(t)

≤ C

∫ t

0

[|ADv1X
l (s)|2EK/2(s)] [|ADv2X

l (s)|2EK/2(s)]ds

≤ tCeCt

[
∫ t

0

|vl1(s)|2EK/2(s)ds

] [
∫ t

0

|vl2(s)|2EK/2(s)ds

]

.

where the last inequality is due to (4.16). �
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