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1. Flexible Scheduling Problems: Problem statements 

Flexible scheduling problems under study are Flexible Job Shop (FJS) and Hybrid Flow Shop 
(HFS), which generalize traditional scheduling problems. For flexible scheduling problems it is 
desired to process operations on a machine chosen among a set of available ones. The objective 
is to find a schedule which minimizes the makespan. The FJS problem is more computationally 
difficult than the Job Shop problem, since it presents a further decision level besides the 
sequencing one, i.e., the job assignment. This problem is known to be strongly NP-hard, even if 
each job has at most three operations and there are two machines (Garey et al., 1976). 
Brandimarte (1993) was the first to use a decomposition approach based on Tabu Search (TS) for 
the FJS problem. Hurink et al. (1994) and Barnes and Chambers (1996) developed TS algorithms 
to solve the FJS problem. Dauzère-Pérès and Paulli (1997) defined a new neighbourhood 
structure for the problem where there was no distinction between reassigning and resequencing 
an operation, and proposed a TS algorithm. Mastrolilli and Gambardella (2000) improved the 
previous work and presented two neighbourhood functions. Their TS is the well-known efficient 
approach for solving FJS problems. Pezzella et al. (2008) presented a genetic algorithm (GA) in 
which a mix of different strategies for generating the initial population, selecting individuals for 
reproduction, and reproducing new individuals is presented. Gao et al. (2008) studied the FJS 
with a multi-objective approach. They developed a hybrid genetic algorithm (hGA) based on the 
integrated approach for this problem. Their algorithm is the well-known competitive genetic 
algorithm for solving the FJS. 

In the HFS there is a set of L stages, machines used at each stage are identical, and successive 
operations of a job have to be processed serially through the L stages. Solving the HFS problem 
consists in assigning a specific machine to each operation of each job as well as sequencing all 
operations assigned to each machine. The HFS problem is NP-hard even if it contains two stages 
and when there is, at least, more than one machine at a stage (Gupta, 1988). Most of the 
literature has considered the case of only two stages, denoted by 2-HFS. Several methods were 
proposed for solving both general HFS and 2-HFS, most of them are based on specific lower 
bounds. We have already proposed an efficient adaptation of discrepancy-based method in 
(Ben Hmida et al., 2007) for the HFS and we only consider in this abstract the 2-HFS problem. 

In this paper, we propose specific adaptations of the Climbing Depth-bounded Discrepancy 
Search (CDDS) method developed in (Ben Hmida et al., 2007) to solve two new flexible scheduling 
problems (2-HFS and FJS). To the best of our knowledge, the use of discrepancy-based methods 
was only used for solving the Hybrid Flow Shop (Ben Hmida et al., 2007). 

The remainder of the abstract is organized as follows. Section 2 introduces the principles of 
CDDS and some adaptation for the problems under study. Section 3 presents CDDS performance 
through different well-known benchmarks. 

2. Adaptation of discrepancy-based search approach 

Discrepancy-based methods are tree-search methods based on the concept of discrepancy to 
expand the search tree. Limited Discrepancy Search (LDS), proposed in (Harvey, 1995), starts 
from initial variable instantiations suggested by a given heuristic and successively explores 
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branches with increasing discrepancies from it, i.e., by changing the instantiation of some 
variables. Basically, a discrepancy occurs if the choice of a variable does not follow the rank of the 
ordering heuristic (the initial instantiation). The method stops when a solution is found (if such a 
solution does exist) or when an inconsistency is detected (the tree is entirely expanded). The 
concept of discrepancy was first introduced for binary variables. For taking into account non-
binary variables we consider (based on experimental studies) that choosing the first ranked value 
leads to 0 discrepancy, while choosing all other ranked values implies 1 discrepancy. The main 
drawback of LDS is to be highly redundant: during the search for solutions with k discrepancies, 
solutions with 0 to k – 1 discrepancies are revisited. To avoid this, several improvements of LDS 
were proposed. One of them consists in applying discrepancy first at the top of the tree to 
correct early mistakes in the instantiation heuristic; this yields the Depth-bounded Discrepancy 
Search method (DDS) proposed in (Walsh, 1997).  

Climbing Discrepancy Search (CDS) is another improvement of LDS. It is a local search method 
that adapts the concept of discrepancy to find a good solution for combinatorial optimization 
problems (Milano and Roli, 2000). It starts from an initial solution delivered by a given heuristic. 
Then, a sequence of neighbourhoods including nodes with discrepancy equal to 1, 2,…, kmax, 
respectively, are consecutively explored. When a leaf with an improved value of the objective 
function is found, the reference solution is updated, the number of discrepancies is reset to 0, 
and the process for exploring the neighbourhoods is restarted. The idea of applying discrepancies 
only at the top of the search tree can be also joined with CDS algorithm to limit the search tree 
expansion. Therefore, we use Climbing Depth-bounded Discrepancy Search (CDDS) (Ben Hmida et 
al., 2007) which combines both the CDS and the DDS methods. With this method, one can restrict 
neighbourhoods to be visited by only using discrepancies on variables at the top of the tree. 

The efficiency of the discrepancy-based methods is firstly based on dedicated instantiation 
heuristics. For the studied problems there are two kinds of variables (for the operations selection 
and for the resources assignment) and the instantiation heuristics are defined for both kinds of 
variables. (1) Selection of operations: for the FJS problems (as for the HFS ones), the priority is 
firstly given to the operation with the Earliest Start Time. In case of ties, for the HFS problem, we 
have considered several alternatives. For the FJS problem, we only consider the operation 
belonging to the job having the Earliest Due Date. For 2-HFS, we use an extension of Johnson’s 
rule to schedule the first stage and the Earliest Start Time-Longest Job Duration rule for the 
second one. (2) Assignment of machines to operations: For all of the problems, the operation 
previously chosen is assigned to the machine such that the task completes as soon as possible 
(Earliest Completion Time). After these instantiations, a constraint propagation mechanism 
updates the starting time of successor operation and maintains the availability date of the chosen 
resource. 

Despite the two kinds of variables, for 2-HFS (as for HFS), discrepancies are only applied on 
job selection variables because machines are identical at each stage. For solving FJS we consider 
discrepancies on the two kinds of variables. To limit the tree search expansion, we have proposed 
to introduce the computation of lower bounds (LB) in CDDS for solving HFS problems. For solving 
the 2-HFS problem, we also propose to introduce in CDDS a lower bound based on Shortest-
Processing-Time rule developed in (Haouari and M’Hallah, 1997). For the FJS problems, we do not 
find efficient LBs, thus we propose to explore different neighbourhoods based on block notion 
characteristics which consider pairs of critical operations (Jurisch, 1992). These neighbourhoods 
imply that discrepancies are not applied to all problem variables. Only some relevant ones, 
chosen by using the block notion, are considered. Therefore, using neighbourhoods prunes the 
process of discrepancies by focusing on promising variables with regards to the considered 
criteria. 

3. Computational experiments 

The proposed variants of CDDS was coded in C and implemented on an Intel Core 2 Duo 
2.9 GHz Personal Computer with 2GB of RAM. We set the maximum CPU time to 15 s for all test 
instances except for DPdata instances (see below) for which it is set to 200 s because of the huge 
values of operation processing times. If no optimal solution was found within time limit, then the 



search is stopped and the best solution is output as the final schedule. The depth of discrepancy 
in our method is fixed at 7 from the top of the tree; this number has been experimentally chosen. 
The mean relative error is calculated as follows: 100% x (Cmax-LB)/LB. 

 

For solving FJS problems, we define four neighbourhoods for CDDS (denoted respectively by 
N1, N2, N3, and N4) and we keep the best result on these four neighbourhoods. We considered 
the following instances: BRdata is a set of 10 problems from (Brandimarte, 1993); BCdata is a set 
of 21 problems from (Barnes and Chambers, 1996); DPdata is a set of 18 problems from 
(Dauzère-Pérès and Paulli, 1997) and HUdata is a set of 129 problems from (Hurink et al., 1994). 

We first compare the efficiency of the four neighbourhoods over all instances in terms of 
Mean Relative Error (MRE) and Computer-Independent CPU time in seconds (CPU). We note that 
CDDS-N4 and CDDS-N2 outperform other strategies in terms of quality of solutions but they 
spend a little more time. Indeed, they both present a mean relative error of 7.46% within about 
780 s (comparatively to 7.52% for CDDS-N1 and 7.47% for CDDS-N3, and to 751 s for CDDS-N1 
and 768 s for CDDS-N3). This result corresponds to the use of a dynamic rule (Earliest Completion 
Time) in both N2 and N4, which provides an additional time to calculate new starting times and 
new assignments. 

Table 1. Comparison of the MRE of algorithms CDDS, GA, TS, and hGA for solving FJS 

Instances Nb CDDS GA TS hGA 
dev. 

(CDDS,GA) 
dev. 

 (CDDS,TS) 
dev. 

(CDDS, hGA) 

BRdata 10 14.98 17.53 15.14 14.92 -2.55 -0.16 0.06 

BCdata 21 22.54 29.56 22.53 22.61 -7.02 0.01 -0.07 

DPdata 18 1.94 7.63 2.01 2.12 -5.69 -0.07 -0.18 

Hurink Edata 43 2.32 6.00 2.17 2.13 -3.68 0.15 0.19 

Hurink Rdata 43 1.34 4.42 1.24 1.19 -3.08 0.10 0.15 

Hurink Vdata 43 0.12 2.04 0.095 0.082 -1.92 0.03 0.04 
 

Results of Table 1 show that the proposed CDDS method outperforms GA of (Pezzella et 
al., 2008) for the optimization of all types, TS of (Mastrolilli and Gambardella, 2000) on BRdata 
and DPdata, and hGA of (Gao et al., 2008) on BCdata and DPdata. But hGA and TS algorithms 
both worked better than the proposed CDDS algorithm on HUdata. 

 

For solving the 2-HFS problem, we considered 1680 instances generated in the same way as 
in (Lee and Vairaktarakis, 1994) which are composed of three sets (560 instances per set): (1) In 
set A the processing times are drawn randomly either from the discrete uniform distribution in 
[1, 20] for the first stage and in [1, 40] for the second stage. (2) In set B the processing times on 
the first stage were drawn randomly from the discrete uniform distribution in [1, 40] and in 
[1, 20] for the second one. (3) In set C the processing times on both stages were drawn randomly 
from the discrete uniform distribution in [1, 40]. 

First, we propose to compare solutions obtained by the CDDS variant dedicated for 2-HFS 
(denoted by CDDS

2
) with the CDDS variant developed initially for solving the general hybrid flow 

shop problem (denoted by CDDS
L
). Results given by each algorithm are compared with LBs used 

in the B&B algorithm developed in (Haouari et al., 2006). 

CDDS
2
 presents a tiny mean relative error ( 0.20%) considering all instances and it solved to 

optimality 90% of problems belonging on set A, 91% of problems of set B, and 86% of problems 
of set C. In comparison CDDS

L
 has a higher mean relative error (between 0.41% and 0.89%). 

CDDS
2
 is also compared with TS method developed in (Haouari and M’Hallah, 1997) and 

Table 4 summarizes obtained results. As shown in Table 2, CDDS
2 

outperforms the tabu search 
method in all instances, except the instances of the subclass (4, 2) of Set B. It is however assumed 
that CDDS

2 
is very efficient for all problem sizes. In most problems, the CDDS

2 
procedure yields 

optimal or very near-optimal solutions. 
 
Relating to the results obtained from the computational study, we conclude that the 

proposed variants of CDDS provide efficient approaches that are comparable with the state of 
the art. 



Table 2. Performance comparison between CDDS and TS sets for solving 2-HFS 

      n Performance on Set 
A 

Performance on Set 
B 

Performance on Set 
C 

Average 
MRE 

(2, 4) (4, 4) (4, 2) (2, 4) (4, 4) (4, 2) (2, 4) (4, 4) (4, 2) 

20 
CDDS 0.95 0.26 0.00 0.03 0.14 0.73 0.00 1.48 0.05 0.40 

TS 2.90 1.20 0.35 0.92 5.72 0.13 0.56 3.43 1.22 1.83 

30 
CDDS 0.92 0.10 0.00 0.00 0.11 0.96 0.07 1.45 0.02 0.40 

TS 1.43 0.85 0.06 0.57 3.10 0.05 0.27 1.45 1.46 1.03 

40 
CDDS 0.21 0.05 0.00 0.00 0.05 0.28 0.02 0.46 0.01 0.12 

TS 0.96 0.43 0.12 0.5 1.57 0.12 0.34 1.08 0.89 0.67 

50 
CDDS 0.15 0.06 0.00 0.00 0.02 0.37 0.00 0.88 0.02 0.16 

TS 0.54 0.30 0.02 0.26 1.09 0.04 0.20 0.95 0.42 0.42 

100 
CDDS 0.06 0.02 0.00 0.00 0.02 0.03 0.00 0.22 0.01 0.04 

TS 0.19 0.15 0.02 0.11 0.39 0.01 0.07 0.41 0.18 0.17 

Average 
MRE 

CDDS 0.46 0.10 0.00 0.01 0.07 0.48 0.02 0.90 0.02 0.22 

TS 1.20 0.59 0.11 0.47 2.37 0.07 0.29 1.46 0.83 0.82 
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