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ABSTRACT
Sensor networks are expected to evolve into long-lived, au-
tonomous networked systems whose main mission is to pro-
vide in-situ users – called actors – with real-time informa-
tion in support of specific goals supportive of their mis-
sion. The network is populated with a heterogeneous set
of tiny sensors. The free sensors alternate between sleep
and awake periods, under program control in response to
computational and communication needs. The periodic sen-
sors alternate between sleep periods and awake periods of
predefined lengths, established at the fabrication time.

The architectural model of an actor-centric network used
in this work comprises in addition to the tiny sensors a set
of mobile actors that organize and manage the sensors in
their vicinity. We take the view that the sensors deployed
are anonymous and unaware of their geographic location.
Importantly, the sensors are not, a priori, organized into a
network. It is, indeed, the interaction between the actors
and the sensor population that organizes the sensors in a
disk around each actor into a short-lived, mission-specific,
network that exists for the purpose of serving the actor and
that will be disbanded when the interaction terminates. The
task of setting up this form of actor-centric network involves
a training stage where the sensors acquire dynamic coordi-
nates relative to the actor in their vicinity.

The main contribution of this work is to propose an energy-
efficient training protocol for actor-centric heterogeneous sen-
sor networks. Our protocol outperforms all know training
protocols in the number of sleep/awake transitions per sen-
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sor needed by the training process. Specifically, in the pres-
ence of k coronas, no sensor will experience more than dlog ke
sleep/awake transitions and awake periods.

Categories and Subject Descriptors
C.2.3 [Computer - Communication Networks]: Net-
work Operations—Network Management ; C.2.1 [Computer
- Communication Networks]: Network Architecture and
Design—Distributed Networks, Wireless Communication

General Terms
Design Management Algorithms

Keywords
Autonomous sensor networks, sensors and actors, training
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1. INTRODUCTION
We assume a large-scale, random deployment of micro-

sensors, each perhaps no larger than a dime, and possessing
only limited functionality. The sensors are organized, under
the control of an actor, into a short-lives, service-centric and
mission-driven network. This view is in sharp departure
from the common wisdom that sensor networks are deployed
in support of a remote entity that is querying the network
and where the collected data is sent to a remote site for
processing. In an actor-centric network the sense of globality
has been redefined to mean small-scale spatial and temporal
globality, the only viable form of non-local interaction. No
global aggregation or fusion of sensory data is performed
because such operations do not scale well with the size of
the deployment. Actor-centric sensor networks can detect
trends and unexpected, coherent, and emergent behaviors
and finds immediate applications to homeland security [8,
5].

As a fundamental prerequisite for self-organization, sen-
sors need to acquire some form of location awareness, see [7,
10]. Almost all applications benefit that the sensed data be
supplemented with location information, but not all of them
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Figure 1: (a) A heterogeneous sensor network with a

central actor. (b) The trained sensor network. The

triangle in the middle represents the actor, circles

represent free sensors and squares are periodic sen-

sors.

require the exact geographic position. Moreover, exact fine-
grain location awareness usually assumes that the sensors
are GPS-equipped. Therefore, massively deployed wireless
sensors networks, which consist of very tiny sensors, can
only be endowed with coarse-grain location awareness. The
task of acquiring such a coarse-grain location, relative to a
reference point, is referred to as training.

Recent papers have studied training protocols which im-
pose a coordinate system by a single, more powerful device,
referred to as actor, deployed in the wireless sensor network,
see [1, 2, 8]. In support of its mission, the actor node is
provided with a steady power supply, and a special radio
interface for long distance communications. In particular,
the actor has a directional antenna and can modulate the
power transmitted so that its transmissions cover areas with
different radii and different angles. As illustrated in Figure 1
when the actor transmits, all the sensors awake and belong-
ing to the area covered by the current transmission passively
receive the actor’s control message. The potential of such an
actor to train the sensors has been explored in [1, 2, 3, 9, 11,
12] where training protocols are presented which divide the
sensor network area into equiangular wedges and concentric
coronas, centered at the actor, as illustrated in Figure 1(b).

The training protocols reported thus far work on homo-

geneous sensor networks, that is, networks whose sensors
are all identical in terms of computing, communication ca-
pabilities and energy budget. In contrast, we study actor-
driven training protocols working in heterogeneous sensor
networks. The heterogeneous wireless sensor networks as-
sume sensors with different capabilities. Heterogeneity can
be introduced ad-hoc to increase the dynamic nature and
the adaptation capacity of the network (i.e., sensors that in
similar conditions behave differently can be adopted to dif-
ferentiate the energy consumption and eventually prolong
the overall network lifetime) or can result from on-the-fly
modifications of existing networks (i.e., different sensors may
be used in different re-deployments). The heterogeneous
wireless networks considered hereafter consist of a single ac-
tor, and tiny massively deployed sensors which can differ
in the way they alternate between sleep and awake periods.
When a sensor is awake, its CPU is active, along with its
timer, and its radio is receiving. Instead, when a sensor is
sleeping, its CPU is not active, its radio is off, and only its
timer is on. Since the sensors rely on integrated, small-scale,
non-rechargeable batteries and since in sleep mode a sensor
drains much less energy than in active mode [4], in order to
save energy, the sensors should spend most of their time in

sleep mode, waking up for brief periods of time only.
In this work, two types of sensors are considered: the free

sensors, which alternate between sleep and awake periods
whose frequency and length depend on the executed proto-
col, and the periodic sensors, which alternate between sleep
and awake periods according to a predefined plan that can-
not be altered by the protocol. Such devices can model the
general behavior of sensor nodes with harvesting capability
which collect energy during the sleep periods and perform
their duties during the awake periods. Both free and peri-
odic sensors wake up, after their deployment, at random. In
Figure 1, free and periodic sensors are depicted with circles
and squares, respectively.

The main contribution of this work is to propose a new
actor-driven training protocol for heterogeneous wireless sen-
sor networks. The behavior of the actor is based on linear
strength decrease transmissions alternating with full strength
transmissions. On the other hand, the sensors perform a
binary search among the actor transmissions to locate their
correct corona. Although the two types of sensors are driven
by the same actor protocol, they locally act in a different
way. The sensors are anonymous and indistinguishable to
the actor. Each sensor starts the training process when it
wakes up for the first time, without any initial explicit syn-
chronization. It is assumed that, during the training process,
both sensors and actor measure time in slots, which are equal
in both lengths and phase. However, every time a sensor re-
ceives a transmission from the actor, it can re-phase its own
slot. This makes the protocol resilient to sensor clock drift.

Due to page limitations, in this paper we restrict our dis-
cussion to corona training that is, the process of acquiring
the identity of the corona to which the sensor belongs.

The remainder of this work is organized as follows. Section
2 first discusses the wireless sensor and actor network model
and introduces the task of training. In the same section, the
actor behavior and sensor protocols along with their worst-
case performance analysis are presented. Section 3 presents
an experimental evaluation of the performance, tested on
randomly generated instances, confirming the analytical re-
sults, and showing a much better behavior in the average
case. The performance are then compared with that of pre-
vious training algorithms known for the periodic sensors.
Finally, Section 4 offers concluding remarks.

2. THE BINARY TRAINING PROTOCOL
In this section, the network model is described and the

details of the corona training protocol are presented, where
each individual sensor has to learn the identity of the corona
to which it belongs regardless of its type and of the moment
when it wakes up for the first time.

2.1 The Network Model
An heterogeneous wireless sensor network is assumed to

consist of a single, fixed actor, and a set of heterogeneous
sensors, massively and randomly deployed in the actor broad-
cast range as illustrated in Figure 1(a).

Time is ruled into slots. The sensors and the actor use
equally long, in phase slots. Each sensor can re-phase its slot
with that of the actor every time it wakes up. The sensors
operate subject to the following fundamental constraints:

• Sensors are anonymous – to assume the simplest sensor
model, sensors do not need individually unique IDs

• Each sensor has a modest non-renewable energy bud-
get
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Figure 2: The sensor sleep-awake cycle. The dark-

est d slots represent the time in which a sensor was

scheduled to be awake but it decided to maintain the

sleep mode due to the expected transmissions from the

actor.
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Figure 3: Two consecutive actor transmission cycles,

with k = 15.

• Each sensor has no global information about the net-
work topology, but can receive transmissions from the
actor

• Each sensor is asynchronous – it wakes up for the first
time according to its internal clock and is not engaging
in an explicit synchronization protocol with either the
actor or the other sensors;

Two types of sensors can be distinguished according to
their behavior:

• The free sensors, which alternate between sleep periods
and awake periods of arbitrary lengths according to
internal computations.

• The periodic sensors, which alternate between sleep
and awake periods – the sensor sleep-awake cycle is of
total length L time slots, out of which the sensor is in
awake mode for d ≤ L slots, as depicted in Figure 2.
Periodic sensors can also sleep for their entire cycle,
skipping the awake period.

As a result of corona training, the deployment area is cov-
ered by k coronas C0, C1, . . . , Ck−1 determined by k concen-
tric circles, centered at the actor, whose radii are 0 < r0 <

r1 < · · · < rk−1 = ρ.

2.2 The Actor Behavior
To train the sensors, the actor repeats a cycle of k control-

broadcasts at the highest power level, alternated with k data-

broadcasts at successively decreasing lower power levels (see
Figure 3). Since each transmission lasts for a slot, the entire
actor cycle lasts 2k slots.

As described in Figure 4, at time slots 2i and 2i + 1,
with 0 ≤ i ≤ k − 1, the actor broadcasts beacon k − 1 − i,
first to all the coronas and then to corona Ck−1−i. The
actor transmission cycle is repeated for a time τ sufficient
to accomplish the training protocol. An evaluation of τ will
be given in Theorems 2.7 and 2.10 (for each type of sensor).

It is worthy to note that the redundancy of information
between a control-broadcast and the subsequent data-broadcast
allows sensors and actor to perform a light synchronization
at any time during the training process. Note also that one
reason for performing data-broadcast in descending order is
that the outer coronas, which have more sensors than the in-
ner ones, are reached first. Moreover, since for free sensors,

as proved in Lemma 2.5, the inner coronas complete their
training earlier than the outer coronas, a subnetwork con-
nected to the actor grows and could start operating before
the whole training process terminates.

Procedure Actor (k);
t := 0;
repeat
for i := 0 to k − 1 do

transmit beacon k − 1 − i up to corona Ck−1;
transmit beacon k − 1 − i up to corona Ck−1−i;

t := t + 2k;
until t ≤ τ

Figure 4: The Binary protocol for the actor.

2.3 The Sensor Behavior
In order to describe the protocol for sensors, it is cru-

cial to point out that the sensors are aware of the actor
behavior and of the number of coronas k. Nonetheless, the
control-broadcast could be used to pass global information,
like k or in which order (i.e., decreasing, increasing) the
data-broadcast transmissions are scheduled.

First the behavior of any sensor, independently of its type,
is sketched. Observe that, during the training process, a sen-
sor cannot receive the data-broadcast of any corona iden-
tity which is smaller than the corona to which it belongs.
Similarly, a sensor can receive the data-broadcast of ev-
ery corona which is larger than or equal to the corona to
which it belongs. To figure out its corona, a sensor uses
two (blog kc + 1)-bit registers, named min and max. The
min register keeps track of the largest corona, discovered
so far, smaller than the corona which the sensor belongs
to. In contrast, the max register keeps track of the small-
est corona, discovered so far, which the sensor can belong
to. The min and max registers are initialized to −1 and
k − 1, respectively, because initially each sensor can belong
to any corona in [0, . . . , k − 1]. From now on, the inter-
val [min + 1, . . . , max] is called the corona identity range.
From the above discussion, the following training condition

is verified:

Lemma 2.1. A sensor which belongs to corona c, with c ≥
0, is trained when max = c and min = c − 1. �

Immediately after the deployment, each sensor wakes up
at random within the 0-th and the 2(k− 1)-th time slot and
starts listening to the actor for d time slots, with d ≥ 2. Dur-
ing the awake period, the sensor properly sets the min and
max registers according to the actor transmissions that it
can receive. Then, to find the corona to which belongs, each
sensor alternates sleep and awake periods. Precisely, after
the first awake period, a sensor guesses a corona to which
it might belong and goes to sleep until the actor transmits
such a corona. At next awakening, after listening the actor
transmissions related to the corona it guessed, the sensor re-
duces its corona identity range. Obviously, the more conve-
nient guess is dmin+ max

2
e. Indeed, if the sensor receives the

data-broadcast relative to the corona it guessed, its corona
identity range becomes [Cmin+1, . . . , Cdmin + max

2
e
], whereas

if the sensor does not receive it, the corona range becomes
[C

dmin+ max
2

e+1
, . . . , Cmax]. In this way, at each wake/sleep

transition of the sensor, the corona identity range reduces at



Procedure Binary Training (k, d);
1 trained := false; ν := t := 0; min := −1; max := k − 1;
2 while ¬ trained do

3 for i := 0 to d − 1 do

4 if even(i) then

5 if received beacon c then

6 first := c;
else

7 first := k;
else

8 if ¬ received beacon c then

9 if min ≤ first then

10 min := first; update:=left;
11 control:= t + i − 1;

else

cases

12 c = first:
13 if max ≥ c then

14 max := c; update:=right;
15 control:= t + i − 1;
16 first 6= k and c = |first−1|k:
17 if max ≥ first then

18 max := first; update:=right;
19 control:= t + i;
20 first = k:
21 if min ≤ |c − 1|k then

22 min := |c − 1|k; update:=left;
23 control:= t + i;
24 t := t + d − 1;
25 if max−min = 1 then

26 mycorona := max;
27 trained := true;

else

28 guess:= d (max +min)
2 e;

29 alarm-clock := control + Wait();
30 sleep until alarm-clock rings;

Figure 5: Training protocol for a generic sensor.

least by half. The process continues until the range bound-
aries min and max differ at most by one. At that point, the
sensor is trained and the corona identity, which is the value
of the register max, is stored in register mycorona.

An outline of the sensor behavior is given in Figure 5,
where |a|b stands for the non negative remainder of the in-
teger division between a and b, i.e., |a|b = amod b. In the
following, some properties of the training process are dis-
cussed.

Lemma 2.2. Each sensor requires at least 2 consecutive

time slots to learn its relative position with respect to the

corona identity of the last data-broadcast.

Proof Sketch. If a sensor is awake for just one slot,
either it does not receive anything and hence it cannot imply
any information, or it may receive an actor transmission but
it cannot distinguish among a control- or a data-broadcast.

If a sensor is awake for two consecutive slots, first of all it
is sure to receive at least a control-broadcast, hence by re-
ceiving or not the previous or the subsequent data-broadcast
it can conclude useful information for its positioning by re-
ducing its corona identity range (lines 8-23).

In the first awake period of the sensor, the corona identity
range reduces as follows:

Lemma 2.3. Assume a sensor belonging to corona c that

wakes up when the actor transmits beacon x, with 0 ≤ c, x ≤
k − 1. At the end of the first awake period, the width λ =
max−min of corona identity range of an untrained sensor

is:

λ =



min{k − x − 1, k − b d
2
c} if c > x

x − b d
2
c + 1 if c ≤ x

Proof. Consider the behavior of a sensor that at the
end of its first awake period is still untrained. If the sen-
sor does not receive the data-broadcast transmitting beacon
x, that is, if c > x, and if x ≥ b d

2
c, then the min bound-

ary of its corona identity range is updated to x. Since the
actor transmits at decreasing lower power levels, the next
d transmissions will not update register min. Hence, the
corona identity range becomes [x + 1, . . . , k − 1]. Whereas,
if x < b d

2
c − 1, also the register max is updated because the

sensor is awake while the actor transmits beacon k−1. How-
ever, overall b d

2
c coronas are excluded, leading to a corona

range of width k − b d
2
c. Whereas, if the sensor receives the

data-broadcast transmitting beacon x, that is, if c ≤ x, it
updates the max boundary for b d

2
c times. Therefore, the

new corona range becomes [0, . . . , x − b d
2
c]. Note that if

x < b d
2
c, the sensor will be trained.

Thus, by invoking the Wait procedure, at every awaken-
ing, each sensor intends to receive the corona identity in the
middle of its corona identity range (line 25) and depend-
ing on its position with respect to such a corona, the sensor
will modify either its min or max boundary. This process is
repeated until the sensor becomes trained.

Lemma 2.4. In each awake period but the first, every sen-

sor updates only one boundary of its corona identity range

unless it becomes trained.

Proof. By contradiction consider a sensor that updates
both the boundaries and remains untrained. Let min and
max be the values of the boundaries at the beginning of
the awake period. During the same awake period, the sen-
sor must have received the control-broadcast for a corona
larger than min down to the data-broadcast for a corona
smaller than max (passing through the control-broadcasts
for coronas 0 and k − 1). However, this takes more than d

time slots since, at the end of the first awake period, at least
min+1−max+k ≥ b d

2
c coronas are excluded by the corona

identity range. Note that if a sensor belongs to corona 0,
since whenever it wakes up it receives the actor transmis-
sion, it sets max in each awake period. When it receives
beacon 0, it is trained because max − min = 0 − (−1) = 1.

Let νmax denote the number of sleep/wake transitions re-
quired to train a sensor in the worst case. Applying the bi-
nary search scheme on the interval [min, . . . , max], it holds:

Lemma 2.5. A sensor that belongs to corona c and wakes

up for the first time while the actor transmits beacon x, with

0 ≤ c, x ≤ k − 1, requires to be trained

νmax ≤



1 + dlog(min{k − x − 1, k − b d
2
c})e if c > x

1 + dlog(x − b d
2
c + 1)e if c ≤ x

�

In order to analytically evaluate the performance of the
Binary-Training protocol, in addition to νmax, let ωmax be
the worst overall sensor awake time, and τ be the total time
for training. Recalling that a sensor is awake for d time
slots per awake period, one has ωmax = νmaxd. Note that τ

measures the time required to terminate the whole training
process for the actor, whereas each sensor counts in t its local

training time, that is, how many slots elapse from the sensor



Function Wait: integer;
1 if update = right then

2 Wait := 2bmax−min
2 c;

else

3 Wait := 2
“

k − bmax −min
2 c

”

;

Figure 6: The Wait procedure invoked for the free

sensors.

first wake up until the end of the awake period in which it
is trained. Hence, a sensor, which is trained at local time t,
is trained at time t+ s for the actor, if s is the random time
slot when it wakes up the first time. Therefore, τ cannot be
larger than tmax + 2k − 1, where tmax is the worst training
time among the training time of all the sensors. The analysis
of the total time required by the Binary-Training depends
on the Wait procedure which determines how long a sensor
has to sleep before receiving the guess corona.

In the following, two procedures Wait, one for free and
one for periodic sensors, are devised and analyzed.

2.3.1 The Free Sensor Behavior
This subsection deals with sensors that can freely choose

the awakening time. So they set the alarm clock when, ac-
cording to their local time, the actor transmits the guess

corona identity.
The Wait procedure is outlined in Figure 6. The sensor

sleeps for an interval which depends on the guess corona and
the last modified boundary of the corona identity range.

Consider a sensor that finishes its current awake period
and invokes Wait procedure. If update=right, max is the bea-
con transmitted at time slot control (see Figure 5). Since the
guess corona is smaller than max, guess will be broadcasted
in the current actor cycle at time slot control+2bmax −min

2
c.

Whereas, if update=left, min has been transmitted by the ac-
tor at the beginning of the current awake period. Since guess

can only be larger than min, guess will be transmitted dur-
ing the next actor cycle, at slot control +2(k −dmax−min

2
e).

Note that the sensor intends to wake up when the actor
is transmitting the control-broadcast relative to the guess

corona. However, the algorithm works properly even if the
beacon transmitted is different. Indeed, the sensor updates
the min and max registers listening to the effective actor
transmission and does not infer any information from its
knowledge of the actor behavior. This makes the protocol
reliable with respect to possible drifts on the estimated time.

In order to bound from above the total time τ for the
training process, observe that every time the min register
is modified, the sensor has to wait at most an entire actor
cycle, hence:

Lemma 2.6. The training process for a free sensor that

belongs to corona c cannot last longer than 2k(1 + dlog2 ce).
Therefore, τ < 2k(1 + dlog2 ke). �

A consequence of the above lemma is that the inner coro-
nas finish the training earlier than the outer coronas. In this
way, the wireless sensor network is raised up from the center
to the periphery. In conclusion:

Theorem 2.7. The free sensors require to be trained νmax

≤ (1 + dlog2 ke), ωmax = dνmax, and τ < 2k(1 + dlog2 ke).
�

Function Wait: integer;
1 if update = right then

2 first-corona := |max+ d

2 |k;
else

3 first-corona := min;
4 γ := 1;
5 while guess 6∈

ˆ

|first-corona − γ L

2 − d

2 + 1|k, |first-corona − γ L

2 |k
˜

do

6 γ := γ + 1;
7 Wait := γL − d + 1;

Figure 7: The Wait procedure invoked for the periodic

sensors.

2.3.2 The Periodic Sensor Behavior
In this subsection, the Wait procedure for the periodic

sensors is devised. For the sake of simplicity, in this section,
the parameters d, L are assumed as even, and let each sensor
to wake up for the first time at a random instant 2s, with
0 ≤ s ≤ k − 1. Recall that a sensor running this protocol
alternates d slots during which it is awake and L − d slots
in which it sleeps.

The Wait procedure is outlined in Figure 7. Consider a
sensor that finishes its current awake period at slot t and
invokes the Wait procedure. At first, the sensor recomputes
in variable first-corona the beacon which was transmitted
by the actor at the beginning of its current awake period.
By Lemma 2.4, if update=right, first-corona is |max+ d

2
|k,

whereas if update=left, first-corona is exactly the corona
identity stored in register min (lines 2-3). Note that in the
first awake period, if two boundaries have been updated,
register update must be equal to right. Thus, in a lookup
process, the sensor checks during which subsequent awake
period the guess corona will be transmitted (lines 5–6), and
stores in γ the number of awake periods that it has to skip.
Indeed, since the corona identities transmitted at the begin-
ning of two consecutive awake periods differ by |L

2
|k, and

d
2

beacons are transmitted in each awake period, the sensor
knows which beacons can receive in every awake period. To
analyze the performance of the Binary-Training protocol for
periodic sensors, some properties on the coronas received by
the sensor are discussed. Denoting with (a, b) the greatest

common divisor between a and b, let L′ = L
2
, L̂′ = L′

(L′,k)
,

and k̂ = k
(L′,k)

. Thus:

Lemma 2.8. Fixed L, d, and k, and assuming that the

sensor wakes up for the first time at slot 2s, 0 ≤ s ≤ k − 1,
then the corona identity transmitted when the sensor starts

the γ-th awake period is |Ks − γL′|k =
˛

˛

˛Ks − γ(L′, k)|L̂′|k̂

˛

˛

˛

k
,

where Ks = C|k−1−s|k . Overall only k̂ different coronas

can be transmitted by the actor when the sensor starts every

awake periods, independent of how many sleep-awake cycles

the sensor performs.

Proof. Consider a sensor that wakes up for the first
time at the global time slot 2s, while the actor is trans-
mitting the beacon Ks. The γ-th sleep-awake cycle of such
a sensor starts at time 2s + γL while the actor is transmit-
ting the beacon |k − 1 − s − γL′|k = |Ks − γ|L′|k|k, with

γ ≥ 0 and L′ = L
2
. Observe that L′ and k can be rewrit-

ten as L′ = gL̂′ and k = gk̂, where g = (L′, k). Since

|γL′|k = g|γL̂′|k̂ (see [6]), |γL′|k generates only the k̂ multi-

ple of g in [0, . . . , k], then Ks − γL′ ≡ Ks −
˛

˛

˛
g(|γ|k̂)|L̂′|k̂

˛

˛

˛

k
.



In other words, in any two awake periods, say the i-th and
the j-th ones, such that i > j and i − j < k̂, the first
coronas transmitted are distinct and differ by a multiple of
g. Whereas, in any two awake periods i and j such that
i ≡ |j|k̂ the same coronas are transmitted.

From the above property, the following result holds:

Lemma 2.9. When d
2

= (L′, k) or d
2

= |L′|k, if a sensor

stays awake for d k
d/2

e consecutive sleep-awake cycles it can

receive exactly once all the k coronas identities. Moreover,

when d
2

< (L′, k), not all the sensors can be trained.

Proof. The result follows trivially when d
2

= (L′, K) be-

cause, from Lemma 2.8, the k̂ coronas transmitted at the
beginning of the awake periods divide the k coronas to be
broadcast in intervals of (L′, k) consecutive coronas and each
of such intervals is received by a sensor in a different awake
period. Thus, in k

d/2
consecutive sleep-awake cycles a sensor

receives all the k coronas. When d
2

= |L′|k, the sensor re-
ceives in consecutive awake periods consecutive coronas and
hence all the k coronas are received in d k

d/2
e awake periods.

Since the cycles of the actor and of the sensor last 2k and L

slots, respectively, then actor and sensors are simultaneously
at the beginning of their cycle every 2kL

(L,2k)
= kL

(L′,k)
slots. In

other words, the cycle of the actor-sensor system, i.e. the
minimum time after which both actor and sensors are again
in the initial condition, has length σ = kL

(L′,k)
slots. Thus:

Theorem 2.10. Fixed L and d even, and k, one has:
1. If d = 2(L′, k), then νmax ≤ 1 + dlog k

(L′,k)
e;

2. If d = 2|L′|k, then νmax ≤ 1 + dlogd k
|L′|k

ee;

3. If d = 2k, then νmax = 1.
Moreover, ωmax = dνmax and τ < νmaxσ, where σ = kL

(L′,k)
.

Proof. When d = (L′, k) and d = |L′|k, by Lemma 2.9,
a sensor receives all the corona identities [0, . . . , k − 1] in
d k

(L′,k)
e consecutive sleep-awake cycles. Applying the binary

search scheme, since at each awakening it is ensured by the
Wait procedure and by Lemma 2.4 that the corona identity
range at least is halved, one has νmax ≤ 1 + dlogdk

d
ee. Triv-

ially, when d = k, a single sleep-awake cycle is sufficient to
train any sensor. By the overall sensor awake time defini-
tion, it follows that ωmax = dνmax. Finally, since in the worst
case a sensor has to wait at most a cycle of the system actor-
sensor to receive corona guess, the total time of the training
algorithm is bounded from above by νmaxσ = νmax

kL
(L′,k)

.

3. EXPERIMENTAL TESTS
In this section, the worst and average performance of the

corona training protocols are experimentally tested. In the
simulation, there are N = 10000 sensors uniformly and ran-
domly distributed within a circle of radius ρ = k, centered
at the actor and inscribed in a square. From now on, the
binary training protocols for free and periodic sensors are
denoted by BinFree and BinPeriodic, respectively. Both the
worst and the average number of transitions, denoted by
νmax and νavg , as well as both the worst ωmax and the aver-
age ωavg overall sensor awake time are evaluated. Moreover,
the total time τ , which is the time required to terminate the
whole training process, is measured.
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Figure 9: Overall sensor awake time when k = 64,
L = 216, and 8 ≤ d ≤ 128.

Consider first the experiments for BinFree and BinPeri-
odic protocols. In the simulations reported in Figure 8, 9, 10
and 11, the number k of coronas is fixed to 64, the length L

of the sensor sleep-awake cycle is 216. Since the BinPeriodic
protocol trains all the sensor only if d

2
≥ (L

2
, k) = (108, 64) =

4, the sensor awake period d varies between 2(L
2
, k) = 8 and

2k = 128 with a step of 8. The results are averaged over 3
independent experiments.

Figure 8 shows the number νmax and νavg of transitions
for the different values of d. According to Theorems 2.5 and
2.10, when d = 2(L′, k) = 8, BinFree and BinPeriodic take
νmax = 1+ dlog(k−b d

2
)ce = 7 and νmax = 1+ dlog( k

d

2

)e = 5,

respectively. Similarly, when d = 2|L′|k = 88, BinFree and
BinPeriodic require νmax = 6 and νmax = 2, respectively.
Clearly, increasing d, the gain of BinPeriodic over BinFree
increases. As regard to the average performance, although
one notes that νavg considerably improves over νmax for both
protocols, the improvement is higher for BinFree. Figure 9
presents the awake times ωmax = νmaxd and ωavg = νavgd,
which measure, respectively, the worst and average over-
all energy spent by each sensor to be trained. Clearly,
BinFree exhibits awake times larger than those of BinPe-
riodic since it requires a larger number of transitions. Al-
though the number of transitions decreases as d increases,
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Figure 9 illustrates that the average overall awake time is
constantly slightly increasing for both protocols. It is wor-
thy to note that BinFree can train all the sensors even when
d = 2, and in that case, it achieves the absolute minimum
for ωmax = 2νmax = 14. Figure 10 exhibits the total time
τ required to accomplish the BinFree protocol for all the
sensors in corona c = 2i, with 0 ≤ i ≤ 6, when k = 64,
and either d = 32 or d = 40. The graphic confirms the
results for the total time τc given in Lemma 2.6, that is
τ ≤ 2k(1 + dlog2 ce). Figure 11 shows the total time τ re-
quired by the two protocols to train all the sensors in the
network. BinPeriodic requires a total time extremely larger
than that of BinFree when d = 2(L

2
, k) = 8. In fact, for such

a value of d, to receive the guessed corona, a free sensor has
to wait at most 2k slots for each transition, whereas a pe-
riodic sensor has to wait at most σ = kL

(L′,k)
slots, that is a

cycle of the actor-sensor system. However, the total time of
the BinPeriodic protocol neatly decreases when d increases
until it becomes comparable with that of BinFree for d ≥ k

2
.

Indeed, when d is sufficiently large the coronas transmitted
in different awake periods overlap. Hence, the same corona
identity can be received by the periodic sensor during sev-
eral awake periods of the same actor-sensor cycle, and in
general, the sensor waits much less than σ to receive the
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guessed corona. Note that the total time also decreases be-
cause, when d increases, the number of transitions required
to train a sensor decreases.

In conclusion, a heterogeneous wireless sensor network
should use small values of d for the free sensor and large
values of d for the periodic sensors. In this way, the BinFree
protocol optimizes the overall awake time without substan-
tially penalizing the number of transitions, whereas the Bin-
Periodic protocol optimizes the number of wake/sleep tran-
sitions increasing tolerably the overall awake time. In the
following, the new protocol is compared with the Flat and
Flat+ protocols, proposed in [2], for homogeneous networks
of periodic sensors. In such protocols, the cycle of actor
consists of k transmissions at successively decreasing power
level. Each transmission broadcasts the identity of the out-
most corona reached. Each sensor repeats the sleep-awake
cycle until it is trained, visiting the corona identity range in
a peculiar order which depends on the cycle length L and the
time s when the sensor wakes up the first time. While Flat
does not allow the sensor to skip any awake period, Flat+
does if the corona identities transmitted during a same pe-
riod are all out of the corona identity range of the sensor.
Hence, although the corona identity range is guaranteed to
decrease at each awakening applying Flat+, it decreases us-
ing either Flat or Flat+ slowly than using the new protocol,
which guarantees to halve the corona identity range at each
awakening of the sensor. In the simulations reported in Fig-
ure 12, 13, and 14, the number k of coronas is fixed to 575,
the length L of the sensor sleep-awake cycle is 54 and the
sensor awake period d varies between 1 and 54 with a step
of 4. (For d = 1, only Flat and Flat+ are defined). Note
that d is bounded by the length L of the sensor cycle. The
experiments show how the new protocol outperforms both
Flat and Flat+ with respect to νmax and νavg (Figure 12),
and to ωmax and ωavg (Figure 13). Concerning τ , in con-
trast, the new protocol for periodic sensors is worse than
the previous ones when d is very small, confirming that pe-
riodic sensors benefit of moderately long awake period. The
comparison between Flat and Binary-Training for periodic
sensors reveals the bicriteria optimization behind a training
process: one can either minimize the energy consumption or
speed up the training process. Moreover, it is worth noting
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that in both Flat and Flat+, when the actor transmission is
not received, the sensors update the corona identity range
deriving from their local time the beacon transmitted by the
actor. This makes the Flat and Flat+ protocols very sen-
sitive to slot drifting. Finally, the above experiments show
that the Binary-Training for free sensors offers, especially for
small values of d, the best compromise for both optimization
criteria. Hence, the heterogeneous network takes advantage
of the free sensors to become quickly operative, and of the
periodic sensors to increase its longevity.

4. CONCLUDING REMARKS
We have proposed training protocols for heterogeneous

wireless sensor networks. Heterogeneity comes from the in-
tegration of free and periodic sensors that independently can
operate in order to locate themselves with respect to a com-
mon powerful device called actor. The actor beacons the net-
work with useful information for localization purposes. The
free sensors irregularly alternate between sleep and awake
periods, whose frequency and length depend on the protocol
computation. Whereas, the periodic sensors alternate be-

tween sleep periods and awake periods of predefined lengths,
established at the manufacturing time. The analytical and
experimental studies have shown that the new protocol out-
performs the ones presented in [2] in terms of number of
sleep/wake transitions, overall awake time, that is in terms
of energy conservation. Moreover, the new protocol is re-
silient to slot drifting and, to the best of our knowledge, it
is the first actor-driven protocol able to train at the same
time different types of sensors. The experimental results
have also suggested practical choices for the length d of the
awake periods: small values of d for the free sensors and
larger values of d for the periodic ones. As a future work,
we also intend to compare the Binary-Training protocol with
the training algorithm proposed in [1].
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