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Efficient Location Training Protocols for
Heterogeneous Sensor and Actor Networks

F. Barsi, A.A. Bertossi, C. Lavault, A. Navarra, S. Olariu,® Pinotti, and V. Ravelomanana

Abstract— In this work we consider a large-scale geographic is querying the network and where the collected/aggregated

area populated by tiny sensors and some more powerful devise data is sent to a remote site for final determination.
called actors, authorized to organize the sensors in theiriginity It is worth noting that in anactor-centric network the

into short-lived, actor-centric sensor networks. The tiny sensors t of alobalit ds to b defined t I
run on miniature non-rechargeable batteries, are anonymos concept or globality needs 1o be redenned to mean small-

and are unaware of their location. The sensors differ in thai Scale spatial and temporal globality, the only viable form
ability to dynamically alter their sleep times. Indeed, theperiodic  of non-local interaction. Indeed, no global aggregation or

sensors have sleep periods of predefined lengths, estabbshat fysion of sensory data is performed because such operations
fabrication time; by contrast, the free sensors can dynamically do not scale well with the size of the deployment area. It

alter their sleep periods, under program control. .
The main contribution of this work is to propose an energy- has been argued that actor-centric sensor networks cact dete

efficient location training protocol for heterogeneous aabr-centric ~ trends and unexpected, coherent, and emergent behavibrs an
sensor networks where the sensors acquire coarse-grain ltion  find immediate applications in environmental monitoringlan
awareness with respect to the actor in their vicinity. Our homeland security [18], [24].

analytical analysis, confirmed by experimental evaluationshow
that the proposed protocol outperforms the best previously
known location training protocols in terms of the number of
sleep/awake transitions, overall sensor awake time, and ergy
consumption.

Index Terms— Sensor and actor networks, heterogeneous sen-
sors, coarse-grain localization, location training proteols, local-
ization protocols

|I. INTRODUCTION

We assume a large-scale deployment of heterogeneﬁglus1
micro-sensors, each perhaps no larger than a dime, and pos-
sessing only limited functionality, along with more powdrf

lllustrating two actor-centric networks.

; . . A number of applications benefit or even require that
devices, calledactors The actors are authorized to organizg, sensory data collected by sensors be supplemented with

the SENSOrs in their vicinit_y_into_ short-—livedctor—centri_cnet— exact location information, encouraging the developmént o
works in support ofaspeqflc mission; when the mission t_emhbcation-aware and perhaps location-dependent communica
nates the_z networks are dissolved and the sensors retureltot on protocols [16], [22], [25], [26]. However, in large-ae
unorganlzt_ed state [1], [2]. As an e_xample, imagine a bI|_maI P&ensor deployments is it either infeasible or impracticgire-

son that tr|e§ 1o cross thg street na sensor-mst.rume_myed ngineer the position of individual sensors. The net efééct
bIocI_<. Thg t_)h_nd_person will organize the sensors in h|s!hr_er this state of affairs is that, as a rule, the sensors arealigiti
mediate vicinity into a short-lived networ_k who_se s_tatedlgs naware of their location: they must acquire this informiati

to help them chart a safe course to their destination. OrE:erF'b

. ) o st-deployment. In fact, in most of the existing literatur
blind person has been assisted, the sensor network is dista he sensors are assumed to have learned their geographic

and the sensors return to their dormant state. This vieug-ill o . .
N S . . t 2], [3], [24]. Thelocat bl
trated in Figure 1, is similar to that in [9], [15], [18] butffiirs EOSI lon [2], [3], [24] elocation awareness probiemns

¢ h lent ¢ ! ding to whi or individual sensors to acquire location informationheit
rom the prevaient contemporary view according to WhICH, apsoiute form (e.g. geographic coordinates) or relative
sensor networks are deployed in support of a remote user t

E\Ieference point. Thiocalization problemis for individual

_ o , sensors to determine, as precisely as possible their gatgra
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In many other applications, exact geographic location is the shortest path) to reach also the sector of the receiver
not necessary: all that individual sensors neecbiarse-grain [23]. In addition, to help the actor locate an event that has
location awareness. The task of acquiring such a coarse-graccurred in the network, each sensor can add its coordinates
location awareness, relative to a reference point, ismefieio  to the sensed data before delivering the messages to the acto
aslocation training (training, for short). There is an obvious
trade-off: coarse-grain location awareness is lightweigit
the resulting accuracy is only a rough approximation of the
exact geographic coordinates. One can obtain this coasse-g
location awareness by a protocol that imposes a coordinate
system onto the sensor network. Wa@aal. [23] have shown
that an interesting by-product of such a training protosol i
that it provides a partitioning into clusters and a struetur
topology with natural communication paths. The resulting
topology will make it simple to avoid collisions between
transmissions of nodes in different clusters, betweerefit
paths and also between nodes on the same path. This is in
contrast with the majority of papers that assume routingglo
spanning trees with frequent collisions. Fig. 2. A trained actor-centric subnetwork

Recently, a number of papers have studied location training
protocols which impose a coordinate system by an actor,The location training protocols studied thus far in the
see [5], [18]. The typical mode of operation of an actor ikterature work orhomogeneousensors in terms of computing
to move towards the place where an event occurs, stationagd communication capabilities as well as energy budget.
there for a while so as to task the sensors in the circular,fieBly contrast, in this paper we look at training protocols
centered at one of the actors (see Figure 2), for collectitigat handle sensors with different capabilities. With sesis
data relevant to the mission at hand. In support of its migsicbeing deployed at various times by different infrastruetur
the actor is provided with a steady power supply and a radipoviders, heterogeneity is expected to be the norm in the
interface for long distance communications. We assume theénsor networks of the future.
in general, the actors are equipped with both isotropic andWwe assume that the sensors run on miniature non-
directional antennas. By means of the isotropic antenre, ttechargeable batteries. When a sensor is awake, its CPU is
actor is able to broadcast with variable-rad¢éo reach all the active, along with its timer, and its radio is on; is sleep mod
sensors at distance at mdgtfrom the actor. Moreover, using the CPU is inactive, the radio interface is powered off, and
the directional antenna, the actor can broadcast at fotiga only the timer is on. In order to promote longevity, the seaso
to all the sensors lying in a circular sector of arbitrary langspend most of the time in sleep mode, waking up for brief
a with respect to the polar axis. When the actor transmit$me periods only [1], [8], [19]. The heterogeneous actor-
all the awake sensors belonging to the area covered by tentric sensor networks considered hereafter involve ywes
current transmission passively receive the actor’'s mesSdwe of sensors: on the one hand, theriodic sensors have sleep
potential of such an actor to train the sensors in its viginipperiods predetermined fabrication-time that cannot berexd;
has been explored in [5], [6], [23] where location trainingn the other, thefree sensors may alter their sleep periods
protocols were presented which divide the sensor deploymeynamically under program control.
area, consisting of a disk around the actor, into equiamgula The main contribution of the present paper is to propose
circular sectors and concentric coronas (i.e. areas batiwee a novel location training protocol for actor-centric semso
concentric circles both centered at the actor). In this veay,networks with a heterogeneous sensor population. The be-
large sensor deployment area of any shape is organized ihtwior of the actor is based on linearly decreasing strength
several cooperating actor-centric subnetworks, one foh earansmissions alternating with full strength transmissioOn
deployed actor (where sensors lying in the intersectiogean the other hand, the sensors perform a binary search among the
of many actors should refer to just one actor, choosing oneaxtor transmissions to locate their correct corona. Altfioine
them). two types of sensors are driven by the same actor protocol,

As illustrated in Figure 2, after training, each sensor in they locally act in different ways. The sensors are anonysnou
disk of radiusR around the actor has acquired two coordinateand indistinguishable to the actor. Each sensor starts the
namely the corona and the sector to which it belongs. Notitmining task when it wakes up for the first time, without any
that training provides for free @usteringof the sensors, where initial explicit synchronization. It is assumed that, digithe
a cluster consists of all sensors having the same coordinateaining task, both sensors and actor measure the timet slo
After training, routing can be easily performed as followswvhich are equal in both lengths and phase. However, every
Cluster-to-actor messages are trivially routed inwarchimita time a sensor receives a transmission from the actor, itean r
single sector, while cluster-to-cluster messages can biedo phase its own slot. This makes the protocol resilient to @ens
following several paths, e.qg., first along the sector of greder clock drift.
to reach the corona of the receiver, and then within such aThe remainder of this work is organized as follows. Section
corona (clockwise or counterclockwise, depending on whidhoffers a succinct survey of localization protocols. Sect




Il introduces our actor-centric network model and detailsycle of the sensors. Instead, several recent papers [B], [5
the actor and the sensor behavior of the proposed protod@B] have considered the localization problem in a network
Section IV exhibits the worst-case performance analysis whose anchor nodes, called actors, are provided with dpecia
the protocol, in terms of the number of sleep/awake traonssti transmission capabilities and steady power supply (whie d
per sensor and thus in terms of energy consumed. Sectiom® necessarily need GPS receivers) and whose sensor nodes
presents an experimental evaluation of the performans&de exploit sleep-awake duty cycles for saving energy. The main
on randomly generated instances, confirming the analyticalvelty of such papers is in using an actor to impose a
results, and showing a much better average-case behakimr. @iscretized polar coordinate system and in combining fer th
performance is then compared with that of all the previodsst time localization and energy-efficient MAC protocals.
location training algorithms known for the periodic serssor[6], [5], [23], localization is intended as the task of makin
showing that the new protocol requires fewer sleep/awakach sensor able to acquire a coarse-grain location wigeces
transitions, and hence consumes much less energy per serie@ given actor node and is referred to as location trairiihe.
Finally, Section VI offers concluding remarks. process is centralized and uses only asymmetric broadcasts
(from the actor to the sensors) without multihop communi-
cations among the sensors. The sensors deduce their coarse-
grain location exploiting the information received by thatca

The task of determining the exact location of sensomgjthout performing any local communication. In particular
referred to aslocalization has been extensively studied irthe Flat corona training protocol and its variants, fland
the literature [4], [13], [22], [24]. Since GPS is considgéreTwolLevel, proposed in [5], deal with a homogeneous network
prohibitive, most solutions assume the existence of seveod periodic sensors. They are callesynchronougprotocols
GPS-enabled anchors. Localization algorithms can then because each periodic sensor learns the identity of thenaoro
divided into two categoriesange-basedindrange-free[12], to which it belongs, regardless of the moment when it wakes
[21]. In range-based algorithms, the sensors estimate thgp for the first time. On the other hand, the two protocols
distance to anchors using some specialized hardware, @ndposed in [6] deal with a homogeneous network of free
applying methods like triangulation or trilateration [4Qther sensors, and are fully synchronous.
range-based algorithms use received signal strengtheanglin the Flat protocol, the actor cyclically repeats a trans-
and/or time of arrival of signals, or difference of time ofnission cycle which involves: broadcasts at successively
arrivals. Although range-based algorithms result in a §ir@n  decreasing transmission ranges, whérés the number of
localization, all of them need special hardware which maly nooronas. Each broadcast lasts for a slot and transmits ateac
be feasible to provide at the sensor level. On the other hardual to the identity of the outmost corona reached. On the
range-free algorithms do not use any special hardware lather side, each sensor wakes up at random betweeithe
accept a less accurate localization. For example, in thgeranand the(k — 1)-st time slot and starts listening to the actor for
free centroid algorithm, the sensors receive the anchor posi-time slots, that is, its awake period. Then, the sensor goes
tions, and using this proximity information, a simple ceidr back to sleep fol. —d time slots, that is, its sleep period. Such
model is applied to estimate the position of the listeninde® a behavior is repeated until the sensor learns the ideritityeo
[7]. Other solutions use methods similar to distance vectooronac to which belongs, because it heard beaedmt not
routing to allow the nodes to find the number of hops from thHeeacon:— 1 although it knows that this latter beacon has been
anchors. Anchors flood their location throughout the nekwotransmitted. The Flat extends the Flat protocol exploiting the
maintaining a running hop-count at each node along the waact that when a sensor hears a beacoih knows that it will
Nodes calculate their position based on the received anclago hear all the beacons greater tharSimilarly, when a
locations, on the hop-count from the corresponding anchegnsor knows that a beacenhas been transmitted but not
and on the average-distance per hop [17]. In [12], an itexatiheard, it knows also that it cannot hear any beacon smaller
method is pursued to narrow down the position accuracy urttilanc. In contrast to the Flat protocol, the sensor now keeps
a tolerable error in the positioning is reached. In pragticack of beacons not yet transmitted during its awake psriod
each sensor repeatedly chooses a triple of anchors fromaaid thus it can look ahead and skip its next awake period.
audible anchors and tests whether it is inside the trianghowever, as proved in [5], the worst case performance resnain
formed by them, until all triples are exhausted or the regfliir the same as Flat. In a further improvement, called Thve-
accuracy is achieved. At this point, the center of gravity afevelprotocol, the actor follows a nesting approach in which
all of the triangles in which a node resides is assumed ftioe k& coronas are viewed ds macro-coronas of, adjacent
be the sensor estimated position. Finally, some locatinatimicro-coronas each. Each sensor is trained to learn first its
algorithms, calledproximity-basedalgorithms, determine the macro-corona and then its micro-corona. Although Two-lLeve
node positions by making use of neighbor nodes, which dstthe most efficient protocol known so far, it cannot reduce
as anchors for other nodes [20]. the number of sensor sleep/awake transitions below theesqua

The localization algorithms discussed so far assume tleat tiloot of the number of transitions needed by the Flat protocol
anchor nodes are special nodes, mainly because they kribjv However, the actor behavior of Two-Level is designed ad
their spatial coordinates, and that localization is penfed as hoc for periodic sensors and cannot handle free sensors.
a primitive operation with all the sensors awake, thus igripr ~ The two training protocols presented in [6] assume that the
energy saving achievable by utilizing the sleep-awake dusgnsors are free and synchronized to the master clock minnin

Il. RELATED WORK



at the actor. The actor behavior in such protocols can bee The periodic sensors alternate between sleep and awake
thought of as traversals of complete binary/d-ary treegysgh periods, both of fixed length. The sensor sleep-awake
leaves represent coronas, whose node preorder/BFS numberscycle has a total length of time slots, out of which
are related to the time slots, and whose node inorder/BFS num the sensor is awake fai < L slots. Periodic sensors
bers are related to the actor transmission ranges, resplgcti may sleep for their entire cycle, skipping awake periods,
By exploiting the fully synchronized model and by perform-  as depicted in Figure 3;
ing a distributed phase where the sensors that have already eor  make  sess e deop  avate e
learned their corona inform those in their neighborhood, th [T ta T7a 1 ©d [@ ] td [a ] i
protocols in [6] require a logarithmic number (in the number - - -t ot
of (;oronas) of Sensor sIeep/awake transitions and aChmveF%. 3. lllustrating the sleep-awake cycle of a periodic sensoe @arkestd
optimal square root time (also in the number of coronas) felots represent a time interval in which the sensor was sdeedto be awake
terminating the training task. However, the need of a strofyt decided to sleep instead.
synchronization between the actor and the sensors maleges thi :
. - « Thefree sensors alternate between sleep periods, whose
protocol difficult to extend to periodic sensors.
. lengths depend on the executed protocol and can assume
This paper presents an asynchronous protocol, where the . . .
L ) - arbitrary values, and awake periods of fixed lendtlas
actor repeats a transmission cycle at decreasing trariemiss g
. . X L shown in Figure 4.
ranges, which can simultaneously train both free and pieriod
sensors. Our protocol improves over all the previously asyn | av;ake‘ sleep ‘av;ake‘ sleep | a(:vakj‘ sleep
chronous protocols by reducing the number of sleep/awake
transitions to a logarithmic numb_er’ thus matching theefstst Fig. 4. lllustrating a free sensor that alternates between awakeofse of
synchronous protocol presented in [6]. fixed lengthd and sleep intervals of arbitrary lengths.

I1l. THE BINARY TRAINING PROTOCOL The training problem considered in this paper asks for
. . s imposing a coordinate system onto the sensor deploymeat are
This section serves the dual purpose of specifying theleletady establishing:

of our network model and that of presenting the training .
. o 1. Coronas The deployment area is covered bycoronas
protocol. As a result of running the training protocol, each

. . . . . Co,C1,...,Cr_1 determined byk concentric circles,
sensor will acquire the desired coarse-grain location emess .
k . L centered at the actor, whose radii &re< rqg < r; <
(namely, the identity of the corona and sector to which it <
: e k—1»
belongs), regardless of |t§ typg and of the moment when the2. SectorsThe deployment area is ruled inkoequiangular
sensor wakes up for the first time.
sectors Sy, S1,...,S,_1, centered at the actor, each
having a width of2™ radians;
A. Network Model and Problem Formulation wherek and h are system parameters determined before the

. . , algorithm starts. The objective is for each sensor to aeghie
We restrict our attention to an actor-centric sensor networ © " . o :
- : : identity of the corona and sector to which it belongs, while
consisting of an actor and the set of sensors in a disk cehtere . ; )
L . consuming as little energy as possible.
at the actor. For simplicity we assume that the disks covieyed . . . ; . .
. L o ; . To avoid handling tedious and inconsequential details, we
distinct actors are disjoint. This is the case in many pcatti .
assume that all coronas and sectors have the same width,

applications [18].The actors have a steady power supply al ough this is not strictly required [19]. In a practicatting,

a special radio interface for long distance communicatior}ﬁ . . ) .
, : . e corona width might equal the sensor actor’s transmissio
Time is ruled into slots. Both the sensors and the actors use

identical, in phase, slots. If the slot maintained at a sen i5nae, say, gnd hence the (outer) raditisof coronaC; might
; . e equal to(i + 1)r. In such a case, then, the corona number
drifts from that at the actor, the sensor can easily re-pltase .
o o . lus one gives the number of hops needed for a sensor-to-acto
slot every time it wakes up, as it will be shown in the protoco

. i ?qmmunication. Moreover, a sectdt; might consist of the
The sensors operate subject to the following fundamental .. L2 .
constraints: portion of the area between the two directional transmissio

. angles;j2Z and (j + 1)2~. It is further assumed that the free

« The sensors ar@anonymous- to assume the simplestang periodic sensors share the same awake period leregtti
sensor model, the sensors lack individually unique IDsihat all periodic sensors share the same sleep period length

« The sensors have a modest non-renewable energy budget; ; and that bothi and L are even. However, the protocol

« No sensor has global information about the netwoRg pe discussed can handle sensors with different sleep and

topology; o _ o awake parameters, where each single free sefisbas its
from the actor; sensomp has its own (even) awake and sleep periods of length

« The sensors ar@synchronous- they wake up for the first d, and L, — d,,, respectively.
time according to their internal clock and do not engage in
explicit synchronization protocol with the actor or otheB. The Actor Behavior

Sensors. Consider first the training of the coronas. The pseudocode
We assume that the sensors come in two flavors: of the actor behavior is given in Figure 6. The actor repeats



a cycle of2k time slots and transmits in each slot a messagsptropic ones and. replacesk, all the results that will be
called abeacon consisting of a corona identity. At time slotspresented for coronas hold also for sectors. Thereforégrsec
2(k—1—id)and2(k—1—14)+1,withi = k—1,...,0, the actor training will not be further discussed and we shall focus on
broadcasts aontrol-broadcastfollowed by adata-broadcast corona training only.

using its isotropic antenna. Both broadcast the beacahe

former at full power, rgachmg all the sensors, and the datte The Sensor Behavior

at a power level reaching only those sensors up to cofgna

The actor transmission Cyc'e' featured in Figure 5, is rmnba In order to describe the pI’OtOCO| for the Sensors, it is @luci
for a time sufficient to accomplish the training protocol. Anfo point out that the sensors are aware of the actor behavior
evaluation ofr will be given in Theorems IV.6 and V.9 (for and of the number of coronds which they can learn from

free and periodic sensors, respectively). the control-broadcast beacons. . _
We begin by sketching the behavior of a generic sensor,

regardless of its type. To determine its corona, a sens@ use
two (|log k| + 1)-bit registers, namedhin and max At any
instant, themin (maxX register keeps track of the largest
(smallest) corona identity, heard so far via a control-doaest
(data-broadcast), smaller than (larger than or equal te) th
corona to which the sensor belongs. Thim andmaxregisters
are initialized to—1 and k — 1, respectively, because initially
each sensor can belong to any coronddin. ., k — 1].

From now on, the intervdinin+1, ..., maz] is called the
corona identity rangeand its widthmax —min is denoted by
Fig. 5. An actor transmission cycle @fk time slots withk = 16. The actor A. From the above discussion, the followitrgining condition

alternates control-broadcasts at full power level (blagkjh data-broadcasts is verified:
at decreasing power levels (gray), transmitting coronaniitées in decreasing ) )
order. Lemma IlIl.1. A sensor which belongs to corong with

) ] ¢ > 0, is trained whenmax = ¢ and min = ¢ — 1, and
The redundancy inherent in the control-broadcasts alloysce) — 1.

the sensors to hear the beacons transmitted in the data-
broadcasts even when they are out of the data-broadcasf/e assume that each sensor wakesatipandombetween
ranges, and thus to acquire information about their digtani@e0-th and the2(k —1)-st time slot and starts listening to the
from the actor. One reason for performing data-broadcastsdctor ford time slots, withd > 2. During its awake period,
descending order of coronas is that the outer coronas, whiblg sensor properly sets thein andmax registers according
contain more sensors than the inner ones, are reached figtthe actor's transmissions received. After its first awake
Moreover, since for free sensors, as proved in Lemma IVa€riod, each sensor guesses to belong to coféRatmax]
the inner coronas complete their training earlier than titero and goes to sleep until the actor transmits such a corona
coronas, a subnetwork connected to the actor grows and cogintity. At its next awakening, if the sensor receives thtad
start operating before the whole training task terminates. broadcast relative to the corona identity it guessed, itsrw
The training of sectors is analogous to the training dgentity range become&min 1, - -, Cmintmax,], Otherwise
coronas, except that now the actor broadcasts using the tbg corona range becomﬁﬁ(mawmxwl, .-+, Cmax]. Such a
rectional antenna a beacon consisting of a sector idefifig. binary search continues until the range boundaries differ b
actor cyclically repeats a transmission cycle2afdirectional one, and thus the sensor is trained.
broadcasts with successively smaller angles. Specifically The details are spelled out in Figure 7. A sensor listens for
time slots2(h—1—14) and2(h—1—:)+1, withi = h—1,...,0, an awake period of consecutive time slots. Since the sensor
the actor broadcasts at a full power level a control-brosidcés asynchronous, it keeps track of two slots, one even and one
and a data-broadcast both transmitting the same beacon. ©td, to understand whether it woke up at a data-broadcast or
actor uses in such two broadcasts proper angles of trarismiss control-broadcast. During the even slots, it stores il
so as to reach all the sensors lying in all the sectors ana thdisst either the beacon received, if any,/o(lines 4-7). During
up to sectorS;, respectively. Since sector training is the samiéae odd slots, if the sensor does not receive any beacon, it is
as corona training once the directional broadcasts replece sure that it woke up at a control-broadcast. Thus, the actor
is now data-broadcasting the beadinst and the corona of
the sensor must be larger thdtrst. In variablecontrol, the

Beacons (corona identities) broadcast by the actor

151514 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Coronas reached by the actor broadcasts

By

Pr ocedur e Actor (k); sensor remembers the local time when the control-broadcast
ti= O?t was received (lines 8-11).
r epeal . . .
for i:—k—1downto 0 do On the other hand, if during the odd slots the sensor receives
transmit beacori up to coronaCy,_1; beacone, three cases arise depending on what happened in
. EFTZTI‘;“ beacori up to coronaC; the previous slot, namely, a control-broadcast was redeive

(lines 13-15), a data-broadcast was received (lines 17-19)
or a data-broadcast was not received (lines 21-24). The first

until ¢t >

Fig. 6. lllustrating the actor protocol.



Pr ocedur e Binary-Training &, d);
1 trained:= fal se; v :=t := 0; min := —1; max := k — 1;
2 whi | e — traineddo
3 for i:=0tod—1do
4 if even(z) t hen
5 i f received beacor t hen
6 first := ¢;

el se
7 first := k;
el se
8 i f - received beacor t hen
9 if min < firstt hen
10 min := first; update=left;
11 control=t + 1 — 1;
el se
cases
12 c = first:
13 if max > cthen
14 max := c¢; update=right;
15 control=¢ + ¢ — 1;
16 first£ k and ¢ = (first—1) mod k:
17 if max > firstt hen
18 max := first; update=right;
19 control= ¢ + 4;
20 first= k:
21 if min < (c+ 1) mod k then
22 min := (¢ + 1) mod k;
23 update=left;
24 controt= ¢ + i;
25 t:=t+d—1;
26 if max —min = 1 then
27 mycorona:= max;
28 trained:= t r ue;
el se

29 guess: "mln«g max-‘;
30 alarm-clock:= control 4+ Wait();
31 sleepunt i | alarm-clock rings;

Fig. 7. Training protocol for a generic sensor.

Funct i on Wait: i nt eger;
1 i f update= right t hen
2 Wait := 2| M&XMiN |,
el se
3 Wait:= 2 (s — | maxpmin ),

Fig. 8. The Wait procedure invoked for the free sensors.

sleeps for an interval which depends on theesscorona and
the last modified boundary of the corona identity range.
Consider a sensor that finishes its current awake period and
invokes theWait procedure. lfupdate=right, thenmaxis the
beacon transmitted via a control-broadcast at timeiotrol
(see Figure 7). Since thguesscorona is smaller thamax
guesswill be broadcast in the current actor cycle at time slot
control+ 2| ax—min | ‘\Whereas, iupdate=left, thenmin has
been transmitted by the actor at the beginning of the current
awake period. Sincguesscan only be larger thamin, guess
will be transmitted during the next actor cycle, at slohtroH-
2(k — [max_min]) Clearly, the time complexity of theVait
procedure for the free sensors(g1).
Note that the sensor, setting tlwentrol variable, intends
to wake up in the next period when the actor is transmitting
the control-broadcast relative to tlypiesscorona. However,
the pseudo-code does not exploit this property. Indeed, the
protocol works properly even if the sensor wakes up again
when any data-broadcast or control-broadcast is traresitt
Moreover, since the sensor updates i@ and maxregisters
listening to the effective actor transmission, the sensessdot

case is detected because the sensor hears the same beagg@r any information from its knowledge of the actor beluayi
twice, which implies that the sensor belongs to a corona @hagontrary to the previously known protocols [5], [6]. For all
identity is smaller than or equal to The second case happenghese reasons, the new protocol is robust to clock drift.
when the sensor hears two distinct beacons differing mod 2y periodic Sensor Behaviortn this subsection, th&Vait
k, yielding that the sensor belongs to a corona smaller thgphcedure for the periodic sensors is devised. For the shke o
or equal tofirst. The third case occurs when the sensor heagse analysis, each sensor is assumed to wake up for the first
only the beacow during the second slot, with the consequenggine at a random instarits, with 0 < s < k — 1. Recall that
that the sensor belongs to a corona larger tfian 1) mod k. sensor running this protocol always alternatestots during
At the end of the awake period, the sensor tests the trainy@ich it is awake and, — d slots in which it sleeps. In each
condition (lines 26-28). If it is not trained, by invokingeth of the 4 slots where the sensor is awake, it updates its position
Wait procedure, the sensor intends to wake up again when #i&ording to the heard data. At each awakening, each sensor
actor broadcasts the corona identity in the middle of themen hears groups 0% consecutive corona identities, broadcast by
corona identity range (lines 29-31). The time complexity qfe actor. Since two consecutive awake periods dtatime
the Binary-Training protocol isO(d) plus the time required gjots apart, the corresponding first beacons transmittettidoy
for executing thewait procedure. actor arel mod k apart. Hence, a periodic sensor which does
So far, the behavior of the sensors during the Binarympt skip any awake period hears thecorona identities in
Training task has been described independent of their tyRespecific order which depends on the parameters, and
Indeed, only the proceduiait which determines how long on the time slots at which the sensor wakes up for the first
a sensor has to sleep in order to receive the beacon cofgre. On the top of such an order, the Binary-Training protoc
sponding to theguesscorona, depends on the sensor typémposes the binary search scheme on the corona identitg rang
Such a procedure mainly influences the total time each senggrmeans of thaVvait procedure, which forces a sensor to skip
employs to be trained, and thus the total timef the training awake periods until that in whichuessis transmitted.
task. The Wait procedure is given in Figure 9. Consider a sensor
In the following, theWait procedures, one for free and onenat finishes its current awake period at si@nd invokes the
for periodic sensors, are specified and analyzed. Wait procedure. At first, the sensor recomputes in variable
1) Free Sensor BehaviorThis subsection deals with senirstcoronathe beacon which was transmitted by the actor
sors that can freely choose their awakening time. So they s¢tthe beginning of its current awake period. Indeed, if
the alarm clock when, according to their local time, the actapdate=right, thenmaz has been updated at each time slot
transmits theguesscorona identity. andfirstcoronais (max +2) mod k. Whereas, iupdate-=left,

2
The Wait procedure is outlined in Figure 8. The sensahenmin has been updated only at the first time slot of the



Funct i on Wait: i nt eger ; is untrained at the_end of th_e firs_t awake period, the width
1 if update= rightthen A = max — min Of its corona identity range is:
2 firstcorona:= (max +£) mod k;
el se i X
3 firstcorona:= min; \ = { min{k — K, — 1,k — %} if c> K,
4 yi=1; - _d H
5  whil e guess¢ Ks—35+1 if c <K,
[(firstcorona— v%& — £ + 1 mod k, (firstcorona— v £ ) mod k] do
3 Wit e el + (11;+ ) Proof. Consider the behavior of a sensor that at the end of its
ait : = — ; . . . . .
: — : — first awake period is still untrained. Assume that the sensor
Fig. 9. TheWait procedure invoked for the periodic sensors. does not receive the data-broadcast transmitting be#cgn

that is, ¢ > K. If K, > %, then themin boundary of

its corona identity range is updated f6;. Since the actor
awake period, andirstcoronais exactly the corona identity transmits at decreasing power levels, the nkiiansmissions
stored in registermin (lines 2-3). Note that in the first will not update registemin. Hence, the corona identity range
awake period, if two boundaries have been updated, registecomes K, + 1,...,k — 1]. Whereas, ifK, < g — 1, the
update must be equal taight. Thus, in a lookup process,registermaxis updated because the sensor is awake while the
the sensor checks during which subsequent awake period &leeor transmits beacan— 1. However, overallg coronas are
guessbeacon will be transmitted (lines 5-6), and storesyin excluded, leading to a corona range of width- %, Assume
the number of awake periods to be skipped plus one. Indeedw that the sensor receives the data-broadcast tranmsgnitti
since the corona identities transmitted at the beginninwvof beaconk, that is,c < K,. Then, the sensor updates the
consecutive awake periods differ Bymod k, and§ beacons maxboundary for¢ times. Therefore, the new corona range
are transmitted in each awake period, the sensor knows whigicomedo, . .., K, — g]_ Note that if K5 < g, the sensor will
beacons it can receive in every awake period. be trained. 0

The time complexity of the Wait procedure, shown in

Figure 9, is O(vd). However, such a complexity can be The following two results hold for trainable sensors, tisat i

reduced by storing in each sensor a look-up table, as it Wi§J; those sensors that after a finite time have: 1.
be shown at the end of Subsection I1V-B.
Lemma IV.3. In each awake period but the first, every

IV. CORRECTNESS ANDPERFORMANCEANALYSIS trainable sensor, which belongs to corona- 0, updates only
e boundary of its corona identity range unless it becomes
trained. Every sensor in coron@, always updates only one
boundary.

In this section, the correctness and the performance of
Binary-Training protocol are discussed. The results pidwe
the next lemmas hold for both free and periodic sensors.
Proof. We proceed by contradiction; consider a sensor in
coronac > 0 that updates both boundaries in the same awake
period, but remains untrained. Letin andmaxbe the values
of the boundaries at the beginning of the awake period.
Proof. By contradiction, consider a sensor that listens to thguring such an awake period, the sensor must have received
actor for just one slot. If the sensor receives beacaincannot the control-broadcast for a corona identity larger thaim
distinguish whether it hears a control- or a data-broad€st down to the data-broadcast for a corona identity smaller
the other hand, if the sensor does not receive any beacgan max (passing through the control-broadcasts for corona
although it is aware that the actor transmits a data-braadcadentities0 and & — 1). However, this takes more thahtime
it cannot update thenin register because it does not know thegjots since, already at the end of the first awake period, at
transmitted beacon. Therefore, in both cases the sensnotanegst (min + 1) 4+ (k — maz) > % coronas are excluded by
update its corona identity range. Consider now a sensor tfg corona identity range.

sensor executes the code in lines 8-24, and hence it ses eifhil| receives the actor's transmission. Thus, it setaxin

min OF maz learning its relative position with respect to thesach awake period. When it receives bea6oiit is trained
last data-broadcast beacon. U becausenaz —min =0 — (—1) = 1. O

Lemma IV.1. Each sensor requires at lea&iconsecutive time
slots to learn its relative position with respect to the bemac
transmitted in the last data-broadcast.

As a consequence of Lemma IV.1, it is necessary that the
lengthd of the awake period of both free and periodic sensorsAs explained in Subsection lI-C, in each awake period
be at least2 to allow all the sensors to be trained (such Aut the first, the widthA of the corona identity range is
condition is also sufficient only for free sensors, as it wi#l reduced by applying a binary search scheme on the interval
shown later). Let us now concentrate on how the wiltbf  [min, ..., max] until A = 1. This process requires a number
the corona identity range decreases for any sensor. Pisecisef sleep/awake transitions, whose worst value is denoted by
in the first awake period of a sensorreduces as follows:  Vmax, bounded as follows:

Lemma IV.2. Consider a sensor belonging to coronghat Lemma IV.4. A trainable sensor that belongs to coronand
wakes up at time slot, 0 < s < 2k — 1, when the actor wakes up for the first time at time slet 0 < s < 2k — 1,
transmits beacork,, with 0 < ¢, K, < k — 1. If the sensor while the actor transmits beacald,, with0 < ¢, K, < k-1,



requires Proof. The proof follows from Lemmas IV.1, IV.4, and IV.5.

L o[ 14 [log(min{k — K, —1,k—3})] if e> K, O
= 14 [log(Ks — 2 +1)] if c <K,

i . B. Periodic Sensors
transitions to be trained.

To analyze the performance of the Binary-Training protocol
Proof. After the first awake period, the corona identity rangg, periodic sensors, some properties on which beacons are
reduces by half at each awakening because the sensor leagggived by the sensor, and in which order, are discussed.
its relative position with respect to thguesscorona, which penote withccp(a, b) the greatest common divisor between

is in the middle of the corona identity range. Therefore, by and », and let L/ = L g = cco(l\k), d = 4,
Lemma V.2, the result follows. o i - DLL Candk = DkL/k In order to derive

It is worth noting that a free sensor is always trainabléie necessary and sufficient condition to train all the fakicio
provided thatd > 2 because, being free to set its alarmsensors, the following observation is useful.
clock, it is guaranteed to hear the beacon correspondin®eto { o yma 1V.7. For fixed L,d, and k, assume that, during the
guesscorona. In contrast, a periodic sensor is constrained i o slots, when the sensor wakes up for the first time,
its awakenings and thus it is trainable only if some cond&io 4\« actor has transmitted the data-broadcdst, with 0 <
on the parameters, k andd are verified, as it will be proved ;- . _ | Then the data-broadcast transmitted in the first

in Subsection |V-B. two slots of the-th sensor awake period i€k, — iL’) mod

In order to analytically evaluate the performance of the , 2, -~ .
Binary-Training protocol, in addition tov,,q., let wi.. be E - (KS — GCD(L', k)(iL') mod k) mod k, assuming that

the worst overall awake time per sensor, antbe the total the sensor does not skip any awake period. Overall énly
time for training. Recalling that each awake period lasts félifferent data-broadcasts can be transmitted by the aator i

d time slots, one has,.. = vma:d. Note thatr measures the first two slots of every sensor awake period, i[ldependent
the time required to terminate the whole training task far trof how many awake periods the sensor performs. $uddta-
actor, whereas each sensor counts its local training time, broadcasts differ from each other by a multipleap(L’, k).

_that 'S how many slots elapse_fror_n its _first wake up_u_ntil Proof. Consider a sensor for which, during its first awake
IS 'Fralned. !—|ence, a sensor Wh'c_h IS trained at Iocgl e period, the data-broadcakt has been the first one transmitted
trained at timet + s for the actor, ifs is the random time slot by the actor and which does not skip any awake period. The
when the sensor wakes up the first time. Thereforeannot 3 4 ake period; > 0, of such a sensor startd, time

be larger thart; ., + 2k — 1, wheret ., is the worst training o1 |ater while the actor is data-broadcasting, duriregfitst
time among the training times of all the sensors. The arﬁilyﬂvo slots of the sensor awake peridds, —iL') mod k =
s =

of the total time required by Binary-Training depends on the,- (iL') mod k) mod k. Observe thatl’ and & can be
Wait procedure, which determines how long a sensor has %\jritten asl/ = gl and k = gk. Since (iL') mod j, =

sleep befo:jehreceivi_ng tgifbeacc;n c;orrespgndin_g (;;gtltess g(zf/) mod k (see [11]), (iL’) mod k is a multiple of g
corona, and hence it is different for free and periodic seniso, generates only thé multiples of g in [0,...,k —

1] while i varies in any interval of at least consecu-
A. Free Sensors tive integer values. ThereforéK, — (iL') mod k) mod k =
In order to bound from above the total timéor the training (i — ¢(;£/) mod k) mod k. Moreover, in any two awake

task, the following result is useful: periods, say the-th and thej-th ones, such that > j and

Lemma IV.5. The training task for a free sensor that belongs—Jj < k, the two first data-broadcasts transmitted are distinct
to coronac cannot last more tham, = 2k(1 + [log, ¢]) time and differ by a multiple ofg. Whereas, the same first data-
slots. Thereforer < 2k(1 + [log, k). broadcasts are transmitted in any two awake perioasd j

such thati = j mod k.
Proof. By applying the binary search scheme to the corona J o D

identity range, a sensor that belongs to coremaust exclude  For example, assumé = 28, k = 8, andd = 14, and
the coronad), 1,...,c — 1 from its corona identity range by consider a sensor that wakes up for the first time while the
updating the registemin. This can be done at mo$tog, ¢c| ~actor broadcast&’s = 0. In Figure 10, a tabled is depicted
times. Since the sensor waits at m@st slots between two Which shows in row: the corona identities heqrd at theh
consecutive updates ofiin, the result follows. O awake period. According to Lemma IV.Z4 hask = § = 4
. . rows andd’ = 7 columns. For instance, coluninshows thek
A consequence of the above lemma is that the inner coron . )
. L ) ifferent data-broadcas{$), 2,4, 6} which can be transmitted
finish the training task earlier than the outer coronas. Is th . . .
: ) in the first two slots of every sensor awake period and which
way, the wireless sensor network is formed from the center(?I

. : ! dier by g = ccp(14, 8) = 2, while row 1 shows ther corona
the periphery. Hence, the performance of the Binary-Tnaini . - L . )
. >""identities broadcast during its second awake period, asgum
protocol for free sensors can be summarized as follows:

that the sensor does not skip it. Observe that the first beacon
Theorem IV.6. All the free sensors are trainabledf> 2 and transmitted in this second awake period#§; —:L’) mod k =
to be trained each free sensor requirgg.x < 1+ [log, k], (0—1-14) mod 8 = 2. If the sensor does not skip any awake

Wimax = AVmax, aNd T < 2kvyax. period, it wakes up in the next two awake periods while the



Theorem IV.10. For fixed L, d, and k, one has:
1) if cep(L',k) < d' < L'modk, thenvy., < 1+
[log g] Wimax = AVmax, and T < %Lumax;

i / < d < k.
Fig. 10. TableA showing the corona identities broadcast by the actor during 2) it L'modk < d' < k, Lhen Vmaf‘ < 1+ [log d/]’
the awake periods of a sensor, assuming it does not skip asgeaperiod and Wmax = @Vmax, and 1 < (y} Lvmax;
that it woke up for the first time while the actor was transimiftK s = 0. 3) if d =k, thenvpax =1 andwmax = 7 = d.
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Proof. The result trivially follows whend’ = GcD(L/, K)

because, by Lemma IV.7, thle coronas are partitioned into
actor transmitst and, respectively, as depicted in colurin - & non-overlapping intervals over which a binary search is
This behavior is periodic and in any subsequent awake periggiformed to locate wherguessis transmitted. Hence, the
the sensor will wake up while the actor broadcasts one corafigary search takesyax = 1 + [log k1 guesses. Since each
identity among{0, 2,4, 6}. interval lastsd = 2d’ slots and since a sensor waits at most

As a consequence of Lemma IV.7, a sensor can hedy, siots to hear eachuessbeacon, the results fos,., and
regardless of how long the training task lasts,distinct - follow.

sequences each df consecutive decreasing corona identities. \when ¢/ = I/ mod k, if the sensor is awake for two

If d" < Gcp(L',k), the sensor receivek non-overlapping consecutive awake periods, that is, for two awake periods
sequences of corona identities, and hence 6dly< k corona  starting at time slot andt+ L, it would hearc— d’ + 1 as the
identities. Ifd’ > Gcp(L', k), the sensor hears at least oncgyst peacon of the first period ard- @’ as the first beacon of
each of thek: corona identities. the second period, if is the beacon heard at timeThus, the

Lemma IV.8. The training condition is satisfied for all the & corona identities are covered By ] intervals (out of which
| £ | are non-overlapping) and a binary search is performed on

periodic sensors if and only #’ > GcD(L/, k). ala C ) ' :

~such intervals to find wherguessis transmitted. Since each
Proof. By Lemma IV.7, regardless of how long the trainingnterval lastsd = 2d’ slots and since a sensor waits at most
task lasts, a sensor can learn its relative position onlyeets (k1L slots to hear thguesscorona identity, the bounds for
to min{k,d'k} different coronas even if it does not skip,,  andr hold.
any awake period. Therefore, #' > GCD(L',k), since  whend’ = k, thek corona identities are covered in a single

min{k, d'k} = k, for anyguesscorona of the Binary-Training interval, and each sensor is trained in the first awake period
protocol there is at least one of the subsequenbnsecutive Thys, the bounds are trivially derived.

awake periods in which the sensor can hgaess Whereas,  opserve that wherseo(L', k) < d < L'modk or

if & < cep(I/, k), sincemin{k,d'k} = d'k < k. there L’ mod k < d' < k, the number of intervals which cover

are corona identities which can never be heard by the sengQ{ i corona identities cannot be greater than that in the case
irrespective of the training task duration. If one of thoseoma o 4/ — Geo(L', k) andd’ = L' mod k, respectively. Hence

identities is aguesscorona for a sensor, the protocol canngf,e proof follows. 0
terminate for such a sensor, which thus remains untrained.

With regard to the time complexity of thé/ait procedure
?Fig. 9), one can use a tablEx , where K is defined in
Lemma IV.7, to faster computg. T, consists ofk rows
Theorem IV.9. For fixed L, d, and k, if ¢ < ccp(Z/,k) and[<] columns. Giverh and j, with 0 < h < k — 1 and
then there are sensors which cannot be trained by the Binaty-< j < [4] — 1, Tx. (h,j) contains the awake period in
Training protocol; otherwise to be trained all the periodiowhich the sensor will hear the corona identitybetween the
SeNnsors require/max < 1+ [logy k], Wmax = dVmax, @nd  start timesjg and(j + 1)g of two consecutive awake periods.
7 < kLVmax. The valueTk, (h, j) verifies0 < Tk, (h,j) < k —1 and it is
intended as a relative position within the system actosgen
Lemma IV.4. With regard ta, since the cycles of the actorcyde‘ In practice, row: of T, contains all the awake periods

and of the sensors lagk and L slots, respectively, then the'n which the sensor can hear corona ideniityduring the

actor and the sensors are simultaneously at the beginningsg?_te(;n ?c.tor-senhsorcyclelrf thehsensor d%es not skip abriyeﬁwa q
their cycle everyLcm(2k, L) = %1&7%) — L slots. In Period. Itis worth noting that the same beacon can be hear

H a sensor in more than one awake period (undéss g, in

other words, the cycle of the actor-sensor system, i.e., the! . : :
minimum time after which both the actor and a sensor a ich case there is only a single columrifig, ). Indeed, since

again in the initial condition, is of lengthL slots. Since to each awake period include# consecutive corona identities

hear eachyuessbeacon a sensor has to wait at most a cycle gpd since distinct awake periods start with beacons Whieh ar
the actor-sensor system, and since at mggt, guesses are multiples ofg, beacom: is heard by a sensor in at mo(§H

performed, the protocol takes< & Luyax time slots. 0 ﬁ]v(\:/ﬁjkdeepl)leriods, namely, for all those overlapping periodshvh

However, taking into account the particular values tiat Referring to the example in Figure 10, Figure 11 shows the
can assume, better bounds on the performance parameterscoatent ofl; for the same parameters, namdly= 28, k = 8,
be derived. andd = 14. For instance, rows of Ty containsTy(5,0) = 3,

Therefore, the performance of the Binary-Training protoc
for periodic sensors is given by the following result.

Proof. The results for vy.x and wpa.x follow from
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power consumed by the sensors in their different operative
modes.
During the training task, when a sensor is awake, its CPU is

active and its radio is listening or receiving. In contragen

a sensor is sleeping, its CPU is not active, its timer is od, an

its radio is off. Lete, andes be the energy consumed during a

o e S time slot by a sensor when it is listening/receiving or siegp

; dlght?i;.is Igaeréaﬁ'yer;p'gﬁﬁﬂ”fe,ﬁ';f,ravvvvﬁgripfgr',‘fi 'g""gr‘]'gz ia‘izlcoron%espectlvlelly. Since the radio startup and shutdown reciire
non negligible overhead, let denote the energy consumed for
a sleep/awake transition followed by an awake/sleep ttiansi
Thus, denoted withv and w, respectively, the number of

To(5,1) = 0, To(5,2) = 1, andTj(5, 3) = oo, because beaconwake/sleep transitions and the overall awake time, thd tota

5 is transmitted during th-rd awake period in one of the slotsenergy £ depleted by a sensor is:

0 and1, during the0-th awake period in one slot betweén

and3, in the 1-st awake period in one slot betweérand 5,

while it is never transmitted in sldi, as one can check in  An ypper bound on the energy drained by the training

Figure 10. protocol for a free sensor is obtained from Equation 1 by

To better understand how to build talilg, imagine first gpstituting the worst case bounds farw, andr given in

constructing a tablelx, by settingAx., (u,v) = (Ks—uLl'—  Theorem IV.6, thus having:

v) mod k. Since Ax, contains the corona identities heard in

each awake period by a sensor that wakes up for the first E < (1+ [logk]) (s + dea + 2kes)

time Wh_'le the actor brogdcast; beacﬁ'rg, one can de”}'e Similarly, the energy spent by the protocol for periodic

the entries ofl’, performing a kind of inverse computation.gosqrs is derived from Equation 1 by using the upper bounds

Precisely, if Ax, (u,v) = h, With 0 < u < k—1and0 < 5 oided in Theorem IV.10, observing that> Gcp(L', k):
v<d —1,thenTk_ (h,|%]) is set tou. The unfilled entries

s
in the last column ofl'x _, if any, are set tox. Clearly, this k kL
' Ko y y E<|1+]log — T et—l—dea—i-iLes
Gep (4, k) GeD(%, k)

of w| W NN | | ol o
| o of w| w| N N | -
N H| | o] O W] w| N ho
BIN 8808w w

~NoOo O WNREO

E =ve; +we, + (7 — w)es 1)

requiresO(%) time andO(’%f/ log k) space for each sensor.
The above computation can be performed by each sensor at ] ] o .

the beginning of the protocol, as soon as it knows its din In order to evaluate the energy drained in a realls_t|c sf_gzttm

Otherwise, such a computation can be done in a preprocessiagle | reports the power consumed by a sensor in different

phase, that is, before the sensor deployment, for a fixedvaRPerational modes. The data refer to the TinyNode 584,
of K,, like K, = 0. When K, # 0, each entry oflx. can produced by Shockfish S.A., and are the customary values for

be derived by the sensor from the precomputed tdbles: the smallest sensors one can buy [8]. Thg sensors have as a

Tw.(h,j) = To((h — K,) mod k, 7). In other words, Ty, POWersource two customary 1.2 \olt batteries, with a cdpaci

corresponds to a row cyclic shift . of 1900 mAh each, and hence_ they have_an energy supply of

Finally, the numbery required in theWait procedure of 4.56 Jo_ule. As one can check in Table I, listening is ne_arly as
Figure 9 is obtained im)(d_’) time by computing expensive as receiving. The_ radio startup an.d shutdownreeqq

g a power consumption, which cannot be higher than that in

y= min {y;:7; >0} the active mode, and they take a non negligible amount of

0<s<[F1-1 time (about 1 ms each). The above constraint influences the

behavior of the protocol because it gives a lower bound on the

. the length of the sensor sleep period, which must be sufficien

v; = (Tk,(guess, j) — Tk, (firstcorona,0)) mod k. to allow both radio startup and shutdown, and thus cannot be

shorter thar2 ms. Hence, a time slot & ms is utilized. Note

K i0ds betw h ; that such a slot duration is enough to accommodate within it
awake periods between each occurrence ofgiesscorona, O(%£) computation time required in the worst case by a

Tk, (guess’_j)' in_the system gctor-sensor cycle and the Currey%riodig sensor. In summary, from the data of Table I, one has
awake period, given b (firstcorona, 0). . thate; — 30 - 1 +30-1 = 60 uJ, ec — 0.015- 2 = 0.030 uJ,
For example, consider a sensor with, = 0, which has B .
. : ande, =32-2 =164 pJ.
guess = 5 and firstcorona = 2. SinceT,(2,0) = 1, one has

go = EToé?’g);l)lmOd 3 4:3'071 :d(TO(f’ 1) - 1) moj i ~ with respect toe, and e,, which in turn are comparable,

'7?4_( o > )_, )2111?? - ,2an ggth_ (00— )1;110 . = _tthe periodic sensors, which require a smallgr,, consume
co. Hence,y = min{2, 3, co} = 2, and the sensor has to wali slightly less energy than the free ones, which in turn aiaech
2L —d+1=56—14+1 =43 slots.

faster.

where

In fact, one computes the minimum numbes of the

It is easy to see that since the actual value.aé negligible

C. Energy Consumption V. EXPERIMENTAL TESTS

In this subsection, the energy required for the Binary- In this section, the worst case and average case performance
Training protocol is evaluated under a realistic estimdithhe of the Binary-Training protocol are experimentally testaat
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TABLE |

k=64 L=216 N=10000

ESTIMATE OF SENSOR POWER CONSUMPTION IN DIFFERENT 10 ———r—
INPeriodic: Viyay e
OPERATIONAL MODES AT2.5 VOLT. 9 inPeriodic: Vgyg V.
BinFree: v, ., *
8 inFree: vy g =
Sensor Mode Current Draw Power Consume 7
CPU inactive, timer on, radio off 6 nA 0.015mW g .
CPU switch on, radio startup 3mA < 30 mW g
CPU switch off, radio shutdown 3mA < 30 mW z s
CPU active, radio listening or RX 12mA 32 mW B
5

compared with the asynchronous corona training protocols ’
previously presented in [5]. The algorithms were written in  *
C++ and the experiments were run on an AMD Athlon X2 ol——————
4800+ with 2 GB RAM. Since in the heterogeneous networks d

the free sensors do not influence the performance of the 12. Number of transitions wheh = 64, L = 216, and8 < d < 128.
periodic ones, and vice versa, the Binary-Training prothes

o

been tested training either only free or only periodic sexnso k=64 L=216 N=10000
In this way, the comparison with the previous protocols,aihi ™ [FErmre———x

deal only with homogeneous networks, is more evident. & thi e Ei'j% Cavg -

section, the protocol for free or for periodic sensors idechl 690 hinFree: g 5

BinFree and BinPeriodic, respectively. 222

In the simulation, there ar& = 10000 sensors uniformly 480
and randomly distributed within a circle of radigscentered 3 o
at the actor and inscribed in a square. Precisely, the Cart-seo
sian coordinates of each sensor are randomly generatedg) A
choosing two real numbers uniformly distributed in the mng = 2«0
[—p, p]. The generation proceeds unfil sensors are placed ** _ pe
inside the circle, thus discarding those laying outsideerifh 12 S
for each sensor, its first wake up time is randomly generated " o
by choosing an integer number uniformly distributed in the
range(0, k& — 1].

Consider first some experiments comparing the performarf¢@ 13. Overall sensor awake time slots whén= 64, L = 216, and

X . g 8§<d <128,
of the BinFree protocol versus the BinPeriodic one. In the
simulations reported in Figures 12-16, the numbef coronas
is 64 and the lengthL of the sensor sleep-awake cycle is 206CD(L/ k) = 8. BinF d BinPeriodic h 7
916. The choice ofk depends on the ratio between the fulf = (L, d) — & BINTTee and BINFerodic havenax =
transmission range of the actor isotropic antenna and thd + [log(k — 3)] = 7 and vmax = 1+ “Og(gﬂ =5
width of a corona, which in turn is assumed to be equigspectively. Similarly, whem = 2L" mod k = 88, BinFree
to the sensor transmission rangeSince practical orders of and BinPeriodic requirey,.x = 6 anduyax = 2, respectively.
magnitude forp andr are hundreds and tens meters [8], ou¢learly, increasingi, the gain of BinPeriodic over BinFree
simulation assumeg = 640 andr = 10 meters, respectively. increases. With regard to average performance, although on
With regards tal, L is selected larger thahin order to allow notes thatv,,, considerably improves overy. for both
d to span all possible values still maintaining a reasonaiig| Protocols, the improvement is higher for BinFree.
sleep periodL — d. Since the BinPeriodic protocol trains all Figure 13 present8max = Vmaxd @aNdwayg = Vavgd, Which
the sensors only it > ccp(4, k) = GeD(108, 64) = 4, the measure, respectively, the worst and average overall awake
sensor awake period varies betweer?GCD(é,k) = 8 and time spent by each sensor to be trained. Clearly, BinFree
2k = 128 with a step of8. The results are averaged over exhibits awake times longer than those of BinPeriodic sihce
independent experiments, which only differ in the deplogimerequires a larger number of transitions. Although the numbe
distribution of the sensors and in the sensor first wakeupdim of transitions decreases @icreases, Figure 13 illustrates that
If the network is dense enough to guarantee that in each aord¢ie average overall awake time is slightly increasing fahbo
there is at least one sensor for each first wakeup time, th@ietocols, except whed approachegk, when all protocols
Umax does not depend on the network density. Thys,, is takew = 2k. It is worthy to note that BinFree can train all
always the same in different experiments, while the averatige sensors even wheh= 2, and in that case it achieves the
number of transitions, denoted by, may slightly change absolute minimum fowax = 2vmax = 14.
depending on the sensor first wakeup time distribution. Figure 14 exhibits the total time required to accomplish

Figure 12 shows the number of transitions for the differetite BinFree protocol for all the sensors in corana= 27,
values ofd. According to Theorems IV.4 and IV.9, whenwith 0 < ¢ < 6, whenk = 64, and eitherd = 32 or

e time

0 8 16 24 32 40 48 56 64 72 80 83 96 104 112 120 128
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Fig. 14. Total time slots required by the BinFree protocol to trair tde Fig. 16. Energy consumed wheln= 64, L = 216, and8 < d < 128.
sensors in corona = 2¢, with 0 < 7 < 6, whenk = 64. ' ' - =

k=575 L=54 N=10000
k=64 L=216 N=10000

200 T T T T
12000 T——T— T T T BinPeriodic: vypay [
EII‘IPeI’IOd\C.T B 180 BinPeriodic: v, x|
11000 BinFree: T x| i °
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Fig. 15. Total time slots wherk — 64, L = 216, and8 < d < 128. Fig. 17. Number of transitions wheh = 575, L = 54, and1 < d < 54.

d = 40. The graphic confirms the results for the total tim&here the time slot length is set foms. It is worth noting

7. given in Lemma IV.5, that istT < 2k(1 + [log,c]). that the graphic of the energy has the same profile as that

Figure 15 shows the total timerequired by the two protocols of the overall awake time. In fact, since the actual value

to train all the sensors in the network. BinPeriodic recuir®f es is negligible with respect te; and e,, which in turn

a total time extremely larger than that of BinFree whefre comparable, the energy grows proportionally td + 1).

d = QGCD(%’k) = 8. In fact, for such a value ofl, to Therefore, although BinPeriodic has a highethan BinFree

receive the beacon corresponding to the guessed corondvhgn8 < d < 48, the former always consumes less energy

free sensor has to wait at mogt slots for each transition, than the latter. In the worst case, the energy depleted by the

whereas a periodic sensor has to wait at n@é% slots, Binary-Training protocol is 38 mJ. Since the energy sugplie

that is a cycle of the actor-sensor system. The total timaef thy a sensor is about56 J, the whole training task consumes

BinPeriodic protocol neatly decreases whiincreases until it at most8/1000 of the entire energy budget.

becomes comparable with that of BinFree for % Indeed, In conclusion, a heterogeneous wireless sensor network

whend is sufficiently large the corona identities transmitteghould use smaller values of for the free sensors and

in different awake periods overlap. Hence, the same corolagger values ofd for the periodic sensors. In this way, the

identity can be received by the periodic sensor during s¢veBinFree protocol optimizes the overall awake time and the

awake periods of the same actor-sensor cycle, and in genegakrgy consumed, without substantially penalizing the mem

the sensor waits much less th@% slots to receive of transitions, whereas the BinPeriodic protocol optimize

the beacon corresponding to the guessed corona. Note th&t number of sleep/awake transitions slightly increasimg

the total time also decreases because, whémncreases, the overall awake time and the energy consumption.

number of transitions required to train a sensor decreases. Consider now some experiments where the new Binary-
Figure 16 shows the energy consumed by a sensor Tiraining protocol is compared with the Flat, Flat and

the worst and average cases, denotedHyy., and E.,,, TwolLevel protocols, proposed in [5], for homogeneous net-

respectively, for both the BinPeriodic and BinFree protsco works of periodic sensors.
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Fig. 18. Overall awake time slots whén= 575, L = 54, and1 < d < 54.  Fig. 20. Total time slots whek = 575, L = 54, and1 < d < 54, excluding
BinPeriodic.

k=575 (k1=25, k2=23) L=54 N=10000

230000 [ nPeriodit 1 Concerningr, Figure 19 shows that the new protocol for
210000 [} i 1 periodic sensors is worse than the previous ones whén
3 at+: T g . - . B .
200000 £ wolevel: .« []  very small, confirming that periodic sensors benefit from a
180000 . .
170000 moderately long awake period. One can note that, according
150000 : to Theorems IV.6 and 1V.10, BinFree and BinPeriodic have a
o 140000 ¥ . . " -y
£ 130000 total time bounded by their number of transitions multiglie
£ Lo by twice the number of coronas and by the Flat total time, re-
" 50000 e spectively. As shown in Figure 20, BinFree has about a double
70000 = total time with respect to all the protocols (but BinPermydi
50000 becauseBinFree uses both data- and control-broadcasts, and
40000 . . . . . .
30000 hence ind time slots it hear% corona identities, while the
20000 Fanshenaten e S . L. .
10000 [ 8o others heard corona identities. However, the larger time of
0 i ELN LNDY T DRP NPT NPY PR LRT UV WY PO U SO - . . . .
0123456 7 8 91011121314 151617 18 19 20 21 22 23 24 25 26 27 28 BinFree is Wlde|y counterbalanced by its much lower number
Fig. 19. Total time slots wher = 575, 7 54, and1 < d < 54. of transitions which lead to a moderate energy consumption

(see Figure 21). Indeed, BinPeriodic depletes the minimum
amount of energy, in both the worst and average cases, with

In the simulations reported in Figures 17-21, the numbegspect to all protocols but TwoLevel. Although TwolLevel
k of coronas is fixed to575, the lengthL of the sensor has the minimum energy consumption in the average case, it
sleep-awake cycle i84 and the sensor awake periddraries requires a specific actor behavior [5] different from thag¢dis
betweenl and 54 with a step of4. The numbers of macro- by all the other protocols.
coronas and micro-coronas for TwolLevel are, respectively,The comparison between Flat and Binary-Training for pe-
k1 = 25 and ks = 23, which indeed givek = k1 x ko = 575. riodic sensors reveals the bicriteria optimization behand
Note thatd is bounded by the lengthh of the sensor cycle, training task: one can either minimize the energy consuwmpti
while for d = 1, only the previously known algorithms areor speed up the training task. Moreover, it is worth noting
defined. In fact, according to Lemma IV.1, Binary-Traininghat in both Flat and Flat, when the actor transmission is not
requires at leas? consecutive slots to learn something. received, the sensors update the corona identity rangértgri

The experiments show how both BinFree and BinPeriodicom their local time the beacon transmitted by the actoisTh
outperform Flat and Flat with respect tovn,.x and v,,, mMakes the Flat and Flat protocols very sensitive to clock
(Figure 17), and t@uyax andw,y (Figure 18). In particular, drift.
for v, although the corona identity range is guaranteed toFinally, the above experiments show that Binary-Training
decrease at each awakening applying either+Flait Binary- for free sensors offers, especially for small valuesdpthe
Training, its range decreases faster using Binary-Trgininbest compromise for both optimization criteria. Hence, the
Indeed, this last protocol halves the corona identity raaige heterogeneous network takes advantage of the free sensors
each awakening of the sensor. With regard to TwoLevel, its become quickly operative, and of the periodic sensors to
number of transitions is smaller than that of Binary-Tra@i increase its longevity.
only whend is approximately the same as the number of
macro- and micro-coronas. Indeed, whén= 23, TwolLevel
can train the sensors in just 3 transitions, whereas Binary-n this paper we have proposed an energy-efficient loca-
Training still uses a logarithmic number of transitionse&@ly, tion training protocol for heterogeneous actor-centrinsse
a similar observation holds for the overall sensor awake tinnetworks where the sensors acquire coarse-grain location

VI. CONCLUDING REMARKS AND OPEN QUESTIONS
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