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NUMERICAL SCHEMES FOR THE ROUGH HEAT EQUATION

AURELIEN DEYA

ABSTRACT. This paper is devoted to the study of numerical approximation schemes for
the heat equation on (0, 1) perturbed by a non-linear rough signal. Tt is the continuation
of [9, [§], where the existence and uniqueness of a solution has been established. The
approach combines rough paths methods with standard considerations on discretizing
stochastic PDEs. The results apply to a geometric 2-rough path, which covers the case
of the multidimensional fractional Brownian motion with Hurst index H > 1/3.

1. INTRODUCTION

This paper is part of an ongoing project whose general objective is to extend the scope
of applications of the rough paths method to infinite-dimensional equation, with as a
target the possibility of a pathwise approach to stochastic PDEs (see [15, @) [3, 4], 11]).
The equation we mean to focus on here is the following:

yo =1 € L*(0,1) , dy, = Ay, dt + Zfl(yt) dei , t€l0,1], (1)

i=1
where:

e A is the Laplacian operator on L?(0,1) with Dirichlet boundary conditions,

o [i(y)(&) := fi(y(&)) for some regular function f; : R — R,

e z:[0,1] - R™ is a geometric rough path of order 1 (see Assumption (X1),) or
2 (see Assumption (X2).,).

Owing to the results of [5], we know that the latter hypothesis includes in particular the
case where z is a fractional Brownian motion (fBm in the sequel) with Hurst index H >
1/3. Thus, Equation (Il) provides in this situation a model that can deal with the long-
range dependance property at the core of many applications in engineering, biophysics
or mathematical finance (see for instance [7, 22, 26]). It also worth mentionning that
in the fBm case, the equation can also be handled with Malliavin calculus tools (see
[29, 24, 28, [18]), but for H > 1/2 or for very particular choices of f; only (f; = 1 or

fi =1d).
The theoretical treatment of (Il) under its general form has been established in [9] and
[8]. More precisely:

(i) When x is a geometric 1-rough path, it is proved in [9] that (Il) admits a unique
global solution for any regular enough initial condition ¢, and this is obtained by means
of an abstract fixed-point argument in a well-chosen class of processes.
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(ii) When z is a geometric 2-rough path, the existence and uniqueness of a global solution
has been shown in [8] via a time-discretization of the equation.

We will go back to the exact statement of those two results in Sections Bl and @l Let
us only point out here that in both situations, explicit solutions are rarely known and
the arguments at the basis of these existence results are not sufficiently constructive to
provide a representation of the solution. This paper is meant to remedy this problem
by introducing easily-implementable numerical schemes for the two configurations (i)
and (ii). The approximation procedure will stem from two successive discretizations, in
accordance with the classical strategy displayed for Wiener SPDEs (see [16] or [17]): we
first turn to a time-discretization of the problem and then perform a space-discretization
of the algorithm, following the Galerkin projection method.

The schemes will actually be derived from the theoretical interpretations of () con-
tained in [9, §]. For this reason, let us remind the reader with a few key-points of the
approach displayed in the latter references:

e The equation is in fact analyzed in its mild form, namely

yt == Stw +A Stfu d.TiL fz(@/u) ) t S [07 1]7 (2)

where S stands for the semigroup generated by A. This is a classical change of
viewpoint in the study of (stochastic) PDEs (see [6]), which allows to resort to the
numerous regularizing properties of S (summed up in Subsection 2.1]).

e As with rough standard systems, the interpretation of the right-hand-side of (2]) relies
on the expansion of the convolutional integral fst Si_w dz!, fi(y.), which gives rise to a
decomposition such as

t
/ St—u d[L‘L fz(yu) - Pts + Rt87 (3)

where P is a "main” term and R a "residual” term of high regularity w.r.t (s,t),
which is likely to disappear from an infinitesimal point of view. Once endowed with
this decomposition, the time-discretization is naturally obtained by keeping the main
term P only between two successive times of the partition:

M M
Yo = v, Yt = Stk+1—tkytk + Ptk+1tk’ (4)
with for instance t; = t2 = k/M. The reasoning can here be compared with the recent

approach of Jentzen and Kloeden for the treatment of a Wiener noise ([19, 20, 21]):
in order to deduce efficient approximation schemes, the two authors lean on a Taylor
expansion of the solution, which indeed fits the pattern given by (&]).

e Then, in comparison with the standard case, an additional step has to be performed
so as to retrieve a practically-implementable algorithm: roughly speaking, it consists
in projecting the (intermediate) scheme () onto (increasing) finite-dimensional sub-
spaces of L?(0,1). We will thus carefully examine how to combine this projection with
the rough paths machinery.

To the best of our knowledge, this is the first occurence of (explicit) approximation
schemes for a PDE involving a fractional noise. The convergence of those schemes will
hold for any geometric 2-rough path. We hope that the strategy as well as the technical
arguments displayed in this paper will make possible the approximation of a larger class
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of rough evolution equations, with for instance a more general operator or a fractional
distribution-valued noise. For the time being, we cannot handle this task though, just
because theoretical (global) solutions have not been obtained in those situations yet.

The article is organized as follows: in Section Bl we first elaborate on the assumptions
underlying our study. We also introduce the two algorithms that will be brought into
play and state the main convergence results. SectionBlis devoted to the treatment of the
above case (i). Only developments of order 1 will be involved in this section, so that the
scheme can be seen as an adapted version of the usual Euler scheme. In Section M, we
will handle the scheme for the situation (ii), which requires developments of order 2 and
is thus closer to the well-known Milstein approximation for standard differential systems.
Finally, Appendix A puts together some technical proofs that have been postponed for
sake of clarity, while in Appendix B we give an insight into possible implementations of
the algorithm in the fBm case.

2. SETTINGS AND MAIN RESULTS

2.1. Framework. We focus on the Laplacian operator A on to the Hilbert space B :=
L?(0,1) with Dirichlet boundary conditions. We fix from now on a basis of B made of
eigenvectors:

en(€) == V2sin(mné) (n € N*), with associated eigenvalues A, := w2n’.

For any N € N*, Py will stand for the projection operator onto the finite-dimensional
subspace Viy := Vect{e,, 1 <n < N}. It is a well-known fact that the fractional
Sobolev spaces are likely to play a prominent role for the study of a stochastic PDE

(see e.g. [23]):

Notation 2.1. For any k > 0, we denote by B, the fractional Sobolev space associated
to (—A)" and characterized by

Bo={y € L*0,1): Y Nr(y")* < oo}, ()

where the (y™) are the components of y in the basis (e,). This space is naturally provided
with the norm

lyllz, = 1(=2) 5 =D Ar ™) (6)
n=1

and we extend the definition of B, to any v < 0 through the characterization formula
(3).

2.2. Assumptions. As in [8 [9], we are interested in the mild formulation of the equa-
tion, namely

v = Sub+ / Swdil fi(y) . te0.1], yeB, (7)

where S is the semigroup generated by A and Sy, = S;_,. A priori, the equation
only makes sense for a regular (ie piecewise differentiable) process x. In this context,
interpreting the rough version of () means extending the convolutional integral to a
~v-Hélder process z, v € (0,1). For sake of simplicity, we will only consider in this paper
the case v is strictly greater than 1/3, which covers in particular the Brownian motion
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case. As in the classical rough paths theory, we will also be led to assume, depending
on the regularity of x, that one of the two following assumptions is satisfied.

Assumption (X1),: z : [0,1] — R™ is a geometric 1-rough path of order . In other
words, z is a y-Holder process and there exists a sequence of piecewise differentiable
process (zM) such that

wp = Nz —2™;C] ([0, 1]; R™)] M2ee,
where A[.;C/ ([0, 1]; R™)] is just the usual Holder norm, ie

Ny CH0, 1), R™] = sup 1% = Ysllzn

o<s<t<1 |t —s|”

Assumption (X2).: 2 : [0, 1] — R™ is a geometric 2-rough path of order . In other
words, x is a y-Holder process and there exists a sequence of piecewise differentiable
process (zM) such that N[z — 2™;C7(]0,1];R™)] “=5° 0 and the sequence (x2M) of
Lévy areas associated to (zM), ie

u

t
x2 M — / daMt (pMd — M3y =1, m, s<tel0,1],
S
converges to an element x2 with respect to the norm

Ny G ([0, 1 R i= sup 1l

0<s<i<1 |t — |7

In brief,
o = N — oM G0, R)] + N — <3637 (0, 1 R™™)] =5 0.

Example: The main process we have in mind in this paper is the (m-dimensional)
fractional Brownian motion x = B with Hurst index H > 1/3. It has been indeed
proved in [B] that this process satisfies Assumption (X2), (and accordingly Assumption
(X1),) for any 1/3 < v < H, when taking for z the linear interpolation of x with
uniform mesh %, ie

k

t, = ty = 7 ZL‘iM =y M- (=) (2, — ) iftE [tr, ter1).  (8)

Besides, the following sharp estimates have been established in [I0]: for any 1/3 < v <
H, there exists an almost surely finite random variable C., such that vy, < C.+/log M -
M =" This control can then be injected in our final estimates (I4)) and (IH) so as to
retrieve explicit (almost sure) rates in this fBm case. Note that Conditions (X1), or
(X2),, are actually fulfilled by a larger class of Gaussian processes, as reported in [13]

or in [12].

As far as the regularity of the vector field f is concerned, it will be governed by the
additional condition (k is a parameter in N):

Assumption (F);: for every i € {1,...,m}, f; belongs to the space C*P(R;R) of
k-time differentiable functions, bounded, with bounded derivatives.
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2.3. Schemes. In order to introduce the two schemes we intend to study, let us define,
for any piecewise differentiable process  : [0, 1] — R™, the following operator-valued
processes: for every i,j =1,...,m, for any s < t € [0, 1],

t t
)(tms,Z = / Stu di; ) thl;x,lj = / Stu diz (.Ti - 'T?s)7 (9)

We suppose in addition that either Assumption (X1), or Assumption (X2), is satisfied,
for some parameter v € (0, 1) and some regularizing sequence ('), and that Assumption
(F); holds true, so that f; is well-defined. With those conditions in mind, here is the
two schemes that will come into play in the sequel:

Euler scheme: yé\/[ N — Py and

M,N T M,N
ytk+1 Stk+1tkytk + th+1tk PNf’l(ytk )7 (]‘0)

where ¢, =t} = .

Milstein scheme: yM’N = Py and

x M,N 22 52" ,i' M,N M,N
ytk+1 Stk+1tky th+1tk PNfZ(Zth ) th+1tk ]PN (f;(ytk ) ' (PNf_] (ytk )) )
(11)
where t;, = M = M and the notation ¢ -1 stands for the pointwise product of functions,

ie (6 ¥)(E) = PE)H(E).

Remark 2.2. The name we have given to the schemes is just a reference to the classical
algorithms for standard stochastic differential equations. It indicates that (I0) involves
developments of order one only, while (1) appeal to second-order terms.

Remark 2.3. When M is the linear interpolation of z given by (8), the two sequences

of operators X wMi el hat intervene in the schemes reduce to
tk+1tk’ tet1tk

oM ; ; [
th+17tk = M ' (xtk+1 - xtk) ’ / Stk+1u du (12)

ty

MM i 9 i ; ; ; let1
th+1tk M (xtk+1 - ‘/Etk) ’ (xtk+1 - l‘tk) . Stk+lu du (U/ - tk) (13)

i
Consequently, in this case, the computations of Formulas (I0) and (II]) only require the a
priori knowledge of the successive increments x, | —;, , which makes the implementation
of the algorithms very easy, as we shall see in Appendix B for the fBm case.

2.4. Main results. We are now in position to state our main convergence results. As
in the standard rough paths theory results, we make a clear distinction between the case

1

v > 3 and the case v € (3,3). Theorem 24 (resp. Theorem 2F) will be proved in

Section B (resp. Section [).

Theorem 2.4. Let v € (3,1) and suppose that Assumptions (X1), and (F), are sat-
isfied. Let also 7' € (max(1 —~,3), 2) and ¢ € B,. Then there exists a function
C: (RT)? = RT bounded on bounded sets such that zfy is the solution of (7) with initial
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condition v (see Theorem [TA) and y™MM is the process generated by the Euler scheme
(Id) with M = N,

1
M, M
sup }||yt;y Y s, <C (||¢||BW ||$||v> {W — Putlls, +unm + W} ;

ke{0,.n., M
(14)
where we have used the shortcut |||, := Nz; C] ([0, 1]; R™)].

Theorem 2.5. Let v € (3,3) and suppose that Assumptions (X2), and (F)s are sat-

isfied. Let also v € (1 —,2v] and ¢ € B,,. Then for every parameters

1
0<5<inf(7+7’—1,7—7’+5) L 0<A<y+9 -1,

there exists a function C = Cps, : (RT)? — RY bounded on bounded sets such that if y
is the solution of (@) in B., with initial condition v (see Theorem [J.) and y™* is the
process generated by the Milstein scheme (I1),

1 1
M,N

— < . - 4
ke{g??ﬂ}“%y Yyu ||By, <C <||¢||BW ||X||v> {W N@Z)HBW/ UgM (2M)5 NQA},

(15)
where we have used the shortcut ||x||, := Nz;C] ([0, 1]; R™)] + N[x3;C3” ([0, 1]; R™™)].

Remark 2.6. The particular choice N = M in Theorem 2.4] has only been made so as to
get a nice expression for the final estimate (I4]). Nevertheless, it is not hard to obtain a
more general result with possibly different N, M, following the arguments of Section [

Remark 2.7. As we shall see in Section (] the use of dyadic intervals in the Milstein
scheme ([ITJ) is justified by the need of a decreasing sequence of partitions in the patching
argument of Proposition [£.9. However, our convergence result can probably be extended
to any sequence of partitions whose meshes tend to 0, at the price of more intricate local
considerations in the proof of the latter proposition.

2.5. Tools of algebraic integration. Before going further, let us draw up a list of the
properties at our disposal as far as the fractional Sobolev spaces B, and the semigroup
are concerned (the proof of those classical results can be found in [2], [25] or [27]):

e Sobolev inclusions: If k > 1/4, B, is a Banach algebra continuously included in the
space L>°([0, 1]) of bounded functions on [0, 1].
Projection: For all 0 < k < a and for any ¢ € B,,

lo = Prglls. < 23" ligls.. (16)

Contraction: For any x > 0, S is a contraction operator on B,.
Regularization: For any t > 0 and for all —0o < k < a < o0, S; sends B, into B, and

1Sl < cant™ ¢l 5, (17)
Hélder regularity: For all t > 0, > 0 and for any ¢ € B,

IS0 = ells < cat®llells, » [ASwls < cat™ [¢lls,- (18)
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e Composition: if k € [0,1/2) and f € CY'P(R;R) (see Assumption (F), for the latter
notation),

IF (Pl < enp{l+ el (19)
while if k € [1/2,1) and f € C*P(R;R),

1F ()5, < en {1+ llllB, } (20)
where, in both cases, f(y) is understood in the sense of composition, ie f(p)(§) :=
F(@(£))-

e Pointwise product: if k € [0,1/2) and ¢, € B, N L>=([0, 1]),
le - Ylls. < e {llollellPlls, + el el (21)

while if p € B_,, ¢ € B,, with £ > 0 and a > max(k, i),

lp - Dlls_ < crallells_.[[¢l5.- (22)

Remember that ¢ - ¢ is understood as a pointwise product, ie (¢ - 1)(&) = (&)Y (§).

With these properties in hand, the rough paths treatment of Equation (26) is based on
the controlled expansion of the convolutional integral

/ Stu dxz fi(yu)- (23)

In order to express this expansion with the highest accuracy, we provide ourselves with a
few tools ans notations inspired by the algebraic integration theory for standard systems

(see [14]).

Notations. For k € {1,2,3} and for any interval I C [0, 1], denote
Se(D) = {(t1,.. ., tp) €I": t, > ... >t}
Then for all processes y : I — B and z : Sy(I) — B, we set, for s <u <t el
6Y)is =y —ys  (0Y)ts = (6Y)es — Qss, (24)
(5Z)tus ‘= Zts — Ztu — StuZus; (25)
where a;, := S, — 1d.

To give an idea on how those operators arise from the handling of (), let us observe for
instance that the variations of the solution y are governed by the equation

t s t
(5y)ts - / Stu dl‘; fz (yu) + Qg / Ssu dl‘; fz (yu) - / Stu dl‘; fz(yu) + AtsYs,
s 0 s

and () can thus be equivalently written as

=1 , ()= / S da, fi(u). (26)

Let us also observe, in this convolutional context, the following elementary properties,
that we label for further use:

Proposition 2.8. Let y : [0,1] — B, z : S — B, and let x : [0,1] — R a regular
process. Then it holds:

o Telescopic sum: 6(0y)ws = 0 and (6y)ys = S Sttm(gy)tmti for any partition
{s=ty <ty <...<t, =1t} of an interval [s,t] of [0, 1].
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e Chasles relation: if Jps := fst Sy dy Yu, then 6T = 0.
e Cohomology: if 6z =0, there exists h : 0,1] — B such that oh = 2.

On top of those algebraic considerations, if one wants to measure the regularity of the
terms involved in the expansion of fst St dxt f;(y,), one is led to introduce the following
suitable semi-norms, that can be seen as generalizations of the classical Hélder norm:
thus, if y : [0,1] =V, 2: Sy — V and h : S3 — V, where V is any Banach space, we
will denote, for any A > 0,

A 50

Ny Gl V) = sup K00l n e 00,5 v)] = sup el (27)
a<s<t<b |t — s t€(a,b]

NG V) = swp 2 N (e vy = sup  Maslv o)

a<s<t<b |t — S|>\ a<s<u<t<b |t — S|>\

Then C)([a,b]; V) naturally stands for the set of processes y : [0,1] — V such that
Nly; CM(Ja, b); V)] < oo, and we define C{([a,b]; V), C3([a,b]; V) and C3([a,b]; V) along
the same line. With these notations, observe for instance that if y € C3([a, b]; L(V, W))
and z € CY([a,b]; V), the process h defined as Ry = Ypuzus (5 < u < t) belongs to
C3™7 ([a, 0] W).

When [a,b] = [0, 1], we will more simply write C;(V) := C([a, b]; V).

The following notational convention also turns out to be useful as far as products of
processes are concerned:

Notation 2.9. Ifg:S, — L(V,W) and h : S,, — W, then the product gh : Spym—1 —
W is defined by the formula

(gh>tl---tm+n—1 = gtl---tnhtn~~~tn+m—l'
With this convention, it is readily checked that if g : Sy — L(B,,B,) and h : S, — B,
then 6(gh) : 8,11 — B, is given by
d(gh) = (9g)h — g(5h). (29)

To end up with this toolbox, let us report one of the cornerstone results of [15], which
will allow us, in Section Ml to cope with the high-order terms poping out of the expansion

of (23):

Theorem 2.10. Fiz an interval I C [0,1], a parameter k > 0 and let p > 1. For any
h € CE(I; B,) N Imd, there exists a unique element

Al € NacioCh ™ (I; Biya)

such that 5([\h) = h. Moreover, Ah satisfies the following contraction property: for all
a € [0,p),

NTAR; C4 (I3 Busa)] < cau NTh; C4(I;By)). (30)
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3. YOUNG CASE

This section is devoted to the proof of Theorem 24l Consequently, we fix from now on
the two parameters v € (3,1) and v/ € (max({,1—7),1), as well as the initial condition
¢ € By. Under Assumptions (X1), and (F),, the convolution integral (23] can be
extended to x via a first-order expansion. To do so, observe that if T is a piecewise
differentiable process, one has, for any B-valued differentiable process z,

t
/ S dF 2y = X5 2y + Ay (XT62), (31)
where X% is the operator-valued process defined by ([@). Indeed, if we denote
t t
Jts = / Stu di’z Zu — X;;ZZS = / Stu d.’i‘z (52)us € C%(B),

one has, with the help of Theorem EZI0, 6(.J — A(X#§z)) = 0, hence, owing to Proposi-
tion 28, J —A(X%'§z) = 0h € C3(B), which easily entails 64 = 0 (use the telescopic-sum
property of Proposition 2.§]). One can then rely on the following natural extension result:

Lemma 3.1 ([9]). Under Assumption (X1),, the sequence of operator-valued processes
¢
X;M’Z = / Stu dxﬂ“

converges to an element X® with respect to the topology of the spaces C;f’\(E(BH, B.iy))
A €0,7),k €R) and N X% C] M (L(Be, Beir))] < conllzlly, as well as

NXZ = X750 L (B, Busa))] < Contin. (32)
Moreover, X®' commutes with the projection Py and satisfies the algebraic relation
X" = 0.
Remark 3.2. The underlying topology of this convergence result is of course closely
related to the properties of the semigroup recalled in Subsection In other words,
the fact that X® € CJ NL(By, Biyy)) for £ € R\ € [0,7), is a consequence of the
regularizing property (7).
Remark 3.3. Through the continuity result (82]), one can see that the process X* only

depends on x and not on the particular approximating sequence 2. This comment also
holds for the forthcoming Lemma [A.T]

Once endowed with X7, it is readily checked that the right-hand-side of (3I) can also
be extended to a less regular process z, which provides the expected interpretation:

Proposition 3.4 ([9]). Under Assumption (X1),, we define, for any process z =
(2, ..., 2™) such that 2* € CY(B,) N C{(B) with v+ k > 1, the integral
Tis(dr 2) = X520+ Ny (X™1627) (33)
Then:
° j(d:p z) is well-defined via Theorem[2I0. It coincides with the Lebesgue integral

fst Sy dxt 2% when x is a piecewise differentiable process.
o The following estimate holds true:

NI (dz 2); C3(B)) < cllally {NTz: CY(Bi)] + Nz CE(B)]}- (34)
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3.1. Previous results. The main result of [9] for the Young case is summed up by the
following statement:

Theorem 3.5 ([9]). Under Assumptions (X1)., and (F)s, Equation (7), interpreted

thanks to the previous proposition, admits a unique solution y in (?I/(Bq/), and the fol-
lowing estimates hold true:

Nly: C(By)] + N €1 (B,)] < € (Il 1l (35)

for some function C : (RT)?> — RT bounded on bounded sets. Morever, if y (resp. §) is
the solution of (1) associated to a process x (resp. Z) that satisfies Assumption (X1),,

with initial condition ¢ (resp. U ) in By,
Ny = 50BN < ¢ {1V = Dl + e = 2, } (36)
with ¢, 5,5 = C'(||lz |l 12+, ||1/)||57,,||@/)||57,), for some function C' : (RT)? — R*
bounded on bounded sets.
Remark 3.6. It is worth noticing that ([B3]) and (34) implies in particular
Ny C1(By)] < ¢y
Indeed, since y is solution to the system, one has

10ells, < ITis(de Fw)ls,
< et — sl NI () 0B, )] + ¢l (8))} .
Then, thanks to (I9) and (I8, it holds N[f(y); CY(B,)] < c{l +/\/[y, CY(B,)]} and
NIF(): €7 (B)) < eNy: &7 (B)] < e {NTy: CRB, )] + Ny &7 (B,)]}
The continuity result (Bf) provides us with a control over the discretization of the

driving signal x. This is the first step towards Theorem 2.4}

Notation 3.7. For any M € N*, we denote by 7™ the Wong-Zakai approximation
associated to x™ (with the same initial condition 1), or otherwise stated the solution to
Equation (7) when x is replaced with its interpolation .

Corollary 3.8. With the above notations, there exists a function C' : (RT)* — R
bounded on bounded sets such that, for any M € N*,

sup lys, — Ty 5, < Ozl 1015, Juns (37)
M}
3.2. A uniform control. The second step of our reasoning consists in controlling the

process yMY generated by ([I0), uniformly in M and N. To do so, let us first extend
y™*~ on [0,1] through the formula: if ¢t € [ty, tr11),

ZBJ\J/L' ,
v = Sy X P filyn ) (38)
Now observe that by setting i := A, (X M 5 Py fi (yMN )), one can write, for any
ke{0,....,M —1},

tet1
M,N M,N i , M,N
ytk_H = Stk+1tkytk + / Stk+1u dxuM PNfi<y'ljy ) - Ttkﬂtk (39)

ty
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Extending the expression to all times s < ¢ gives rise to the two formulas:

Lemma 3.9. Ift, <s <t <...<t; <t <{tg41, then

t
(5™, = / Spu da™ Py f(y ) — N, (40)
with
ytj\sd Nﬁ - Tttq Sts,r _'_ Z Sttk+1rtk+1tk7 (41)

while if t, < s <t <tpi1,
A ZB]M,Z' ,
(6y™N)is = Xio P filye,™)- (42)

Proof. Formula (42)) is a straightforward consequence of the relation dX=M4 = 0. As for
, it follows from the association of and the telescopic-sum property contained
y
in Proposition 2.8 which gives here

(5yM7N)ts = Z Sttk+1 M )tk+1tk + (5yM7N)ttq + Sttp+1 (5yM7N)tP+1S
k=p+1
tq
= / Stu d:L‘Z M PNfz Z Sttk+1rtk+1tk
tp+1 k=p+1

t
/ St dzi™ Pr fi(yhN) — i M|+ Suey e (09N, (43)
t

q

Since

(5yM7N)tP+18 = (5yM’N)tp+1tp - Stp+15(5yM7N)8tp

tot1 i M M,N
— Stp+1u dl‘d PNfZ (y ) + rtp+ltp
tP

lp

~Stpurs [ / Seuda™ P fi(y,"™) — r;‘i;N] SR
it suffices to inject (@) in ([43]) to get (@0).
U

We are going to lean on the two expressions ([0) and ([@2]) in order to establish the
expected uniform estimate:

Proposition 3.10. There exists a function C : (R*)? — R* bounded on bounded sets
such that for every M, N € N,

NyMN:e0((0,1], By)] + N[y 7 ([0.1], By)] < C(l|zll-, [1¥]ls,,), (45)

where yMN is extended on [0, 1] through Formula (38).
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Proof. For sake of conciseness, denote here
NN 7 (D) == Ny™™N; e, By + Ny™N; ¢ (T, By).
With this notation in hand, we will actually prove the following assertion: there exists
a time Ty = To((|z[l,) > 0 and a sequence of radii 1y = Ri(||zl,,[|¢|[s,) such that for
any [,
NN Y7 ((0,1T0))] < Ry

For | = 0, take Ry := ||¢|| 5, Now assume that the property holds true for [, and let
s,t €0, (l+ 1)Ty).

1%t case: st € [Ty, (1 + 1)Tp).

I subcase: t, <8 <ty < ... <ty <t <tg, with [t —s| > 7. Then, from @T),

t
(0y™N)ys = / Spu dat™ Py fi(y2 ) — ypNE

Owing to the estimate ([B4) (applied to x = x™), one easily deduces

t
|| / Sua i P () s, < e lt— s Ty~ {14+ N6 (0, (0 + DT}

Besides, thanks to the contraction property ([B0) of A, one gets
Il < ot = s {1+ N5 607 ([0, 0+ VT

as well as
I ls, < et — sl {14 N7 (0, 0+ VT
Thus,
q—2
s, < s, + i s, + Y s, + e D0 = bl ™ e s
k=p
< o {1+ N7 (0.0 + DT} -

(it g (5 )]

< e {1 N E (0, + )T} {\t — "+ 'tM_—'}
< eolt— sl {1+ NN E (0, 0+ DT}
2 subcase: t, < s <t <t,y. Then (oyMNY,, = X;AI’iPNfi(ny’N), so that
18y )il < eolt = s {14+ N30 (0, (1 + DT

4 subcase: t, < s < t,q1 <t < tpyp wWith |t —s| < 1/M. Just notice that
||(5yM’N)tS||BW, < ||(5yM’N)ttp+1||3 16 MN)t,,HsHBW,, so that we can go back to the
second subcase.
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Conclusion of the 1° case:

N8 (U0, 1+ DT]) < T3 {1 M50 (0, 1+ DT

2 case: s < 1Ty < t < (I+ 1)Tp. One has [0y )ills, < [0y™N)umlls, +

||(5yM’N)lTO,S||By,, and so, owing to the recurrence assumption,
1Oy sl < [t = s {N ™ T (1T, (1 4+ DTR])] + R
The association of the two cases gives
Ny ™N: €7 (0, (1 4+ DT < b7y {1+ N3 67 (0, 1+ VT | + R

Since, for any ¢ € [0, (I + 1)To], Iy |5, < 1¥ls, + NN Y ([0, (1 + 1)Ty))), one
deduces

N6 (0, (DT < [9lls, +2Re 2675 {14+ N300 (0, 1+ DT

To complete the proof, it now suffices to pick Ty such that 2¢L Ty =1 /2 and to set
R =2[[Y|ls, + 4R + 1.
l
3.3. Space discretization. This is the final step, that will lead us from 7™ to yV.
As in the previous subsection, we extend y*" on [0,1] via ([B8) and use the notations
rMN ML introduced in Lemma B9

Lemma 3.11. There exists a function C' : (RT)* — RT bounded on bounded sets such
that if t, < s <ty <...<t, <t <ty, with|t—s|>1/M, then

C(lzlly, [[¥lls,) /
M7M’ v /
||yts ﬁ||l3’ﬂ/ < My -1 - |t_ $|ﬂ/ :
Proof. Thanks to the uniform control given by Proposition B.10, one has
M, M4
[[7au (VW
q—2
MM MM M,M MM
< e lls, + s s, + It s, + ey D[t = tea| ™ e s
k=p
—1
1 1 1} :
—
< Cew {MV T (H kz |t —tria| )}
=p

_ R e i G

= G + Mry+y'—1 = Ced iy
where, for the last inequality, we have used the fact that 1/4 <+ <1/2<~y<1. O
Lemma 3.12. There exists a function C' : (RT)* — RT bounded on bounded sets such

that if t, < s <ty <...<ty, <t <ty, with|t—s|>1/M, one has

't Cllall, W¥le,) | v
I Sewdel? (Pa = 102, < = et = ol
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Proof. As Py; commutes with the semigroup, one can of course write

t
/ Sy di™ (Pay — 1) fi(y M)

s

= Xi,’i’M(PM —1d) f; (yM M) 4 (Pyy — Id)]\ts(Xx’i’M(Sfi(yM’M)),
From this expression, the uniform control given by Proposition B.10] easily yields

XM (Par = 1) £yt Mls, < ot = s (Par = 1d) fi(ws™™) |

|t_5|y_7l M,M
ani(?/s )HBW/

It — s
MY

< ¢

IN

C"L.7/l1z)

while
1(Par = TA) Ay (X™M6 £ (y ™M) 8,

1 A )
5oy A (X M8 fi(y ™) |

) t—s[”
- M2(6v=)

S Vo
l

We are now in position to prove the main result of this subsection, which, associated
to Corollary 3.8, completes the proof of Theorem 2.4

Proposition 3.13. There exists a function C : (R*)? — R* bounded on bounded sets
such that for any M € N¥,

1
—M MM
sup —y , < C(]|x]~, ,{ — Py ,+7,}. 46
o7 =y s, < Ol s, ) 1 = Pavlls + s (40
Proof. As in the previous subsection, we use the shortcut

N =y M COT (D) = N ™ = g™ e, B + N[ — ™01 (1, B,)].
Local result. Consider first an interval Iy = [0, Tp], with T a time to be precised at the

end of this first step, and let s, ¢ € [0, Tp].
It case: if t, < s <t <ty1, then

~

S(yM —yMMy = (5yM)ts — Xﬁ’i’MPMfi(y,f\f’M),
hence

It — s

8@ = 5™ il < ot = I < g0

2 case: if t, < s <t, <t<t,o wego back to the previous case by noticing that

16@" = 4™ il < 18 =™ ity ls, + 16@" = 4™ )iy islls,,-
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4 case: t, <8 <lpy1 <...<ty <t <ty with [t —s|>1/M. Then

S@M - yM’M>ts

Suu M (@) = Purfi ()] +

S da™ ;") = filya"™)]

—

t
+ / Sy daM (I — Pag) fi(y ™M) + 004

s

According to the two previous lemmas, one can assert that

It — s

t
i MM,
||/8 Siw dr ™ (1d —Par) fi(ys™™) + vl M1, < ooy iy =1

Besides, it is not hard to see that

t
II/ Sradr™ [fi(@G") = filya™D] s, < ey [t — |7 TN — 5™ 4C07 ([0, To))],

S
for some constant cy, , that we fix for the rest of the proof.

Summing up the three cases, we get
2

N™ = y™ M CT (0, Tols By)] < 7 e TN Y - ™M (0, ).
In order to estimate N [g™ — y™M; CY([0, Tp], B,/)], it now suffices to observe that 7/ —
yMM — §(GM MMy 530(1/1 Pyip), and so

Ng™ ="M e (0, T))]
2

<|lv—Pudls, + + 2% T N[_M MM, é?m([(),To])].

M 'YW !

Thus, pick Tj such that 2 cilp,xTov_“/ = 1/2 to obtain

A / 462 x
N =y "M (0. 1)) < 2016 = Parblls,, + T (47)

Ezxtending the result: By following the same steps as in the local reasoning, we clearly
get, for any n > 0,

NGM — ™M CY [Ty, Ty + s By))]
2
Cox A _ A(
= M'vi/fl + Cllp,xm TN =y M P[0, Ty + ), B,)],

which, together with ([T, leads to

NGM — y™M Y ([0, Ty + n): By)]
2

<2y = Pulls, + + b T NG = MM CYY ([0, Ty + ), By,

M7+v’ 1
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and then

Ng™ =y M C7 (0, Ty + n))]
< 510 — Purtlls, + it el A — V5 C (0, T + )
-~ M BW’ M'\H”Y/*l w,xn y y » vl 5> 40 77 .
By taking n = Tj, we deduce
—M MM, 505 20 C?p,z
Ng™ =y 67 ([0, 2T5])] < 10 [l — PMQ/}”BV/ + N1

We repeat the procedure until the whole interval [0, 1] is covered. U

4. ROUGH CASE

We now turn to the proof of Theorem 27 Thus, let us fix v € (5,1), 7' € (1—7,27],
Y € B/, and suppose that Assumptions (X2), and (F1); are satisfied. We will follow
(almost) the same steps as in the previous section: we first use pre-existing continuity
results to reduce the problem to the study of the Wong-Zakai approximation 7, and

then lean on a uniform bound for ™" to control the transition from 7™ to y*V.

Before we trigger the procedure, let us remind the reader with a few considerations taken
from [8] on how to give sense to the equation under Assumption (X2),. As in the Young
case, the interpretation is based on an expansion of the regular equation: observe that
if ¥ is a piecewise differentiable process, then

/ Sew d, filya) = X3 filys) + XV (fi(ys) - fiys) + T, (48)

where the operator-valued processes X%, X%%% have been defined by (@) and J :=
[} Sy di, M, with

us?

M, = / 0 ([ + 7(00)a) — L] - (50
4 [y + / S 5y + / " fj<ys>] Sy (49)

On top of the result of Lemma B.], one can here rely on the following extensions (we

also anticipate on the sequel by introducing the additional process X**):

Lemma 4.1 ([9]). The sequence of operator-valued processes

M ]MZ“

¢ ¢
azM i | Mi O Y My M,y
X, = Ay, dx), , resp. Xj = Stu dz,t (92 ) s,
S S

S

converges to an element X (resp. X*®% ) with respect to the topology of
C27+"‘(£(Ba+m[5a)) (a>0,k€[0,1)),

resp.  C3'(L(Ba, Batx)) (0 €R, k€ [0,27)).
Moreover,

N[X55, CO N (L(Bay Barn))] < Call Xy,
N — X0, C0 (L (Bay Barrw))] < Cauntnss
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and the same controls hold for X in Cy™"(L(Buin, Ba)). Finally, X and X**
commute with the projection Py and satisfy the following algebraic relations:

(OX™0) e = X500 )0y X0t = X5 — (0271, (50)
where X is the process given by Lemma [Z1

Now, from a heuristic point of view, if we go back to the y-Holder process z in ([48]), the
expression ([49) allows to identify J¥ as a B-valued process of order p := inf(3y,v+4) >
1. This (partially) accounts for the definition:

Definition 4.2. Let k € (0,1) and ¢ € B,. A process y : [0,1] — B, is said to be a
rough solution of (7) in B, if there exists two parameters p > 1, > 0 such that

yo=1 and Sy —X"'fily) = X"(fly)- fi(y)) € C4(B) NC5(By).
In accordance with the above considerations, one has in particular:

Proposition 4.3 ([8]). If x is a piecewise differentiable process (resp. a standard Brown-
ian motion) and if the initial condition 1 belongs to B, withn € (0,1) (resp. n € (3,1)),
then the classical (resp. Stratonovich) solution of (1) is also a rough solution in B,).

Remark 4.4. Let us go back here to the Young setting, ie when v > 1/2. In order
to connect the above interpretation of () with the notion of solution derived from
Proposition B.4], observe the following equivalence: under the assumptions of Theorem
B0 a process y € C?/(Bvl) is solution of () (in the sense of Proposition B.4) if and
only if yo = 1 and there exists i > 1, > 0 such that oy — X™f;(y) € C4(B) N C5(B,).
Indeed, if y is the solution given by Theorem [3.5 then, owing to the contraction property
@), by — X™if;(y) = A(X™6f;(y)) € C77(B)NCJ(B,). On the other hand, if 5y —
X f,(y) € C¥(B)NC5(By) and z is defined by zp = ¥, 0z = X f(y) + AX™6 f,(y)),
one has §(y — z) € CE(B), with fi = inf(u,y +7') > 1. As yo = 2, this easily entails
Y=z

4.1. Previous results. With the above definition in mind, the main result of [§] can
be summed up in the following way:

Theorem 4.5 ([8]). Under the assumptions of Theorem [2.3, Equation (7) admits a
unique rough solution in B, in the sense of Definition[{.4. Moreover, if y (resp. §) is
the rough solution in B, of (7) associated to a process x (resp. ) that satisfies (X2),,

with initial condition 1 (resp. 1) in B, , then

Ny = 5 €20 11: B, < C (Il %1, Nl 120 ) {11 = Pl + I =l }
(51)
for some function C : (RT)* — RT bounded on bounded sets.
As in the Young case, denote 7™ the Wong-Zakai solution of (), which corresponds
to the classical (or equivalently rough) solution of the equation when x is replaced with
22" The continuity result (EI)) allows to control the transition from y to 7*:

Corollary 4.6. Under the assumptions of Theorem [2.0, there ewists a function C :
(R*)? — RT bounded on bounded sets such that for any M,

sup |lye, — T, s, < U5, [1¥ls,,) van.
ke{o,..2M}
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Now it is worth noticing that the time-discretization of the equation has been analyzed
in [§], too. In other words, we already know how to control the difference between 7
and the process y generated by the intermediate Milstein scheme: y}’ =+ and

ZB 11'2 Z
yi\,il Stkﬂtkytk + tkﬂtkfz(ytk ) + thﬂtk 7 (f (ytk ) f](yi\f)) ; (52)

where t, =t = W' To express this result, let us denote (II) the sequence of dyadic
partitions of [0, 1], and introduce the two processes
. oM oM oM
K= 0y — X5 i) =K =X Y () fiw)
for every s < t € IIM™. For sake of clarity, we will also appeal, in the sequel, to the
discrete versions of the generalized Holder norms introduced in Subsection 2.3l Thus,

for any M € N, we denote [a,b]ss := [a,b] N TTM and

. OR) s B
NI 1ar Bog)) o= sup 1Ol
tm<s<t<tr |t — s
s,telIM
We define the quantities
N[';C?([[aa b]]M;BOé,p)] ) /\/’[,CQ‘([[@, b]]M;Bmp)] ) N[,CQ([[@, b]]M;BOé,p)]a

along the same line.

Proposition 4.7 ([§]). Under the assumptions of Theorem[[.5, for every
1
0 < 3 <inf (7+7’—1,7—7/+§> ,
there exists a function C' = Cj : (R")?> = RY bounded on bounded sets such that for any

M,
C(lx[l, [1¢ls,)
e 3}117) ”ytk — Y, HB - (QM)B ) (53)

where yM is the process generated by the intermediate Milstein scheme ([53). Moreover,
there exists another function C' : (RT)? — R bounded on bounded sets such that the
following uniform control holds: For every M,

Ny™; ([0, s By)] + Ny™; ([0, 1 ars B)] + NTEM; 657 ([0, 1ar B)] < oy (54)
where ¢y = C'([[x]]y; [[¢]ls)-

It now remains to study the transition from y* to y™", which is the purpose of the
two following subsections.

4.2. A uniform control. The aim here is to exhibit a uniform estimate for 4V, to

which we will extensively appeal in the next subsection. As in the time-discretization
procedure, the two following processes will play a prominent role in our reasoning: for
every M, N and every s < t € IT™, define

KoY = (0y™ ™M) — X5 Py iy,
i py (FIdNy) - Py fi(yl™N).

MN M,N 22 g2
Jts - Kts - th
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Proposition 4.8. There exists a function C' : (RT)> — R bounded on bounded sets
such that for every M, N,

Ny 1 ([0, 10 B)] + Ny™ N €Y ([0, ars By )] + NEMN 7 ([0, 1 B)]
< C (Il 1Y lls,) - (55)
Proposition is actually a spin-off of the following successive controls on JV:

Proposition 4.9. Fix e, i such that

1
Y+ >Sp>1 7—(7’—§)>e>0.

There exists two integers Mo = Mo(([x[ly), No = No(||x[+, [¥lls,,) and a time Ty =
To(||z]|,) > 0, Ty € ITM0, such that for every M > My, N > Ny, for any k,

NI CH(IRTy, (k + )T A s BY < 1+ e ls., (56)

and
NIV G5 ([RTo, (k + D)To A ars By)] < 1+ [yt s, (57)

The proof of Proposition resorts to the following technical lemmas:

Lemma 4.10 ([8]). Let ¢ > 0 and pp > 1. There exists a constant ¢ = c., such that for
any M and any process A : Sy — By satisfying Atﬁiltﬁf =0 for every k € {0,..., M —1},

Al < et = 5" NOA; C(Is, s B)] (58)

and
|Alls, < e {1t = sl + 1t = sP }{NBA; C5([s. thas; B + NBA; €5 (s, e B)]
(59)

for any s <t € IM,

Lemma 4.11. There exists a function C : Rt — RT bounded on bounded sets such that
for any M and every s <t € IIM,

NTMN: ([, ] B)] < et — s
(NI (05, tlar): B) + Ny™ s 1 ([, #ar)s B) + N33 ([, tar): B) |
{14 N2 NI Y e (s, s B (60)
and
NBTYN: C5([s, lar; By < ex |t — 77072078
{1+ N30, s By)]} {1+ N2 N ™™ C[s, s By) o (61)
where ¢, == C(|x,).

Proof. See Appendix.
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Proof of Proposition[{.9 For sake of clarity, we write here x for 22

Step 1: k = 0. This is an iteration procedure over the points of the partition. Assume
that both inequalities (56) and (57) hold true on [0, 3]y, and )1, < Ty (Tp will actually
be precised in the course of the reasoning). Then, for every t € [0, ]as, one has

Iy s,
< |0 lls, + I1Sw0lls, + 1XG Py fi#)lls, + 1X5 Py (fi (%) - Pafi(0) s,

< 1+ 2ls, + e {07 DN s+ 0N W) - Pefi)]ls, }

where 7 € (0, }) is picked such that 2y >+ —n. Now || fi(¢) s, , < ¢ {1 + HQ/JHBV/} and,
as in ([67) and (©4),

I,
1£) - Pufi()ls, < e {1+ Il | {1 + N—} ,
hence
I,
N 0013 Tar: B)] < e {1+ [0s, | { o }

1% »

11)—2 1

N> N, Ny [0, ) Tar: By)] < 2¢; {1 + HQ/’”BV/}- Besides, if s <t € [0,£) ],

I

At this point, let us introduce an integer NO1 such that < 1, so that for any

Oy™ )i
< T s 1 P fiy ™) s + 11X P (f 2Y) - P 5 (92) s

< eoft—s/ {1+l¥lls, |-
and
IS s < 198 s + IXE P (F W2N) - P f (02 V) s
< elt=sPT {14 vl |-
By using ([B0), we deduce, for any N > N,** (remember that thy < To),
NSTMN: CE ([0, 83511 B)]

< C”*“TO%L'Y'*“ {1 + HlpHBW,} {1 +

N2v -1

, vz,
< CxT(;hUY“{l_'_”wHBw’}{l—i_NT’—; )

and in the same way, according to (1)),

Ny™™; ([0, £ Tar; By)P? }

2 2
o Credye A,
N C5([0, 24 Tars By)) < T {1+||¢||BW,}{1+W ~
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lvlg,

Let us fix an integer N> > Ny' such that ———" < 1. Then, thanks to (58) and (59)

N2'y’ -1

(applied to A = JMN) we obtain, for any N > Nj~,
/ (A1 —e
NNt ([0, 04,0 B) < {17+ 17 i+ s,

and

NI G0, 1yt D By)] < EATE 7+ 17 {1 ol

Consider now a real T} > 0 such that ¢ {(Té)7+7l7“+ (Té)y_w_%)_g} < 1 and let

My = My(||x|,) an integer such that 1/(2M0) < T}. We fix Ty in the non empty set
(0, T3)NIIMo 50 as to retrieve the expected controls, namely: for every M > My, N > Nol’2

N ([0, thalan B) < 1+ Illy, - NN G510, tgalar By)l < 1+ 1[4y,

which completes Step 1, that is to say the proof of (B6l) and (&) on [Ty, 270] a-

Step 2: k = 1. We henceforth fix M > M,. With the same arguments as in Step 1, we

first deduce, if both controls (B6) and (E7) are checked on [Ty, ) |ar (with )1, < 2Tj),

lyzy ™ 13,
Ny ([ To, tM]ar; B,y)] §ci{1+|]y%’Nng,}{1+W . (62)

Remember that for any N > N, ||y%’N||Bw, < 2! {1 + Hd}”‘%’}' Consequently, we

ez {1+]I¥ls_, })?

introduce an integer NO2 > Né ? such that < 1, and (62) entails, for any

N> N,
NI T 1T By < 268 {1+ 1, ).

Then, with the same estimates as in Step 1, we get, for any N > N02’1,

2

21, M,N
1 llyn s,
N[N 4 ([T, 4L D B) < 5 {1 = {0 s, )

and this control also holds for N'[JYN; C5([Ty, ¢ ]ar; By)]. Introduce finally NG? >
c2(2¢:{1 , 2
NZ* such that Sclall L)) <1 to get (B6) and (E7) on [To, t)},]a (for N > N2,

(Ng72)2'y’—1

which completes the proof of (B6]) and (B7) on [To, 270] ;-

We repeat the procedure until Step L, where L = L(||x||,) is the smallest integer such

n

Once endowed with the estimates of Proposition 9 the proof of Proposition
follows the same lines as the proof of Theorem 2.10 in [§]. For sake of conciseness, the
reader is referred to the latter paper for further details on the procedure.
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4.3. Space discretization. We are now in position to compare y™ with y™V. To this
end, let us introduce the intermediate quantity: for every s <t € IIV,

Ny =y 0([s, tha)] = Ny™ =y CU[[s, t]ar: By)]
+ N yM = g™ CY([s, s B)] + N KM — KMN:CY([s, t]ar; B).

Lemma 4.12. For any A € (0,7+~'—1), there exists a function C = Cy : (RT)? — R
bounded on bounded sets such that for any M, N, for every s <t € IIM,

N =P O, s B < o It = P AT = 9 Q00T + 35 |

and

. B 1
NI =T €3 (I3, s By)] < o {|t — s NTy™ = ™5 Q([s. tar)] + ﬁ} ,
where ¢z = C(|[x[|5, [¢¥]l,)-
Proof. See Appendix. O

Proof of Theorem[Z. For sake of clarity, we write here z for 22" . Consider a time
Ty € [0,1]as. For any t € [0, T1] s, one has

u =N =1 = Pyl + [XGfi(w) — X5 P fi(Pa)]
+ XY (1) - () = Xi P Py (FL(Pxv) - Pufi(Pao))] + [T = T

Thanks to Lemma ET0 (applied to A = JM — JMY) and Lemma T2, we already know
that

18 = T MMl < can {TIN Y™ = y™; Q([0, Ta]ar)] + N7}
Then

I1X36" fi(w) — Xi6" P fi( Py,
< X i) = f(Pxw)llls, + 1 X35 (1d = P) fi( Paed) |15,
< o {16 - Patlls, + NP}
and with similar arguments
IX5 (F(@) - f3()) = Xig T P (f1(Patb) - Prcfi(Pyid))ls,,
< cou {Il0 = Pyvlls, + N2},
so that
Ny™ =y %:C0([0, Th]ar; By))
< oo {TIN ™ = ™5 Q0 Tillae)] + ¥ = Pytlls, + N2}
Let us now analyze (in B) the decomposition: for every s <t € [0, T1],
O(y™ — yM Ny = X5 filyd") = X5 P fi(yd™)]
DX (L) - Fi20) = X P (FL2) - S ™))] + [ = Y]
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According to Lemmas and .12
12 = TN s < o = 5P {T7 TN — ™ Q([0, Taan)] + NP (63)

Moreover,

X5 Fily") — X0 P fily™) s
< et = sy — s+ I1XE (1 = Pr) fiy™ )l

< coplt— s {TINEM — o™ Q0. Ta0)] + 1 — Pl + N2}
and this kind of argument leads to
Ny™ =y ¢ ([0, Ti]ar: By)]
< oo {TIN ™ = ™5 Q0 Tillar)] + ¥ = Pytlls, + N2}
Finally,
KM — KN =
(X (M) - F2) = XEI Py (FLG2N) - Pufi )] + [J4 = ]
and thanks to (63)), this decomposition easily allows to conclude that
Nly™ =™ ([0, T1])]
< by {T7 TN =™ QUI0, i) + 1 — Puiells, + N7}

Let 77 > 0 and M, € N such that ci,w(Tf)W*V’ =1 and (0,77) NIIM £ (. The time T
is now fixed in (0, 77) NTIM 5o as to retrieve, for any M > My,

N =y QD0 Til)) < 26k, {10 = Pl + N7},

It is readily checked that the same reasoning (with the same constants) holds on any
interval [kTy, (k + 1)T1 A 1], and leads to

N = g™ QKT (k) Ty Aan)) < 265, {luih, — uii s, + N2}
As T only depends on x and 1, it follows from a standard patching argument that
N[yM - yM7N; C?([[Ov 1]]M7 B’y/)] < Cz,@[)N72>\7
which, together with the results of Corollary and Proposition [L7] completes the

proof of (I3]).
U

5. APPENDIX A

Let us go back here to the technical proofs that have been left in abeyance in Section

2]
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Proof of Lemma[f-11. For sake of clarity, we write here z for 22" and y for y™ V. One
has

(S‘]MJV)tus - Xta;zPN(;(fl(y))us - Xzfxdz(éxj)uspN (f;(?/s) : PNf](ys))
+ X0 PNO(fi(y) - Pafi(y))us, (64)
which easily entails

(OTMNY e = TN+ TIEN w1105 4 vty (65)

tus tus tus

with
1
R = xip ([ el r0) - K2,
0
11" = X' Py ( / dr f{(ys + (Y )us) - [Qusys + XS?’]Pij(ys)]) :
0

1
Y = XEiPy ( [ e Ut + 166000 = 100} G- Pij<ys>) |
0
IVt = X0 Pyd (fL(y) - Pafi(Y),,. -
First, H[%;NHB < |t —ul"||KMN| 5, and

M,N / 1/2
122 s < colt =l {lu— s lyalls, + = 572 1 ity s, . |

< e |t—3p+w{1+”ys|ygw/}.
Then

LI5S s < colt = P10 s sl P fi(ys) | o=

< ot = sl {1GWuslls + [ = 1" lyslls, {1+ (P = 1) fi(ys) =<}
and
C
[(Pyv —1d) filys)llz < cll[(Pyv —1d) fi(ys)llB,,, < Wﬂfz‘(ys)ﬂm
C
< {1+ IlE, | (66)
Finally,

M,N 2
Vs s < calt = w7 [1(09)uslls {1 + [P fi(ys) |z }
sl
2 !
< |t —u 7’\(5y)usHB{1+W -

Going back to (B3], those estimates yield ([60). To get (GIl), we resort to the decompo-
sition (64)) and observe that (for instance)

T, (1
| X5 Prfilydlls, < ealt = a2 fi(g) s,
< calt—sm D {14l )
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and for any n € (v — 7, 3),

X35 (027 ) us Pr (£1(ys) - P £i(y) s,
< et —ul T u— || £ (ys) - P fi(ys)|ls,
< clt— s {1 + HysHBM} {1+ |1 Pufi(ys)lle=}, (67)

where, to get the last estimate, we have used the property (21]). Together with (6d]), this

leads to (G1]).
U

Proof of Lemma 13 Observe first that §.J™ can be decomposed as in (64) or as in (B,
by suppressing in both expressions the projection operator Py. In order to estimate

[0(JM — JMNY, s, we rely on the decomposition (B3) and its equivalent for JM | with
IM instead of IMV etc. Write for instance

M M,N
[tus - [tus

1
= X ( / dr [+ r(6y™)us) — fidN + r(6y™Y)us)] -Kﬁf)
0
1

+X0 ( / dr fl(y"N +r(6y™MN) ) - [KI - K%’N})

0

] 1
+ X (Id —Py) ( / dr fi (N + (Y™ ) ) - K%N) = I+ ID+ I
0

Owing to the uniform estimate (54) and the continuous inclusion B, C L*, one has
first

o[t = s LNy =y pee + [lyn — g N 1 }

Caw [t — s NTy™ — y™N: O([[s, t]ar)]-

Then clearly ||I2||5 < ¢ |t — s| N[KM — KMN. €2 ([s, ] 1r; B)] and

[P

IAIA

1
s < colt—al™ [(ld—Py) ( / drf;<y£”vN+r<5yM’N>us>~K£§’N)HBA
0
< et —u P NDIEMN |y < ot — s,

where, for the last estimate, we have used the uniform control (53]). The other terms
I,I1,111 of (@) can be handled with similar arguments. Let us only elaborate on

the estimate of || X" Py (f1(ya™N) - (Id = Pn)é (4™ ™) us) || 5, which may be a little bit
more tricky. Indeed, one must here appeal to the property ([22) to get
10 Pre (f (™) - (1 =Pr)d f5(y™)us) 15
< et —ul T F ) - 1 =Pr)ofi (5™ sl
< et = uf M) s, (0 = Pr)S £ (5™ sl
< Gt —u TN LM N uslls S caplt — s TTINTR
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As far as [|0(JM — JMNY, | 5., is concerned, one can start from the decomposition (G4)
and observe for instance that

X5 fiya") — X0 P filya™) s,
< IXE [filwa) = filwa™] s, + I1X5"0d —Py) fiya") s,

1
< eolt—ul'] / dr fM 4 (M — g2Y) - = M)
0
Y
et — uP ™ (1 =P i) ls,

< %w{ﬁ—sWHﬁ”—yfwm@%ﬁt—ﬂ?“N?”}.

The other terms steming from (64]) can be estimated along the same lines. U

6. APPENDIX B: IMPLEMENTATION

We would like to conclude by insisting on the simplicity of the two algorithms ([I0]) and
() as far as implementation is concerned. To this end, we focus on the case z = X is a
fBm with Hurst index H € (1/3,1) and ™ is its linear interpolation. As pointed out in
Section 2 we know that z satisfies Assumption (X2), (and accordingly Assumption
(X1),) for any v € (3, H).

6.1. Young case (H > 1/2). The objective here is to implement the Euler scheme
(). Remember that we have fixed a basis (e,) of L?(0,1) made of eigenvectors of A.

By setting YMMl <YMM el>, one has, for any [ € {1,..., M},
M - .
Y;i\if\dl €7>\l/MY;iM’M’l + Tl {1 . e*)\l/M} Z(éXl)thFltk <fZ<Y;i\4,M)7 el> . (68)
i=1

The following Matlab code is a possible implementation of this iterative procedure,
for which we have taken m =1 and
k-(1—x)

v(E) = %Sin(ﬁﬁ) +gsin(37r§) € €0,1]), fulz)= T

The parameter k is meant to vary so as to observe the influence of the perturbation.

(r€R).  (69)

The procedure more precisely simulate the evolution in time of the functional-valued
process Y MM At each step, the Fourier coefficients < fl(YtiuM), el> are computed by

means of the discrete sinus transform function dst (and its inverse idst), according to
the approximation formula

(1)) = [ e €t sz@(ytk (2)) e ().

As for the fBm increments, they are computed via (an approprietly rescaled version of)
the Matlab-function wfbm, which lean on the decomposition of the process in a wavelet
basis, following the method proposed by Abry and Sellan in [I]. Let us finally point out
that the action of the semigroup is likely to be qualified by turning the heat semigroup
S into Sy = S5, for some parameter k. The theoretical study contained in Section [
remains valid for the modified system, of course.
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function [l]=eigval (N)
1=[]; for i=1:N, 1(i)=(pi*i)"2;end

function [S]=semigr (M,N, 1, kappa)
S=]];for i=1:N, v(i)=exp(—1(i)"2/(kappasM));end

function=simulyoung (H,M,N k kappa)
l=eigval (N);S=semigr (M,N, 1, kappa);
=(1/M) "Hswfbm (H,M+1);
=[1/2,0,3/5,zeros(1,N-3)];
u=zeros (1 ,N); fy=zeros(1,N);
for i=1M
u=dst (A(i,:)); fy=0.5xidst (kx(1—u)./(1+u."2));
A(i+1,:)=S.xA(i,:)
+((kappa./1).%(1—=S))«Mx(X(i+1)-X(i)).x fy;
end
E=[];for j=1M+1, E(j,:)=dst(A(j,:));end
plot (linspace (0,1 ,N+2),
[0,dst([1/2,0,3/5,zeros(1,N—=3)]),0]);
F(1)=getframe;for p=1M
plot (linspace (0,1 ,N+2),[0,E(p+1,:).,0]);
hold off;
F(p+1l)=getframe ;end
movie(F,1,2)

Figure corresponds to simulations of the process ¢ — YtMN(%) for different values
of the parameter k£ (k = 1,5,20,50), with the same realization of a fBm with Hurst
index H = 0.6. The above-described parameter s has been taken equal to x = 100.

6.2. Rough case (H € (1/3,1/2]). By projecting Y™ onto e;, one retrieves here the
iterative procedure:

oM = 4
Y;f%rlm e—Al/QMy;iM,N,l n Tl {1 _ e*Al/QJVI} Z<5Xz)tk+ltk <f@(YM M>’ >

i=1

m th+1 N
§ : tk+1tk )tk+1tk (/ e k1w gy (u - tk))
j=1 173

(Pu YY) - YY) e (70)
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-0.2 T -0.2 T

F1GURE 1. Influence of the perturbation term through the observation
of the path t — Y;M’N(%), for different values of the parameter k in (G9)
(k=1,5,20,50). Here, M = N = 1000, H = 0.6.

The computation of the Fourier coefficients < fZ(Y;iV[N), el> can be implemented with the

discrete sinus transform, as in the Young case. As for the computation of
(PN FLOY) e

it can be achieved with the same idea, starting from the approximation:

(Pubi ™) ) )

S () o () ()

n=0 p=0 m=

RO ()5 6 ().

Those considerations easily lead to the construction of an algorithm for ([70).
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