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Abstract—We consider the problem of piecing together two Control Lyapunov Functions (CLFs). The first CLF characterizes a local controllability property toward the origin, whereas the second CLF satisfies a global controllability property with respect to a compact set. We give a sufficient condition to express explicitly a solution to this uniting problem. This sufficient condition is shown to be always satisfied for a simple chain of integrator. In a second part, we show how this uniting CLF problem can be useful to solve the problem of piecing together two stabilizing control laws.

I. INTRODUCTION

Smooth Control Lyapunov Functions (CLFs) are instrumental in many feedback control designs. See for instance the appropriate sections in the textbooks [6], [8], [10], [11]. The theory of smooth CLF can be traced back to Artstein who introduced this Lyapunov characterization of controllability in [2]. See also [20] for nonsmooth CLFs, and [3] for application of the latter. A very useful characteristic of CLFs is the existence of ‘universal formulas’ for stabilization of nonlinear control systems that are affine in their controls (see [5], [14], [21]). Also from the converse Lyapunov theory, if the origin of a nonlinear system is robustly asymptotically stabilizable, then there exists a smooth CLF (see [4] or [13]).

Numerous tools for the design of global CLF are now available (for instance by backstepping [6], [11], [17] or by forwarding [9], [16], [19]). On another hand, via linearization (or other local approaches), one may design local CLF yielding locally stabilizing controllers. This leads us to the idea of uniting a local CLF with a global CLF, i.e. given (1) a local CLF $V_0$ (e.g. a quadratic CLF yielding to local high-performance stabilizing feedbacks) and (2) a global CLF $V_\infty$, we are looking for a third CLF $V$ which is equal (up to the multiplication by a scalar) to the global CLF $V_\infty$ outside a given compact set and equal to the local CLF $V_0$ on a given neighborhood of the origin (see below for a precise formulation of the problem under study). In Section II we exhibit a sufficient condition on $V_0$ and $V_\infty$ to piece together this pair of CLFs. Under this condition we design a new CLF $V$ solving our uniting problem. By focusing on an example we will check that this sufficient condition may not be satisfied for any pair of CLFs.

This problem is closely related to the possibility to piece together arbitrary local and global controllers. This uniting control problem has been introduced in [22] and further developed in [18]. More precisely, suppose we have a global controller $\phi_\infty$ which gives some nice properties for large value of the state of a nonlinear system (e.g. a global attractivity of a compact set). Assume also that we have a local controller $\phi_0$ which ensures a nice behavior of the trajectories around the origin (e.g. a local exponential convergence). In [18] (see also [23]), the problem addressed was to synthesized a globally asymptotically stabilizing controller yielding the same qualitative behavior for large and small values of the state. This uniting control problem was solved by considering controllers with continuous and discrete dynamics (namely hybrid controller). As we will see in Section IV below, when the topological obstruction of [18] does not occur, solving the uniting CLF problem yields a simple solution to the uniting control problem without using discrete dynamics.

The problem of piecing together two CLFs seems to be challenging. Indeed, using the converse Lyapunov theory and the fact that it may be impossible to piece two arbitrary controllers when restricting to continuous stabilizing feedbacks, we understand that the uniting problem of two CLFs may not have any solution. As an illustration, a controlled system for which there exist two CLFs impossible to unite is introduced in Section IV. This obstruction motivates us to look for a sufficient condition guaranteeing the existence of a solution to the uniting CLF problem as done in Section II.

The paper is organized as follows. In Section II, we first state precisely the uniting CLF problem and then give a sufficient condition guaranteeing its solvability. In Section III, the linear case is investigated through a simple example. We introduce also a sufficient condition in terms of LMI. Section IV is devoted to the uniting control problem. In this section, we show how we can solve this problem once we have solved the uniting CLF problem. Finally in Section V, we present our conclusions.

The proof of some results has been removed due to space limitation.

Notation: $L_f^V$ denotes the Lie derivative of a differentiable function $V$ with respect to the vector field $f$. Given a symmetric matrix $Q$, the notation $Q < 0$ (resp. $Q \leq 0$) means that it is negative definite (resp. semi-definite).

II. PROBLEM STATEMENT AND MAIN RESULT

A. Problem formulation

We consider a nonlinear system which is affine in its control and which is described by:

$$\dot{x} = f(x) + g(x)u,$$  \hspace{1cm} (1)

where $x$ in $\mathbb{R}^n$ is the state, $u$ in $\mathbb{R}^p$ is the control input, and $f : \mathbb{R}^n \to \mathbb{R}^n$ and $g : \mathbb{R}^n \to \mathbb{R}^p$ are locally Lipschitz functions such that $f(0) = 0$. 
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We assume that two CLFs $V_0$ and $V_\infty$ satisfying Artstein condition on specific sets are given. More precisely we assume that the following holds.

**Assumption 1:** There exist a positive definite and continuously differentiable function $V_0 : \mathbb{R}^n \to \mathbb{R}_+$, a positive semi-definite, proper and continuously differentiable function $V_\infty : \mathbb{R}^n \to \mathbb{R}_+$, and positive values $R_0$ and $r_\infty$ such that:

- **Local CLF:** for all $x$ in $\{x : 0 < V_0(x) \leq R_0\}$, we have:
  \[ L_g V_0(x) = 0 \Rightarrow L_f V_0(x) < 0. \tag{2} \]

- **Global set-CLF:** for all $x$ in $\{x : V_\infty(x) \geq r_\infty\}$, we have:
  \[ L_g V_\infty(x) = 0 \Rightarrow L_f V_\infty(x) < 0. \tag{3} \]

- **Covering assumption:** we have the property:
  \[ \{x : V_\infty(x) \geq r_\infty \} \cup \{x : V_0(x) < R_0\} = \mathbb{R}^n. \]

Note that the Covering assumption is natural since we need that the two sets in which we have the controllability property (the two sets in which each CLF satisfies Artstein condition) overlap and cover the entire domain.

Let us define the problem we solve in this paper.

**Uniting CLF problem:** The unifying CLF problem is to find a proper, definite positive and continuously differentiable function $V : \mathbb{R}^n \to \mathbb{R}_+$ such that:

- **Global CLF:** for all $x$ in $\mathbb{R}^n \setminus \{0\}$, we have:
  \[ L_g V(x) = 0 \Rightarrow L_f V(x) < 0. \tag{4} \]

- **Local property:** for all $x$ in $\{x : V_\infty(x) \leq r_\infty\}$, we have:
  \[ V(x) = r_\infty V_\infty(x). \tag{5} \]

- **Global property:** for all $x$ in $\{x : V_0(x) \geq R_0\}$, we have:
  \[ V(x) = R_0 V_0(x). \tag{6} \]

One of the interest of this problematic is when the local CLF $V_0$ satisfies the small control property (see [21]) then in view of property (5) the same holds for the function $V$. In this case, we can use the so-called universal formulas (see [21], [14], [5]) to compute a controller which renders the origin a globally and asymptotically stable equilibrium.

Furthermore, as seen in Section IV resolving the unifying CLF problem provides a way to piece together arbitrary stabilizing controllers.

**B. A sufficient condition**

The main result of this paper establishes a sufficient condition guaranteeing the existence of a solution to the unifying CLF problem. To state it we need the following additional assumption.

**Assumption 2:** Given two positive values $r_\infty$ and $R_0$ and two functions $V_0 : \mathbb{R}^n \to \mathbb{R}_+$ and $V_\infty : \mathbb{R}^n \to \mathbb{R}_+$.
Assume we have the following implication, for all $x$ in $\{x : V_\infty(x) \geq r_\infty, V_0(x) < R_0\}$:

\[ \exists \lambda_x > 0 : L_g V_0(x) = -\lambda_x L_g V_\infty(x) \]

\[ L_f V_0(x) | L_g V_\infty(x) | + L_f V_\infty(x) | L_g V_0(x) | < 0. \tag{7} \]

We are now in position to state our main result.

**Theorem 1:** Under Assumptions 1 and 2, there exists a solution of our unifying CLF problem. More precisely, under an appropriate choice of two continuously differentiable functions $\varphi_0 : \mathbb{R}_+ \to [0, 1]$ and $\varphi_\infty : \mathbb{R}_+ \to [0, 1]$, the function $V : \mathbb{R}^n \to \mathbb{R}_+$ defined by, for all $x$ in $\mathbb{R}^n$,

\[ V(x) = R_0 [\varphi_0(V_0(x)) + \varphi_\infty(V_\infty(x))] V_\infty(x) \tag{8} \]

\[ + r_\infty [1 - \varphi_0(V_0(x)) - \varphi_\infty(V_\infty(x))] V_0(x), \]

is a proper, definite positive continuously differentiable function satisfying (4), (5), and (6).

**Proof:** The function $V_\infty$ being semi-definite and proper, the set $\{x : V_\infty(x) \leq r_\infty\}$ is a non empty compact subset and we can introduce $r_0$ the positive real number defined as:

\[ r_0 = \max \{x : V_\infty(x) \leq r_\infty\} \]

If $\{x : V_0(x) \geq R_0\} \neq \emptyset$ we can also define $R_\infty$ as:

\[ R_\infty = \min \{x : V_\infty(x) \geq R_0\} \]

In the case where $\{x : V_0(x) \geq R_0\} = \emptyset$ we pick any $R_\infty > r_\infty$.

Note that with the Covering assumption, we get that $r_0 < R_0$ and $r_\infty < R_\infty$. Inspired by the construction given in [1], the unifying CLF we propose is given in (8) where $\varphi_0$ and $\varphi_\infty$ are two continuously differentiable non decreasing functions satisfying:

\[ \varphi_0(s) \begin{cases} 
0 & \forall s \leq r_0 , \\
> 0 & \forall r_0 < s < R_0 , \\
= \frac{1}{2} & \forall s \geq R_0 , \\
= 0 & \forall s \leq r_\infty , \\
0 & \forall r_\infty < s < R_\infty , \\
= \frac{1}{2} & \forall s \geq R_\infty .
\] \tag{9} \]

The function $V_0$ being definite positive and the function $V_\infty$ being proper, it can be checked that $V$ is positive definite and proper. Moreover it satisfies the local and asymptotic properties given in Equations (5) and (6).

It remains to show that $V$ satisfies Artstein condition for all $x$ in $\mathbb{R}^n \setminus \{0\}$. Note that the functions $V_0$ and $V_\infty$ satisfying the implications (2) and (3), it yields that the function $V$ satisfies Artstein condition on the set $\{x : V_\infty(x) \geq R_0\} \cup \{x \neq 0 : V_\infty(x) \leq r_\infty\}$. We need to show that Artstein condition is also satisfied on the set $\{x : V_0(x) < R_0, V_\infty(x) > r_\infty\}$. First of all, note that in this set, we have:

\[ R_0 V_\infty(x) - r_\infty V_0(x) > 0. \tag{10} \]

1Indeed, if we pick any element $x^*$ in $\{x : V_0(x) \geq R_0\}$, since the function $V_\infty$ is proper, we get that $\{x : V_\infty(x) \leq V(x^*)\}$ is a compact set and we get $\min_{x \in \{x : V_\infty(x) \geq R_0\}} V(x) = \min_{x \in \{V_0(x) \geq R_0, V_\infty(x) \leq V(x^*)\}} V_\infty(x)$.
2Otherwise there exists $x^*$ such that $V_\infty(x^*) \leq r_\infty$ and $V_0(x^*) > R_0$ which contradicts the Covering assumption.
Furthermore, we have:

\[
L_f V(x) = A(x) L_f V_0(x) + B(x) L_f V_\infty(x),
\]

\[
L_g V(x) = A(x) L_g V_0(x) + B(x) L_g V_\infty(x),
\]

where the continuous functions \( A : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) and \( B : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) are defined as,

\[
A(x) = [R_0 V_\infty(x) - r_\infty V_0(x)] \varphi_0(V_0(x)) + r_\infty [1 - \varphi_0(V_0(x)) - \varphi_0(V_\infty(x))],
\]

\[
B(x) = [R_0 V_\infty(x) - r_\infty V_0(x)] \varphi_0'(V_0(x)) + R_0 \varphi_0(V_0(x)) + \varphi_0'(V_\infty(x)).
\]

In the set \( \{ x : V_0(x) < R_0, V_\infty(x) > r_\infty \} \) we have \( A(x) > 0 \) and \( B(x) > 0 \). Suppose there exists \( x^* \) in this set such that \( L_g V(x^*) = 0 \). We have two cases:

- If \( L_g V_0(x^*) = 0 \), then \( L_g V_\infty(x^*) = 0 \), and since \( V_0 \) and \( V_\infty \) satisfy the Artstein condition, this implies that \( L_f V(x^*) < 0 \).
- If \( L_g V_0(x^*) \neq 0 \), this implies:

\[
L_g V_0(x^*) = \frac{-B(x^*)}{A(x^*)} L_g V_\infty(x^*),
\]

and

\[
A(x^*) = \frac{B(x^*) |L_g V_\infty(x^*)|}{|L_g V_0(x^*)|}.
\]

Consequently, with Assumption 2, we get:

\[
L_f V(x^*) = \frac{B(x^*)}{|L_g V_0(x^*)|} [L_f V_0(x^*) |L_g V_\infty(x^*)| + L_f V_\infty(x^*) |L_g V_0(x^*)|],
\]

\[
< 0.
\]

This concludes the proof of Theorem 1. \( \square \)

Instead of considering CLFs, we may also consider weak CLFs, i.e. proper positive definite continuously differentiable functions such that for all \( x \in \mathbb{R}^n \setminus \{0\} \) satisfying \( L_g V(x) = 0 \) we have \( L_f V(x) \leq 0 \). In that framework it is possible to adapt Assumption 2 and Theorem 1.

**C. About Assumption 2**

Assumption 2 is a sufficient condition to solve the unifying CLF problem. Note that a way to relax this assumption is to restrict the sufficient condition in Theorem 1 to \( \lambda_x = \frac{B(x^*)}{A(x^*)} \), where \( A \) and \( B \) are the continuous functions defined in the proof of Theorem 1.

Another formulation of this assumption can be given in terms of existence for each \( x \) of a unique control \( u_x \) rendering negative the time derivative of both \( V_0 \) and \( V_\infty \). Indeed, we have the following proposition.

**Proposition 1:** Given two CLFs \( V_0 : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) and \( V_\infty : \mathbb{R}^n \rightarrow \mathbb{R}_+ \), and a state \( x \in \mathbb{R}^n \setminus \{0\} \). The implication (7) is equivalent with the fact that there exists a control \( u_x \) in \( \mathbb{R}^p \) such that:

\[
L_f V_0(x) + L_g V_0(x) u_x < 0,
\]

\[
L_f V_\infty(x) + L_g V_\infty(x) u_x < 0.
\]

**Proof:** Proof of (11) \( \Rightarrow \) (7): Let \( x^* \) in \( \mathbb{R}^n \setminus \{0\} \) and \( \lambda_{x^*} \) in \( \mathbb{R}_+ \) be such that \( L_g V_0(x^*) = -\lambda_{x^*} L_g V_\infty(x^*) \), and suppose there exists \( u_{x^*} \) in \( \mathbb{R}^p \) such that (11) is satisfied with \( x = x^* \) and \( u = u_{x^*} \). This implies:

\[
L_f V_0(x^*) < -L_g V_0(x^*) u_{x^*} = \lambda_{x^*} L_g V_\infty(x^*) u_{x^*}, \]

\[
< -\lambda_{x^*} L_f V_\infty(x^*).
\]

Since \( \lambda_{x^*} = \frac{|L_g V_0(x^*)|}{|L_g V_\infty(x^*)|} \) we get (7).

Proof of (7) \( \Rightarrow \) (11): For the converse, suppose (7) is satisfied. We distinguish several cases. If \( L_g V_0(x^*) = 0 \), since \( x \neq 0 \) and the function \( V_0 \) satisfies the Artstein condition, we have \( L_f V_0(x^*) < 0 \). Consequently each control input \( u_{x^*} \) such that \( L_f V_\infty(x^*) + L_g V_\infty(x^*) u_{x^*} < 0 \) ensures that (11) is satisfied. We deal similarly with the case \( L_g V_\infty(x^*) = 0 \). Hence, suppose that \( L_g V_0(x^*) \neq 0 \) and \( L_g V_\infty(x^*) \neq 0 \) and let \( u_{x^*} \) be defined by:

\[
u_{x^*} = -k \left( \frac{L_f V_0(x^*)^T}{|L_g V_0(x^*)|} + \frac{L_g V_\infty(x^*)^T}{|L_g V_\infty(x^*)|} \right),
\]

where \( k \) is a positive real number. Using the fact that

\[
L_f V_0(x^*) L_g V_\infty(x^*)^T = |L_g V_0(x^*)| L_g V_\infty(x^*) \cos(L_g V_0(x^*), L_g V_\infty(x^*))
\]

it yields:

\[
L_f V_\infty(x^*) + L_g V_0(x^*) u_{x^*} = L_f V_\infty(x^*) - k(1 + \cos(L_g V_0(x^*), L_g V_\infty(x^*)) |L_g V_0(x^*)|,
\]

\[
L_f V_\infty(x^*) + L_g V_\infty(x^*) u_{x^*} = L_f V_\infty(x^*) - k(1 + \cos(L_g V_0(x^*), L_g V_\infty(x^*)) |L_g V_\infty(x^*)|,
\]

Suppose \( \cos(L_g V_0(x^*), L_g V_\infty(x^*)) < -1 \). In this case, we get easily the result taking \( k \) sufficiently large. When \( \cos(L_g V_0(x^*), L_g V_\infty(x^*)) = -1 \) (i.e. the upper condition in (7) is satisfied), by Assumption 2 we can select a real number \( \mu_{x^*} \) such that:

\[
\frac{L_f V_\infty(x^*)}{|L_g V_\infty(x^*)|^2} < \mu_{x^*} < -\frac{L_f V_0(x^*)}{|L_g V_0(x^*)| |L_g V_\infty(x^*)|}.
\]

If we consider the control input \( u_{x^*} \) defined as:

\[
u_{x^*} = -\mu_{x^*} L_g V_\infty(x^*)^T
\]

we get using the second inequality of (12):

\[
L_f V_\infty(x^*) + L_g V_\infty(x^*) u_{x^*} = L_f V_\infty(x^*) - \mu_{x^*} |L_g V_\infty(x^*)|^2,
\]

\[
< 0.
\]

Employing the first inequality of (12) yields:

\[
L_f V_0(x^*) + L_g V_0(x^*) u_{x^*} = L_f V_0(x^*) - \mu_{x^*} L_g V_\infty(x^*)^T,
\]

\[
= L_f V_0(x^*) + \mu_{x^*} |L_g V_0(x^*)| |L_g V_\infty(x^*)|,
\]

\[
< 0.
\]

This concludes the proof of Proposition 1. \( \square \)
Assumption 2 is a sufficient condition which may not be satisfied given two CLFs. Indeed, consider the following nonlinear control system:

\[
\begin{aligned}
\dot{x}_1 &= -x_2 + (1 + x_1) u , \\
\dot{x}_2 &= x_1 - x_2 u .
\end{aligned}
\]  

(13)

Let us consider the following continuously differentiable positive definite function \( V_\infty(x_1, x_2) = x_1^2 + x_2^2 \) for all \((x_1, x_2) \in \mathbb{R}^2\). Note that for all \((x_1, x_2) \in \mathbb{R}^2\),

\[
L_g V_\infty(x_1, x_2) = 2x_1 + 2x_1^2 - 2x_2^2 ,
\]  

(14)

and

\[
L_f V_\infty(x_1, x_2) = 0 .
\]  

(15)

Thus \( V_\infty \) is a global (weak) CLF.

Consider the local homogenous approximation with weights \( r_{x_1} = 1, \ r_{x_2} = 2 \) and \( r_u = 0 \) which is

\[
\dot{x}_1 = u , \quad \dot{x}_2 = x_1 .
\]

We define \( V_0 \) as being the minimal time function with the constraint \(|u| \leq 1\) to reach the origin which may be computed with Hamilton-Jacobi theory (see [12, Section 5], e.g.):

\[
V_0 = \begin{cases} 
2\sqrt{x_1^2/2 + x_2^2/2} + 1 & \text{if } x_2 + \frac{x_1}{2} \text{sign}(x_1) \geq 0 \\
2\sqrt{x_1^2/2 - x_2^2/2} - 1 & \text{if } x_2 + \frac{x_1}{2} \text{sign}(x_1) < 0
\end{cases}
\]

The function \( V_0 \) satisfies (weak) Artstein condition locally around the origin and is continuously differentiable for all \((x_1, x_2)\) such that \( x_2 + \frac{x_1}{2} \text{sign}(x_1) \neq 0 \). Moreover, for all \((x_1, x_2)\) such that \( x_2 - \frac{x_1^2}{2} < 0 \) and \( x_1 < 0 \) we have:

\[
V_0(x_1, x_2) = 2\sqrt{-x_2 + \frac{x_1^2}{2}} - x_1 ,
\]

and hence,

\[
L_f V_0(x_1, x_2) = x_2 + \frac{x_2 x_1 - x_1}{\sqrt{-x_2 + \frac{x_1^2}{2}}} ,
\]  

(16)

and

\[
L_g V_0(x_1, x_2) = -1 - x_1 + \frac{(1 + x_1)x_1 + x_2}{\sqrt{-x_2 + \frac{x_1^2}{2}}} .
\]  

(17)

Moreover, combining (14), (15), (16), and (17), and picking \( x_1 = -\sqrt{t} \) and \( x_2 = \frac{4}{t} \), with \( t > 0 \) close to the zero yields

\[
L_g V_0(x_1, x_2) = 1 + \frac{1}{\sqrt{t}} \sim_{t \to 0} 1 > 0 ,
\]

\[
L_g V_\infty(x_1, x_2) = -2\sqrt{t} + 2t - \frac{1}{2} t^2 \sim_{t \to 0} -2\sqrt{t} < 0 ,
\]

\[
L_f V_0(x_1, x_2) = \frac{4}{t} t + 2 \sim_{t \to 0} 2 > 0 ,
\]

\[
L_f V_\infty(x_1, x_2) = 0 \sim_{t \to 0} 0 .
\]

\(^3\)System (13) is derived from the Gauss equation.: 

\[
\begin{aligned}
\dot{\eta} &= \psi(p, \varepsilon) - 3(\eta) W , \\
\dot{\rho} &= 2 p S , \\
\dot{\varepsilon} &= -j \varphi(p, \varepsilon) + (\varepsilon + 2 + \Re(\varepsilon)) S , \\
\dot{\eta} &= -j \varphi(p, \varepsilon) - 3(\eta) W \eta + \frac{1}{2} (1 + |\eta|^2) W ,
\end{aligned}
\]

by approximating \( \varphi(p, \varepsilon) \) by 1, and by letting \( x_1 = \Re(\varepsilon) \), \( x_2 = -\Im(\varepsilon) \), and \( u = \Re S \), and \( \Re(\varepsilon) \) and \( \Im(\varepsilon) \) denote respectively the real and the imaginary part of \( \varepsilon \) : \( \varepsilon = \Re(\varepsilon) + j \Im(\varepsilon) \).

Consequently for \( t \) sufficiently small the condition (7) is not satisfied. And the functions \( V_0 \) and \( V_\infty \) do not satisfy Assumption 2 of Theorem 1 for \( R_0 \) small enough.

III. UNITING TWO CLFS IN THE LINEAR CASE

In this Section, the system (1) is supposed to be linear, i.e. we suppose there exist two matrices \( F \in \mathbb{R}^{n \times n} \) and \( G \in \mathbb{R}^{n \times p} \) such that the system (1) can be rewritten as:

\[
\dot{x} = F x + G u .
\]  

(18)

In the linear framework, the CLFs are defined as \( V_0(x) = x^T P_0 x \) and \( V_\infty(x) = x^T P_\infty x \) where \( P_0 \) and \( P_\infty \) are symmetric definite positive matrices in \( \mathbb{R}^{n \times n} \) such that:

\[
x^T P_0 G = 0 \Rightarrow x^T (F^T P_0 + P_0 F) x < 0 ,
\]

\[
x^T P_\infty G = 0 \Rightarrow x^T (F^T P_\infty + P_\infty F) x < 0 .
\]  

(19)

Despite that for linear systems all quadratic CLFs satisfies global and local properties, for robustness issue or qualitative behavior, it may be of interest to unit a pair of CLFs (see Section IV for an illustration).

A. Case of a chain of integrators of order 2

To illustrate Theorem 1, we consider a simple case where the state of the linear system (18) is in \( \mathbb{R}^2 \) and where we pick:

\[
F = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} , \quad G = \begin{pmatrix} 0 \\ 1 \end{pmatrix} .
\]  

(20)

The matrices \( P_0 \) and \( P_\infty \) are any positive definite matrices in \( \mathbb{R}^{2 \times 2} \) defined as:

\[
P_0 = \begin{pmatrix} a_0 & b_0 \\ * & c_0 \end{pmatrix} , \quad P_\infty = \begin{pmatrix} a_\infty & b_\infty \\ * & c_\infty \end{pmatrix} .
\]

These matrices are definite positive if and only if

\[
a_0 > 0 , \quad c_0 > 0 , \quad a_0 c_0 - b_0^2 > 0 ,
\]

\[
a_\infty > 0 , \quad c_\infty > 0 , \quad a_\infty c_\infty - b_\infty^2 > 0 .
\]  

(21)

Note also that (19) is satisfied if and only if

\[
b_0 > 0 , \quad b_\infty > 0 .
\]  

(22)

The interest of this system is that the sufficient condition introduced in Theorem 1 can always be satisfied provided the two real numbers \( R_0 \) and \( r_\infty \) are selected in an appropriate way. Indeed, for this particular system, we have the following result.

Proposition 2: For all \( P_0 \) and \( P_\infty \) satisfying (21) and (22), and for all \( R_0, r_\infty \) satisfying

\[
r_\infty P_0 - R_0 P_\infty \leq 0 ,
\]  

(23)

we can construct a solution to the uniting CLF problem, i.e. a CLF for the system (18) with \( F \) and \( G \) defined in (20) which satisfies:

\[
V(x) = \begin{cases} 
R_\infty x^T P_0 x , & \forall x : x^T P_\infty x \leq r_\infty , \\
R_0 x^T P_\infty x , & \forall x : x^T P_0 x \geq R_0 .
\end{cases}
\]  

(24)

\(^4\)For any symmetric matrix, we will denote the symmetric terms by \(*\).
B. System of higher dimension

For system of higher dimension, Assumption 2 might be difficult to check. Nevertheless, given two symmetric positive definite matrices $P_0$ and $P_\infty$ defining two CLFs, we can express a stronger sufficient condition in terms of LMI:

**Proposition 3:** If there exists a matrix $K$ in $\mathbb{R}^{n \times p}$ such that the following LMIs are satisfied

$$
\begin{cases}
(F + GK)^T P_0 + P_0 (F + GK) < 0, \\
(F + GK)^T P_\infty + P_\infty (F + GK) < 0,
\end{cases}
$$

then for all positive real numbers $R_0$ and $r_\infty$, satisfying (23), there exists a $C^1$, positive definite and proper function $V : \mathbb{R}^n \to \mathbb{R}_+$ which is a global CLF for the system (18) and such that (24) is satisfied.

Note that Assumption 2 may not be satisfied even for linear systems. Consider e.g. the control system (18) with:

$$F = \begin{pmatrix} 1.1 & -0.76 & -1.1 \\ 1.6 & 0.44 & 0.20 \\ 1.4 & 0.91 & 0.76 \end{pmatrix}, \quad B = \begin{pmatrix} -1.3 \\ -0.95 \\ 0.78 \end{pmatrix}.$$ 

The following symmetric positive definite matrices:

$$P_0 = \begin{pmatrix} 73 & -70 & 30 \\ * & 121 & 10 \\ * & * & 48 \end{pmatrix}, \quad P_\infty = \begin{pmatrix} 3 & 1 & 1 \\ * & 5 & 3 \\ * & * & 2 \end{pmatrix},$$

are such that $x \leftrightarrow x^T P_0 x$ and $x \leftrightarrow x^T P_\infty x$ are two CLFs. We may check that for $x^* = (-1.5, 1, -0.5)^T$, $L_g V_\infty(x^*) L_g V_0(x^*) < 0$ and that:

$$L_f V_\infty(x^*) |L_g V_0(x^*)| + L_f V_0(x^*) |L_g V_\infty(x^*)| > 0.$$ 

Therefore Assumption 2 is not satisfied.

For a chain of integrators of order 3, we do not know if Assumption 2 holds for each couple of quadratic CLFs $(V_0, V_\infty)$. However we can show that it is satisfied for a particular selection of quadratic functions $V_0$ and $V_\infty$. Indeed, we may check that picking

$$P_0 = \begin{pmatrix} 4.72 & 8.06 & 1.00 \\ * & 37.3 & 6.72 \\ * & * & 11.1 \end{pmatrix}, \quad P_\infty = \begin{pmatrix} 2.02 & 2.53 & 1.84 \\ * & 4.39 & 2.89 \\ * & * & 3.33 \end{pmatrix},$$

the functions $x \leftrightarrow x^T P_0 x$ and $x \leftrightarrow x^T P_\infty x$ are two CLFs for (18) such that the LMIs (25) are satisfied with the vector $K = (-0.6535 -2.0728 -2.0986)$. Therefore Assumption 2 holds and we succeed to solve the uniting problem for these CLFs by applying Proposition 3. Analogous examples can be found for systems of order 4.

IV. APPLICATION TO THE DESIGN OF A UNITING CONTROLLER

A. A general construction

Our main result is instrumental in the design of a global asymptotic stabilizing feedback law. To the best of our knowledge, the use of several CLFs to design a controller is uncommon in control theory (although some results exist for the synthesis problem of hybrid controllers, see in particular [7]).

Here the result provided by Theorem 1 is a simple way to solve the uniting controller design problem. This problem has been introduced in [22] and further developed in [18]. In our context, we get the following proposition.

**Proposition 4:** Consider two functions $V_0 : \mathbb{R}^n \to \mathbb{R}_+$ and $V_\infty : \mathbb{R}^n \to \mathbb{R}_+$ and two positive real numbers $R_0$ and $r_\infty$, satisfying Assumptions 1 and 2 with the extra assumption that $V_0$ is proper. For any continuous functions $\phi_0 : \mathbb{R}^n \to \mathbb{R}^p$ satisfying for all $x$ in $\{ x : 0 < V_0(x) \leq R_0 \}$

$$L_f V_0(x) + L_g V_0(x) \phi_0(x) < 0,$$

and any function $\phi_\infty : \mathbb{R}^n \to \mathbb{R}^p$ satisfying for all $x$ in $\{ x : V_\infty(x) \geq r_\infty \}$

$$L_f V_\infty(x) + L_g V_\infty(x) \phi_\infty(x) < 0,$$

we can find another continuous function $\phi : \mathbb{R}^n \to \mathbb{R}^p$ which is a uniting controller, i.e. such that

1) $\phi(x) = \phi_0(x)$ for all $x$ such that $V_\infty(x) \leq r_\infty$,
2) $\phi(x) = \phi_\infty(x)$ for all $x$ such that $V_0(x) \geq R_0$,
3) the origin of the system $\dot{x} = f(x) + g(x) \phi(x)$ is a globally asymptotically stable equilibrium.

**Proof:** To prove this result we construct the Control Lyapunov Function $V : \mathbb{R}^n \to \mathbb{R}_+$ obtained from Theorem 1. The control law is defined as:

$$\phi(x) = H(x) - k c(x) L_g V(x)$$

with $H(x) = \gamma(x) \phi_0(x) + [1 - \gamma(x)] \phi_\infty(x)$ where $\gamma$ is any continuous function

$$\gamma(x) = \begin{cases} 1 & \text{if } V_\infty(x) \leq r_\infty , \\ 0 & \text{if } V_0(x) \geq R_0 , \end{cases}$$

the function $c$ is any continuous function such that

$$c(x) = \begin{cases} 0 & \text{if } V_0(x) \geq R_0 \text{ or } V_\infty(x) \leq r_\infty , \\ > 0 & \text{if } V_0(x) < R_0 \text{ and } V_\infty(x) > r_\infty , \end{cases}$$

and $k$ is a positive real number defined later. Note that the function $\phi$ satisfies point 1) and 2) of Proposition 4. It remains to show point 3). Taking the function $V$ as a candidate Lyapunov function, we get:

$$\dot{V}(x) = \frac{\partial V}{\partial x}(x) f(x) + \frac{\partial V}{\partial x}(x) g(x) H(x) - k c(x) |\frac{\partial V}{\partial x}(x) g(x)|^2.$$ 

With the local and global properties of the function $V$ (see Theorem 1), we have that for all $x$ in $\{ x \neq 0 : V_\infty(x) \leq r_\infty \text{ or } V_0(x) \geq R_0 \}$:

$$\dot{V}(x) < 0.$$ 

We will show that if $k$ is selected sufficiently large then this control law ensures the non negativity of $\dot{V}$ on the whole domain. Indeed, suppose the assertion is wrong and suppose for each $k \in \mathbb{N}$, there exists $x_k$ in $\mathbb{R}^n \setminus \{0\}$ such that

$$\dot{V}(x_k) \geq 0 , \quad \forall k \in \mathbb{N}.$$ 

(29)
With (28), \((x_k)_{k \in \mathbb{N}}\) is a sequence living in a compact set \(\{x : V_\infty(x) \geq r_\infty\} \cap \{x : V_0(x) \leq R_0\}\). This subset being compact there exists a converging subsequence \((x_{k_n})_{n \in \mathbb{N}}\) which converges to a point denoted \(x^*\). The function \(x \mapsto \hat{V}(x)\) being continuous, we get \(\hat{V}(x^*) > 0\). This implies that \(x^*\) is in \(\{x : V_\infty(x) > r_\infty\} \cap \{x : V_0(x) < R_0\}\), and that \(c(x^*) > 0\). Consequently, this implies that, \(\frac{\partial V}{\partial x}(x^*)g(x^*) = 0\). The function \(V\) being a CLF, this contradicts Assertion (29) and establishes that (28) is satisfied for all \(x \neq 0\). Hence, Point 3) is also satisfied.

This proposition shows that once we have solved the uniting problem for two CLFs we get an answer to the uniting two controllers problem.

Note also that in [18] a topological necessary condition for the existence of a solution to the uniting control problem is exhibited. More precisely the system
\[
\dot{x} = -y^2 u \quad , \quad \dot{y} = u ,
\]
is studied in [18]. The pair of controllers \(\phi_0(x,y) = -y + x\) and \(\phi_\infty(x,y) = -y - x\), ensuring that the origin of each closed loop system is a global and asymptotically stable equilibrium, are also introduced. It is shown in [18] that there does not exist any (static continuous) controller which is equal to the local controller in a neighborhood of the origin, and equal to the global controller outside of a compact set.

Employing converse Lyapunov theorems, we can associate two Lyapunov functions \(V_0\) and \(V_\infty\) to each of these closed loop systems. These two Lyapunov functions define two CLFs which cannot be united (otherwise with Proposition 4, we would be able to design a uniting controller).

B. Illustration for the chain of integrators of order 2

In view of Propositions 2 and 4, this implies that for the chain of integrators of order 2, each pair of linear stabilizing control laws can be united.

**Proposition 5:** Let \(K_0\) and \(K_\infty\) in \(\mathbb{R}^{1 \times 2}\) be such that the origin of the systems:
\[
\dot{x} = (F + G K_0) x \quad , \quad \dot{x} = (F + G K_\infty) x .
\]
where \(F\) and \(G\) are given in (20), is globally and asymptotically stable. Then for all positive real numbers \(R_0\) and \(r_\infty\) satisfying (23), there exists a continuous function \(\phi : \mathbb{R}^n \rightarrow \mathbb{R}^p\) such that the origin of the system \(\dot{x} = Fx + G\phi(x)\) is globally and asymptotically stable and such that:
\[
\phi(x) = \begin{cases} 
K_0 x , & V_\infty(x) \leq r_\infty \ , \\
K_\infty x , & V_0(x) \geq R_0 .
\end{cases}
\]

V. CONCLUSION

In this paper we have introduced a new problem which is to piece together two Control Lyapunov Functions. This problem provides a solution to the problem of uniting two controllers. The sufficient conditions given are always satisfied in the case of a simple chain of integrators.

Note that the Lyapunov function introduced in [18] is the same for each controllers but this one cannot be used directly in Proposition 4 since this one is a weak Lyapunov function. Note however that strict CLFs can be obtained following the algorithm given in [15].
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