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#### Abstract

A global finite-time observer is designed for nonlinear systems which are uniformly observable and globally Lipschitz. This result is based on a high-gain approach combined with recent advances on finite-time stability using Lyapunov function and homogeneity concepts.


## I. Introduction

Nonlinear observer design has a long standing history for more than twenty years (see [3]). The main stream being to use linear observer ideas. As a result, linearization of nonlinear system with algebraic methods have been investigated in [6], [19] and [13]. Another way to tackle such design is to use high-gain. The resulting observer, which is closely related to a triangular structure, has been developed by Gauthier et al. (see [11], [12]) and is derived from the uniform observability of nonlinear systems. Let us just mention few other ones: Kazantzis and Kravaris observer which uses the Lyapunov auxiliary theorem and a direct coordinate transformation in [17] ; backstepping design in [20] ; adaptive observer in [33] ; and many other ones ... All these approaches result in asymptotic convergence of the observer error dynamics whereas in some applications, finite-time convergence is needed: for instance like in secure communication where synchronization of chaotic signal is of major importance or for walking robots (see for instance [1], [28], [29]), for which each step has obviously to be completed in finite time. Less attention was paid to finite-time observer design except using some nonsmooth techniques (see for example the sliding mode observers [7], [15] especially the step by step observer [9], [10]). Another approach based on the moving horizon observer was developed in [22]. Recently, finite-time stability (FTS) and stabilization (in the continuous time domain) using Lyapunov theory and homogeneity concept, has attracted a lot of attention: Bhat and Bernstein in [5], [4], Moulay and Perruquetti in [23], [25]. Continuous finite time observers are considered here. Such an observer has been designed for linear systems in [8] and extended to linear time-varying system in [21] and [30]. Let us mention [16] by Hong et al. dealing with output finite-time stabilization of fully actuated manipulators for which a finite-time observer (FTO) is designed for this special class of nonlinear systems. More recently, a global FTO for a linearizable system via input output injection has been designed in [28] and extended to uniformly observable (UO) systems in [31], [32] in a semi-global way. Semi-global means that the gains of the observer depend on a compact set

[^0](which can be chosen arbitrarily large) leading to finite-time convergence of the observer for any initial conditions within this compact set. This paper provides a global observer for uniformly observable systems which means that the parameters of the observer can be set once and then will provide finite time convergence whatever the initial conditions. The observer design is based on the observability normal form, Lyapunov theory and homogeneity.
The paper is organized as follows. The class of considered systems, the definitions and the properties of finite time stable systems are given in section II. Section III presents a global finite-time observer followed by the proof of its convergence. Section IV gives a convincing illustrative simulation of the obtained results.

## II. Preliminaries

## Notations:

- $\mathbb{R}_{+}=\{x \in \mathbb{R}: x>0\}, \mathbb{R}_{-}=\{x \in \mathbb{R}: x<0\}$, where $\mathbb{R}$ is the set of real number.
- For $f$ a continuous vector field, $t \mapsto x\left(t, x_{t_{0}}\right)$ denotes a solution starting from $x_{t_{0}}$ at $t_{0}$ for system:

$$
\begin{equation*}
\dot{x}=f(x), \quad x \in \mathbb{R}^{n}, \quad f(0)=0 \tag{1}
\end{equation*}
$$

- $\lceil x\rfloor^{\alpha}=\operatorname{sign}(x) .|x|^{\alpha}$, with $\alpha>0$ and $x \in \mathbb{R}$,
- $\|\cdot\|_{i, k}$ denotes the $i$-norm on $\mathbb{R}^{k}$,
- if $x \in \mathbb{R}^{n}, \bar{x}_{i}$ denotes the vector in $\mathbb{R}^{i}$ with the $i^{t h}$ first components of $x(1 \leq i \leq n)$,
- $\mathcal{B}_{\|\cdot\|}(\varepsilon)$ is the ball centered at the origin and of radius $\varepsilon$, w.r.t. (with respect to) the norm $\|$.$\| .$

Context: Let us consider the following analytic system:

$$
\begin{equation*}
\dot{z}=F(z)+\sum_{i=1}^{m} G_{i}(z) u_{i}, \quad z \in \Omega, \quad y=h(z) \tag{2}
\end{equation*}
$$

where $\Omega$ is an open subset of $\mathbb{R}^{n}, u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{R}^{m}$, $y \in \mathbb{R}$ (the measured output). If system (2) is $\mathbf{U O}$ for any bounded input (see [11]), then, a coordinate change can be found to transform system (2) into the form (see [14]):

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}+\sum_{j=1}^{m} g_{1, j}\left(x_{1}\right) u_{j}  \tag{3}\\
\dot{x}_{2}=x_{3}+\sum_{j=1}^{m} g_{2, j}\left(x_{1}, x_{2}\right) u_{j} \\
\vdots \\
\dot{x}_{n-1}=x_{n}+\sum_{j=1}^{m} g_{n-1, j}\left(x_{1}, \ldots, x_{n-1}\right) u_{j} \\
\dot{x}_{n}=\varphi(x)+\sum_{j=1}^{m} g_{n, j}(x) u_{j} \\
y=x_{1}=C x
\end{array}\right.
$$

where $C=(1 \quad 0 \cdots 0), \quad \varphi$ and $g_{i, j} \quad(i=$ $1, \ldots, n, j=1, \ldots, m)$ are analytic functions with $\varphi(0)=0, g_{i j}(0, \ldots, 0)=0$. We assume furthermore that the functions $g_{i, j}$ and $\varphi$ are globally Lipschitz with constant $l$ and u is bounded by $u_{0} \in \mathbb{R}_{+}$, that is $\|u\|_{\infty} \leq u_{0}$. Thus we concentrate here on systems of form (3).

Finite-time stability: Since the main concern is finitetime observer (FTO), the main definitions and properties for FTS are recalled now. In system (1), $f$ is a continuous but not necessarily a Lipschitzian function, so it may happen that any solution of the system converges to zero in finite time
(for example, the solutions of $\dot{x}=-\operatorname{sign}(x)|x|^{\frac{1}{3}}$, for $x \in \mathbb{R}$ ). It is aimed here to exploit this property of such dynamical nonlinear systems to design a FTO. Due to the non Lipschitz condition on the right hand side of (1) backward uniqueness may be lost, and thus we only consider forward uniqueness (see [28]). We recall the definition of finite-time stability.
Definition 1. The origin of system (1) is said to be finite time stable (FTS) (at the origin, on an open neighborhood of the origin $\mathcal{V} \subset \mathbb{R}^{n}$ ) if:

1) there exists a function $T: \mathcal{V} \backslash\{0\} \rightarrow \mathbb{R}_{+}$, such that for all $x_{0} \in \mathcal{V} \backslash\{0\}, x\left(t, x_{0}\right)$ is defined (and unique) on $\left[0, T\left(x_{0}\right)\right), x\left(t, x_{0}\right) \in \mathcal{V} \backslash\{0\}$ for all $t \in\left[0, T\left(x_{0}\right)\right)$ and $\lim _{t \rightarrow T\left(x_{0}\right)} x\left(t, x_{0}\right)=0 . T$ is called the settling-time function of the system (1).
2) for all $\epsilon>0$, there exists $\delta(\epsilon)>0$ such that for every $x_{0} \in\left(\mathcal{B}_{\|\cdot\|_{2, n}}(\delta(\epsilon)) \backslash\{0\}\right) \cap \mathcal{V}, x\left(t, x_{0}\right) \in \mathcal{B}_{\|\cdot\|_{2, n}}(\epsilon)$ for all $t \in\left[0, T\left(x_{0}\right)\right)$.
Furthermore, if only 1) is fulfilled then the origin of system (1) is said to be finite-time attractive.

The following result gives a sufficient condition for system (1) to be finite time stable (see [26], [27] for ordinary differential equations, and [24] for differential inclusions):

Lemma 1. [32, lemma 1] Suppose there exists a Lyapunov function $V(x)$ defined on a neighborhood $\mathcal{U} \subset \mathbb{R}^{n}$ of the origin of system (1) and some constants $\tau, \gamma>0$ and $0<$ $\beta<1$ such that

$$
\frac{d}{d t} V(x)_{\mid(1)} \leq-\tau V(x)^{\beta}+\gamma V(x), \quad \forall x \in \mathcal{U} \backslash\{0\}
$$

Then the origin of system (1) is FTS. The set $\Omega=$ $\left\{x \in \mathcal{U}: V(x)^{1-\beta}<\frac{\tau}{\gamma}\right\}$ is contained in the domain of attraction of the origin. The settling time satisfies $T(x) \leq$ $\frac{\ln \left(1-\frac{\gamma}{\tau} V(x)^{1-\beta}\right)}{\gamma(\beta-1)}, x \in \Omega$.

To circumvent the standard design of Lyapunov functions, one can use homogeneity conditions recalled hereafter.

Homogeneity:
Definition 2. A function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is homogeneous of degree $d$ w.r.t. the weights $\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{R}_{+}^{n}$ if $V\left(\lambda^{r_{1}} x_{1}, \ldots, \lambda^{r_{n}} x_{n}\right)=\lambda^{d} V\left(x_{1}, \ldots, x_{n}\right), \forall \lambda>0 . A$ vector field $f$ is homogeneous of degree $d$ w.r.t. the weights $\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{R}_{+}^{n}$ if for all $1 \leq i \leq n$, the $i$-th component $f_{i}$ is a homogeneous function of degree $r_{i}+d$. The system (1) is homogeneous of degree $d$ if the vector field $f$ is homogeneous of degree $d$.

Previous observers: Our observer is directly based on the observer introduced by Shen and Xia in [32]. Let us recall this semi-global result.
Theorem 1. [32, Theorem 1] System (3) admits a semi-global observer of the form:

$$
\left\{\begin{array}{l}
\dot{\hat{x}}_{1}=\hat{x}_{2}+k_{1}\left\lceil y-\hat{x}_{1}\right\rfloor^{\alpha_{1}}+\sum_{j=1}^{m} g_{1, j}\left(\hat{x}_{1}\right) u_{j}  \tag{4}\\
\dot{\hat{x}}_{2}=\hat{x}_{3}+k_{2}\left\lceil y-\hat{x}_{1}\right\rfloor^{\alpha_{2}}+\sum_{j=1}^{m} g_{2 j}\left(\hat{x}_{1}, \hat{x}_{2}\right) u_{j} \\
\vdots \\
\dot{\hat{x}}_{n}=\varphi(\hat{x})+k_{n}\left\lceil y-\hat{x}_{1}\right\rfloor^{\alpha_{n}}+\sum_{j=1}^{m} g_{n, j}(\hat{x}) u_{j}
\end{array}\right.
$$

where the $\alpha_{i}$ are defined by

$$
\begin{equation*}
\left.\alpha_{i}=i \alpha-(i-1), \quad i=1, \ldots, n, \quad \alpha \in\right] 1-\frac{1}{n}, 1[ \tag{5}
\end{equation*}
$$

The gains are given by

$$
\begin{equation*}
K=\left[k_{1}, \ldots, k_{n}\right]^{T}=S_{\infty}^{-1}(\theta) C^{T} \tag{6}
\end{equation*}
$$

where $S_{\infty}(\theta)$ is the unique solution of the matrix equation:

$$
\left\{\begin{array}{l}
\theta S_{\infty}(\theta)+A^{T} S_{\infty}(\theta)+S_{\infty}(\theta) A-C^{T} C=0  \tag{7}\\
S_{\infty}(\theta)=S_{\infty}^{T}(\theta)
\end{array}\right.
$$

where $(A)_{i, j}=\delta_{i, j-1}, 1 \leq i, j \leq n$, and $C=\left(\begin{array}{ll}1 & 0 \ldots 0\end{array}\right)$.
The special case $g_{i, j}=0$ and $\varphi=0$, yields the observer by Perruquetti et al. (see [28]) which is based on homogeneity property (specifically on Theorem 5.8 in [2]).

## III. Global Observer

In this section, Theorem 2 provides a global finite-time observer for system (3) based on the semi-global finite-time observer (4) designed by Shen and Xia in [32] and rooted in [28] :

Theorem 2. Let us consider system (3) with a bounded input u. Then there exists $0<\theta^{*}<\infty$ and $\varepsilon>0$ such that for all $\theta>\theta^{*}$ and $\left.\alpha \in\right] 1-\varepsilon, 1[$, system (3) admits the following global finite-time high-gain observer:

$$
\left\{\begin{array}{l}
\dot{\hat{x}}_{1}=\hat{x}_{2}+k_{1}\left(\left\lceil e_{1}\right\rfloor^{\alpha_{1}}+\rho e_{1}\right)+\sum_{j=1}^{m} g_{1, j}\left(\hat{x}_{1}\right) u_{j} \\
\dot{\hat{x}}_{2}=\hat{x}_{3}+k_{2}\left(\left\lceil e_{1}\right\rfloor^{\alpha_{2}}+\rho e_{1}\right)+\sum_{j=1}^{m} g_{2, j}\left(\hat{x}_{1}, \hat{x}_{2}\right) u_{j} \\
\vdots \\
\dot{\hat{x}}_{n}=k_{n}\left(\left\lceil e_{1}\right\rfloor^{\alpha_{n}}+\rho e_{1}\right)+\varphi(\hat{x})+\sum_{j=1}^{m} g_{n, j}(\hat{x}) u_{j}
\end{array}\right.
$$

where $e_{1}=x_{1}-\hat{x}_{1}$, the powers $\alpha_{i}$ are defined by (5), the gains $k_{i}$ by (6), and $\rho=\left(\frac{n^{2} \theta^{\frac{2}{3}} S_{1}+1}{2}\right)$, where

$$
\begin{equation*}
S_{1}=\max _{1 \leq i, j \leq n}\left|S_{\infty}(1)_{i, j}\right| \cdot\left|S_{\infty}^{-1}(1)_{j, 1}\right| \tag{8}
\end{equation*}
$$

In addition, the settling time $T\left(e_{0}\right)$ (where $e_{0}=x_{0}-\hat{x}_{0}$ ) of the error dynamics is bounded by $\frac{\ln \left(\frac{4 r^{2}}{V\left(e_{0}\right)}\right)}{\kappa(\theta)}+\frac{\ln \left(1-\frac{b_{1}}{b_{2}}\left(4 r^{2}\right)^{1-\bar{\alpha}}\right)}{b_{2}(\bar{\alpha}-1)}$ (where all the parameters and the Lyapunov function $V$ are given in the proof).

To prove our result, we need the following technical lemmas:
Lemma 2. [16, Remark 1] Assume that (2) is globally asymptotically stable and finite-time attractive on a neighborhood of the origin. Then system (2) is globally finite-time stable.
Lemma 3. The matrix $S_{\infty}(\theta)$ and $S_{\infty}^{-1}(\theta)$ verify the following properties:

$$
\begin{align*}
S_{\infty}(\theta)_{i, j} & =S_{\infty}(1)_{i, j} \frac{1}{\theta^{i+j-1}}  \tag{9}\\
S_{\infty}^{-1}(\theta)_{i, j} & =S_{\infty}^{-1}(1)_{i, j} \theta^{i+j-1} \tag{10}
\end{align*}
$$

for any $\theta>0$ and $1 \leq i, j \leq n$.

The proof of lemma 3 is not given here, but an explicit computation (straightforward but lengthy) gives the first equality from which the second easily follows.

Lemma 4. [18, Lemma 2.5 p. 85] Let $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ be a smooth function such that

$$
\dot{\sigma}(t) \leq k \sigma(t), a \leq t \leq b
$$

for some constant $k \in \mathbb{R}$. Then $\sigma(t) \leq \sigma(a) e^{-k(a-t)}$, for $a \leq t \leq b$.

Proof of Theorem 2: Denote $e=x-\hat{x}$. By using

$$
D(x, \hat{x}, u)=\Phi(x)-\Phi(\hat{x})+\sum_{j=1}^{m}\left(g_{j}(x)-g_{j}(\hat{x})\right) u_{j}(t)
$$

where $\Phi(x)=(0, \ldots, 0, \varphi(x)), g_{j}=\left(g_{1, j}, \ldots, g_{n, j}\right)$, and

$$
F(K, e)=\left(k_{1}\left\lceil e_{1}\right\rfloor^{\alpha_{1}}, \ldots, k_{n}\left\lceil e_{1}\right\rfloor^{\alpha_{n}}\right)^{T}
$$

the error dynamics is given by:

$$
\begin{equation*}
\dot{e}=A e-F(K, e)-\rho S_{\infty}^{-1}(\theta) C^{T} C e+D(x, \hat{x}, u) \tag{11}
\end{equation*}
$$

The proof of the global finite-time convergence of the observer is split into two parts. Part 1 proves the existence of a "Lyapunov function" $V$ for (11) which is positive definite on $\mathbb{R}^{n}$, radially unbounded and whose derivative is negative definite on $P^{r}=\mathbb{R}^{n}-\mathcal{B}_{\|\cdot\|_{S \infty}(\theta)}(r)$ (for some $r>1$ ). Then part 2 proves that (11) is FTS at the origin on $\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$. Since $\dot{V}$ is negative on $P^{r}$ and the FTS on $\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$ yield that (11) is globally asymptotic stable and locally FTS at the origin. We apply then Lemma 2 to complete the proof.

Part 1: Follow [11], and consider:

$$
V(e)=e^{T} S_{\infty}(\theta) e
$$

For all $\theta>0$, the function $V$ is positive definite positive and radially unbounded, since, according to [11], there exists $\delta_{\theta}>0$, such that:

$$
S_{\infty}(\theta) \geq \delta_{\theta} I_{n}
$$

where $I_{n}$ is the identity matrix of dimension $n$. By using (7) and (11), the derivative of $V$ along the solutions of (11) is given by:

$$
\begin{aligned}
\frac{d}{d t}\left(e^{T} S_{\infty}(\theta) e\right)= & -\theta e^{T} S_{\infty}(\theta) e-(2 \rho-1)(C e)^{2} \\
& -2 e^{T} S_{\infty}(\theta) F(K, e)+2 e^{T} S_{\infty}(\theta) D(x, \hat{x}, u)
\end{aligned}
$$

It leads to:

$$
\begin{aligned}
& \frac{d}{d t}\left(e^{T} S_{\infty}(\theta) e\right) \leq-\theta\|e\|_{S_{\infty}(\theta)}^{2}-(2 \rho-1)(C e)^{2} \\
& \quad-2 e^{T} S_{\infty}(\theta) F(K, e)+2\|e\|_{S_{\infty}(\theta)}\|D(x, \hat{x}, u)\|_{S_{\infty}(\theta)}
\end{aligned}
$$

Since $\varphi$ and $g_{i j}(i=1, \ldots, n, j=1, \ldots, m)$ are globally Lipschitzian functions with a constant $l$ and $\|u\|_{\infty}$ is bounded by $u_{0}$, by using (9) and following the same computations as in [11], we obtain:

$$
\|D(x, \hat{x}, u)\|_{S_{\infty}(\theta)} \leq n l\left(u_{0}+1\right) m C_{1} \sqrt{S}\|e\|_{S_{\infty}(\theta)}
$$

where $S=\max _{1 \leq i, j \leq n}\left|S_{\infty}(1)_{i, j}\right|$ and by norm equivalence, there exists $C_{1}>0$ such that:

$$
\begin{equation*}
\|x\|_{1, n} \leq C_{1}\|x\|_{S_{\infty}(1)}, \quad \forall x \in \mathbb{R}^{n} \tag{12}
\end{equation*}
$$

Hence,

$$
\begin{align*}
\frac{d}{d t} V(e) \leq & (-\theta+M) V(e)-(2 \rho-1)(C e)^{2}  \tag{13}\\
& -2 e^{T} S_{\infty}(\theta) F(K, e)
\end{align*}
$$

where $M=2 n l\left(u_{0}+1\right) m C_{1} \sqrt{S}$.
According to (13), to prove that $\dot{V}$ is negative definite on $P^{r}=$ $\mathbb{R}^{n}-\mathcal{B}_{\|\cdot\| \|_{\infty}(\theta)}(r)$, use an overvaluation of $e^{T} S_{\infty}(\theta) F(K, e)$. According to Lemma 3, the following equalities hold:

$$
\begin{aligned}
& e^{T} S_{\infty}(\theta) F(K, e) \\
& =\sum_{1 \leq i, j \leq n} e_{i} \frac{\left(S_{\infty}(1)\right)_{i, j}}{\theta^{i+j-1}}\left(S_{\infty}^{-1}(1)\right)_{j, 1} \theta^{j}\left\lceil e_{1}\right\rfloor^{\alpha_{j}} \\
& =\sum_{j=1}^{n}\left(S_{\infty}^{-1}(1)\right)_{j, 1}\left\lceil e_{1}\right\rfloor^{\alpha_{j}} \sum_{i=1}^{n} \frac{e_{i}}{\theta^{i-1}}\left(S_{\infty}(1)\right)_{i, j}
\end{aligned}
$$

Overvalue $e^{T} S_{\infty}(\theta) F(K, e)$ in two steps. For this, the set $P^{r}$ is partitioned in two complementary parts:

$$
P_{<1}^{r}=\left\{e \in P^{r}:\left|e_{1}\right|<1\right\}, \quad P_{\geq 1}^{r}=\left\{e \in P^{r}:\left|e_{1}\right| \geq 1\right\}
$$

On $P_{<1}^{r}$, one have $\left|e_{1}\right|^{\alpha_{i}}<1, i=1, \ldots, n$. Hence $\left|e^{T} S_{\infty}(\theta) F(K, e)\right| \leq n S_{1} \theta \sum_{i=1}^{n}\left|\frac{e_{i}}{\theta^{2}}\right|$, where $S_{1}$ is defined by (8). Let $\xi_{i}=\frac{e_{i}}{\theta^{i}}$ for $i=1, \ldots, n$, it follows:

$$
\left|e^{T} S_{\infty}(\theta) F(K, e)\right| \leq n S_{1} \theta\|\xi\|_{1, n}
$$

Now, using (12) and $\|\xi\|_{S_{\infty}(1)}^{2}=\frac{1}{\theta}\|e\|_{S_{\infty}(\theta)}^{2}$, one gets $\left|e^{T} S_{\infty}(\theta) F(K, e)\right| \leq n S_{1} C_{1} \sqrt{\theta}\|e\|_{S_{\infty}(\theta)}$. Let $C_{2}=n S C_{1}$. Taking $r>1$, then $\|e\|_{S_{\infty}(\theta)} \leq\|e\|_{S_{\infty}(\theta)}^{2}$ for $e \in P^{r}$, thus:

$$
\left|e^{T} S_{\infty}(\theta) F(K, e)\right| \leq C_{2} \sqrt{\theta}\|e\|_{S_{\infty}(\theta)}^{2}
$$

It leads to:

$$
\begin{equation*}
\frac{d}{d t} V(e) \leq\left(-\theta+M+C_{2} \sqrt{\theta}\right) V(e) \tag{14}
\end{equation*}
$$

On $P_{\geq 1}^{r}$, one has $\left|e_{1}\right| \geq 1$ so $\left|e_{1}\right|^{\alpha_{i}} \leq\left|e_{1}\right|$ for $i=1, \ldots, n$. Hence

$$
\begin{aligned}
\left|e^{T} S_{\infty}(\theta) F(K, e)\right| & \leq n S_{1} \theta \sum_{i=1}^{n}\left|\frac{e_{i}}{\theta^{i}}\right| \cdot\left|e_{1}\right| \\
& =n S_{1} \sum_{i=1}^{n}\left(\theta^{\frac{2}{3}}\left|\frac{e_{i}}{\theta^{i}}\right|\right)\left(\theta^{\frac{1}{3}}\left|e_{1}\right|\right) \\
& \leq \frac{n S_{1} \theta^{\frac{4}{3}}}{2}\|\xi\|_{2, n}^{2}+\frac{n^{2} \theta^{\frac{2}{3}} S_{1}}{2}\left|e_{1}\right|^{2}
\end{aligned}
$$

But $\|\xi\|_{2, n}^{2} \leq C_{3}\|\xi\|_{S_{\infty}(1)}^{2}$ and $\|\xi\|_{S_{\infty}(1)}^{2}=\frac{1}{\theta}\|e\|_{S_{\infty}(\theta)}^{2}$, hence

$$
\begin{equation*}
\left|e^{T} S_{\infty}(\theta) F(K, e)\right| \leq C_{4} \theta^{\frac{1}{3}}\|e\|_{S_{\infty}(\theta)}^{2}+\frac{n^{2} \theta^{\frac{2}{3}} S_{1}}{2}\left|e_{1}\right|^{2} \tag{15}
\end{equation*}
$$

where $C_{4}=\frac{n S_{1} C_{3}}{2}$. Combining (13) and (15), we have:

$$
\begin{equation*}
\frac{d}{d t} V(e) \leq\left(-\theta+M+2 C_{4} \theta^{\frac{1}{3}}\right) V(e) \tag{16}
\end{equation*}
$$

Combining the two inequalities (14) and (16), with $r>1$, there exists $\theta_{1}>0$ such that for all $\theta \geq \theta_{1}, \frac{d}{d t} V(e)<0, \forall e \in$ $P^{r}$ and more precisely:

$$
\begin{equation*}
\frac{d}{d t} V(e) \leq \kappa(\theta) V(e) \tag{17}
\end{equation*}
$$

where $\kappa(\theta)=\max \left\{\left(-\theta+M+2 C_{4} \theta^{\frac{1}{3}}\right),\left(-\theta+M+C_{2} \sqrt{\theta}\right)\right\}$. Thus applying Lemma 4 to inequality (17), one gets $V(e(t)) \leq$ $V\left(e_{0}\right) e^{\kappa(\theta) t}$. Since we look for trajectories entering into $\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$, it is sufficient to have $V\left(e_{0}\right) e^{\kappa(\theta) t} \leq 4 r^{2}$ or equivalently $t \geq \frac{\ln \left(\frac{4 r^{2}}{V\left(e_{0}\right)}\right)}{\kappa(\theta)}$. Which is an overvaluation of $T_{1}\left(e_{0}\right)$ the time for a trajectory starting at $e_{0}$ to enter into $\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r):$

$$
\begin{equation*}
T_{1}\left(e_{0}\right) \leq \frac{\ln \left(\frac{4 r^{2}}{V\left(e_{0}\right)}\right)}{\kappa(\theta)} \tag{18}
\end{equation*}
$$

Part 2: The proof of FTS of the error dynamics (11) on $\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$ is broken into two steps: firstly, prove that the linear part contributes to the convergence of the error and secondly, finite-time stability on this compact is obtained following similar lines as in the semi-global case (see the proof of the main result in [32]). Consider the following Lyapunov function:

$$
\tilde{V}_{\alpha}(e)=\tilde{e}^{T} S_{\infty}(\theta) \tilde{e}
$$

where $\tilde{e}=\left(\left\lceil e_{1}\right\rfloor^{\frac{1}{q}}\left\lceil e_{2}\right\rfloor^{\frac{1}{\alpha_{1} q}} \ldots\left\lceil e_{n}\right\rfloor^{\frac{1}{\alpha_{n-1} q}}\right), q=\prod_{i=1}^{n-1}[(i-$ 1) $\alpha-(i-2)]$ is the product of the weights. It is obvious that $\tilde{V}_{\alpha}$ is homogeneous of degree $\frac{2}{q}$ with respect to the weights $\{(i-1) \alpha-(i-2)\}_{1 \leq i \leq n}$. The function $\tilde{V}_{\alpha}$ is positive definite and radially unbounded, since according to [11], for all $\theta>0$, there exists $\delta_{\theta}$ such that for all $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ :

$$
\tilde{V}_{\alpha}(x)=\tilde{x}^{T} S_{\infty}(\theta) \tilde{x} \geq \delta_{\theta} \tilde{x}^{T} \tilde{x}=\delta_{\theta} \sum_{i=1}^{n}\left|x_{i}\right|^{\frac{2}{\alpha_{i-1} q}}
$$

and $\frac{2}{\alpha_{i-1} q}>0$, for $i=1, \ldots, n$. We have:

$$
\frac{d}{d t} \tilde{V}_{\alpha}(e)=W_{1}+W_{2}+W_{3}
$$

where

$$
\begin{aligned}
& W_{1}=2 \tilde{e}^{T} S_{\infty}(\theta)\left(\begin{array}{c}
\frac{1}{q}\left|e_{1}\right|^{\frac{1}{q}-1}\left(\frac{1}{2} e_{2}-k_{1}\left\lceil e_{1}\right\rfloor^{\alpha_{1}}\right) \\
\vdots \\
\frac{1}{\frac{1}{2}^{\alpha^{\alpha}}}{ }^{\frac{1}{\alpha_{n-2} q}-1}\left(\frac{1}{2} e_{n}-k_{n-1}\left\lceil e_{1}\right\rfloor^{\alpha_{n-1}}\right) \\
\frac{1}{\alpha_{n} q}\left|e_{n}\right|^{\frac{1}{\alpha_{n-1}{ }^{q}}-1}{ }_{\left(-k_{n}\left\lceil e_{1}\right\rfloor^{\alpha_{n}}\right)}
\end{array}\right), \\
& W_{2}=2 \tilde{e}^{T} S_{\infty}(\theta)\left(\begin{array}{c}
\frac{1}{q}\left|e_{1}\right|^{\frac{1}{q}-1}\left(\frac{1}{2} e_{2}-\rho k_{1} e_{1}\right) \\
\vdots \\
\frac{1}{\alpha_{n-1 q}}\left|e_{n-1}\right|^{\frac{1}{\alpha_{n-2} q}-1}\left(\frac{1}{2} e_{n}-\rho k_{n-1} e_{1}\right) \\
\frac{1}{\alpha_{n} q}\left|e_{n}\right|^{\frac{\alpha_{n-1}}{\alpha_{n-1}}-1}\left(-\rho k_{n} e_{1}\right)
\end{array}\right), \\
& W_{3}=2 \tilde{e}^{T} S_{\infty}(\theta)\left(\begin{array}{c}
\frac{1}{q}\left|e_{1}\right|^{\frac{1}{q}-1}{ }_{D_{1}} \\
\vdots \\
\frac{1}{\alpha_{n-2}{ }^{\mid}}\left|e_{n-1}\right|^{\frac{1}{\alpha_{n-2}{ }^{q}}-1}{ }_{D_{n-1}} \\
\frac{1}{\alpha_{n-1}{ }^{q}}\left|e_{n}\right|^{\frac{1}{\alpha_{n-1}{ }^{q}}-1}{ }_{D_{n}}
\end{array}\right) .
\end{aligned}
$$

Overvaluation of $W_{1}$ : this term is homogeneous, Lemma 4.2 in [5] leads to:

$$
W_{1} \leq-b_{1}(\alpha, \theta)\left(\tilde{V}_{\alpha}(e)\right)^{\frac{\frac{2}{q}+\alpha-1}{q}}
$$

where $b_{1}$ verifies $\lim _{\alpha \rightarrow 1} b_{1}(\alpha, \theta)=\frac{\theta}{2}$ (see Lemma 4 in [32]). Overvaluation of $W_{2}$ : use the tube lemma as done in [28]. Since $V$ is proper, $\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$ is a compact set of $\mathbb{R}^{n}$. Define the function $\varphi: \mathbb{R}_{+}^{\infty} \times \mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r) \rightarrow \mathbb{R}$ by

$$
\varphi(\alpha, e)=W_{2}
$$

By using the same technique as in [11], it is easily proved that $\varphi(1, e)<0$ for $e \in \mathbb{R}^{n}$. Since $\varphi$ is continuous, $\varphi^{-1}\left(\mathbb{R}_{-}\right)$is an open subset of $\mathbb{R}_{+} \times \mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$ containing the slice $\{1\} \times$ $\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$. Since $\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$ is compact, it follows from the tube lemma that $\varphi^{-1}\left(\mathbb{R}_{-}\right)$contains some tube $\left(1-\mu_{1}, 1+\right.$ $\left.\mu_{2}\right) \times \mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$ about $\{1\} \times \mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$. For all $(\alpha, e) \in$ $\left(1-\mu_{1}, 1+\mu_{2}\right) \times \mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r)$ one has $\varphi(\alpha, e)<0$. Thus there exists $\varepsilon_{1}>0$ such that for all $\alpha \in\left(1-\varepsilon_{1}, 1\right): W_{2} \leq 0$. Overvaluation of $W_{3}$ : noting that $\frac{d}{d t}\left\lceil e_{i}\right]^{\alpha_{i}}=\alpha_{i}\left|e_{i}\right|^{\alpha_{i}-1}$, one obtains

$$
\left.\begin{array}{l}
W_{3} \leq 2 l\left(u_{0}+1\right) m\left(\tilde{e}^{T} S_{\infty}(\theta) \tilde{e}\right)^{\frac{1}{2}} \\
\times\left(\sum_{1 \leq i, j \leq n} \frac{\left|S_{\infty}(1)_{i, j}\right|}{\theta^{i+j-1}} \frac{\left|e_{i}\right|^{\frac{1}{\alpha_{i-1}}}-1}{\sum_{k=1}^{i}\left|e_{k}\right|}\right. \\
\alpha_{i-1} q
\end{array} \frac{\left|e_{j}\right|^{\frac{1}{\alpha_{j-1}^{q}}-1} \sum_{k=1}^{j}\left|e_{k}\right|}{\alpha_{j-1} q}\right)^{\frac{1}{2}} .
$$

By using Young's inequality, for any reals $x, y$ and $p>$ 0 one has $|x||y|^{p-1} \leq \frac{1}{p}|x|^{p}+\frac{p-1}{p}|y|^{p}$. This leads to $\left|e_{k}\right|\left|e_{i}\right|^{\frac{1}{\alpha_{i-1} q}-1} \leq \alpha_{i-1} q\left|e_{k}\right|^{\frac{1}{\alpha_{i-1} q}}+\left(1-\alpha_{i-1} q\right)\left|e_{i}\right|^{\frac{1}{\alpha_{i-1} q}}$, thus

$$
\begin{aligned}
& \sum_{k=1}^{i}\left|e_{i}\right|^{\frac{1}{\alpha_{i-1} q}-1}\left|e_{k}\right| \\
& \leq \sum_{k=1}^{i}\left(\left(1-\alpha_{i-1} q\right)\left|e_{i}\right|^{\frac{1}{\alpha_{i-1} q}}+\alpha_{i-1} q\left|e_{k}\right|^{\frac{1}{\alpha_{i-1} q}}\right) \\
& \triangleq \sum_{k=1}^{i} b_{i, k}\left|e_{k}\right|^{\frac{1}{\alpha_{i}-1 q}}
\end{aligned}
$$

where $b_{i, k}>0$. Let $b=\max _{i, k} b_{i, k}$. Thus

$$
\begin{aligned}
& W_{3} \leq \frac{2 b l\left(u_{0}+1\right) m S^{\frac{1}{2}} \theta^{\frac{1}{2}}}{\alpha_{n-1} q} \\
& \times\left(\tilde{V}_{\alpha}(e)\right)^{\frac{1}{2}}\left(\sum_{1 \leq i, j \leq n}\left(\sum_{k=1}^{i} \frac{e_{k}^{\frac{2}{\alpha_{k-1} q}}}{\theta^{2 k}}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{j} \frac{e_{k}^{\frac{2}{\alpha_{k-1} q}}}{\theta^{2 k}}\right)^{\frac{1}{2}}\right)^{\frac{1}{2}} .
\end{aligned}
$$

According to Lemma 6 in [32], there exists $\theta_{2}$ such that for $\theta \geq \theta_{2} \geq 1$, for $i=1, \ldots, n, k=1, \ldots, i$, one has $\frac{\left|e_{k}(t)\right|^{\frac{1}{\alpha_{i-1} q}}}{\theta^{i}} \leq \frac{\left|e_{k}(t)\right|^{\frac{1}{\alpha_{k-1} q}}}{\theta^{k}}$. Thus, using $\xi_{k}=\frac{\left\lceil e_{k}\right\rfloor^{\frac{1}{\alpha_{k-1} q}}}{\theta^{k}}$, one obtains

$$
\sum_{1 \leq i, j \leq n}\left(\sum_{k=1}^{i} \frac{e_{k}^{\frac{2}{\alpha_{k-1} q}}}{\theta^{2 k}}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{j} \frac{e_{k}^{\frac{2}{\alpha_{k-1} q}}}{\theta^{2 k}}\right)^{\frac{1}{2}} \leq n^{2} \sum_{k=1}^{n} \xi_{k}^{2}
$$

On the other hand, according to [11], there exists $\delta_{1}>0$ such that:

$$
S_{\infty}(1) \geq \delta_{1} I
$$

and using $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)^{T}$, we have

$$
\begin{aligned}
\sum_{k=1}^{n} \xi_{k}^{2} & \leq \frac{1}{\delta_{1}} \xi^{T} S_{\infty}(1) \xi \\
& \leq \frac{1}{\theta \delta_{1}} \sum_{1 \leq i, j \leq n}\left(\left\lceil e_{i}\right\rfloor^{\frac{1}{\alpha_{i}-1}} \frac{S(1)_{i, j}}{\theta^{i+j-1}}\left\lceil e_{j}\right\rfloor^{\frac{1}{\alpha_{j-1} q}}\right) \\
& \leq \frac{1}{\theta \delta_{1}} \tilde{V}_{\alpha}(e)
\end{aligned}
$$

Thus $W_{3} \leq \frac{2 b l\left(u_{0}+1\right) m n^{2} S^{\frac{1}{2}}}{\alpha_{n-1} q \delta_{1}^{\frac{1}{2}}} \tilde{V}_{\alpha}(e)$. Finally, one obtains:

$$
\begin{equation*}
\frac{d}{d t} \tilde{V}_{\alpha}(e)_{(11)} \leq-b_{1}(\alpha, \theta)\left(\tilde{V}_{\alpha}\right)^{\frac{2}{q}+\alpha-1} \frac{2}{q}+b_{2}(\alpha) \tilde{V}_{\alpha}(e) \tag{19}
\end{equation*}
$$

where $b_{2}(\alpha)=\frac{2 b l\left(u_{0}+1\right) m n^{2} S^{\frac{1}{2}}}{\alpha_{n-1} q \delta_{1}^{\frac{1}{2}}}$. By (19) and Theorem 1, the domain of attraction of the observer is given by:

$$
\begin{equation*}
\Omega=\left\{e: \tilde{V}_{\alpha}(e)<\left(\frac{b_{1}}{b_{2}}\right)^{\frac{2}{q(1-\alpha)}}\right\} \tag{20}
\end{equation*}
$$

From (20) and the inequality $\tilde{V}_{\alpha}(e) \leq e_{0}^{T} S_{\infty}(\theta) e_{0}, \forall t>0$ (see Lemma 6 in [32]), one has

$$
\begin{equation*}
\mathcal{U}=\left\{e: V(e)=e^{T} S_{\infty}(\theta) e<\left(\frac{b_{1}}{b_{2}}\right)^{\frac{2}{q(1-\alpha)}}\right\} \subset \Omega \tag{21}
\end{equation*}
$$

since $\lim _{\alpha \rightarrow 1} b_{1}(\alpha, \theta)=\frac{\theta}{2}$ there exists $\varepsilon_{2}>0$ such that

$$
\left.b_{1}(\alpha, \theta) \geq \frac{\theta}{4}, \quad \text { for } \alpha \in\right] 1-\varepsilon_{2}, 1[
$$

thus for $\alpha \in\left(1-\varepsilon_{2}, 1\right)$, we have:

$$
\begin{equation*}
\left.\frac{b_{1}}{b_{2}} \rightarrow+\infty, \quad \theta \rightarrow \infty, \quad \text { for } \alpha \in\right] 1-\varepsilon_{2}, 1[ \tag{22}
\end{equation*}
$$

Considering (21) and (22), there exists $\theta_{3}>0$ such that for all $\theta \geq \theta_{3}$ :

$$
\mathcal{B}_{\|\cdot\|_{S_{\infty}(\theta)}}(2 r) \subset \Omega
$$

Finally, take $\theta^{*}=\max \left\{\theta_{1}, \theta_{2}, \theta_{3}\right\}$ and $\varepsilon=\min \left\{\varepsilon_{1}, \varepsilon_{2}\right\}$.
According to equation (19) and Lemma 1, for a trajectory starting in $\Omega$ at $e_{0}$, the following inequality is obtained for the settling time $T_{2}\left(e_{0}\right) \leq \frac{\ln \left(1-\frac{b_{1}}{b_{2}} \tilde{V}_{\alpha}^{1-\bar{\alpha}}\right)\left(e_{0}\right)}{b_{2}(\bar{\alpha}-1)}$, where $\bar{\alpha}=\frac{\frac{2}{q}+\alpha-1}{\frac{2}{q}}$. According to Lemma 6 in [32], $\tilde{V}_{\alpha}\left(e_{0}\right) \leq e_{0}^{T} S_{\infty}(\theta) e_{0}$. Hence a straightforward computation yields:

$$
\begin{equation*}
T_{2}\left(e_{0}\right) \leq \frac{\ln \left(1-\frac{b_{1}}{b_{2}}\left(4 r^{2}\right)^{1-\bar{\alpha}}\right)}{b_{2}(\bar{\alpha}-1)} \tag{23}
\end{equation*}
$$

Combining (18) and (23), one obtains the following overvaluation for the settling time of the observer :

$$
T\left(e_{0}\right) \leq \frac{\ln \left(\frac{4 r^{2}}{V\left(e_{0}\right)}\right)}{\kappa(\theta)}+\frac{\ln \left(1-\frac{b_{1}}{b_{2}}\left(4 r^{2}\right)^{1-\bar{\alpha}}\right)}{b_{2}(\bar{\alpha}-1)}
$$

## IV. Example

Consider the following system (which is already in the form (3)):

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}, \\
\dot{x}_{2}=x_{3}+x_{1} \sin \left(x_{2}\right), \\
\dot{x}_{3}=\sin \left(x_{1}+x_{2}+x_{3}\right) .
\end{array}\right.
$$

Following the line of our result, the observer dynamics is chosen as:

$$
\left\{\begin{aligned}
\dot{\hat{x}}_{1} & =\hat{x}_{2}-k_{1}\left(\left\lceil e_{1}\right\rfloor^{\alpha}+\rho e_{1}\right), \\
\dot{\hat{x}}_{2} & =\hat{x}_{3}+\hat{x}_{1} \sin \left(\hat{x}_{2}\right)-k_{2}\left(\left\lceil e_{1}\right\rfloor^{2 \alpha-1}+\rho e_{1}\right), \\
\dot{\hat{x}}_{3} & =\sin \left(\hat{x}_{1}+\hat{x}_{2}+\hat{x}_{3}\right)-k_{3}\left(\left\lceil e_{1}\right\rfloor^{3 \alpha-2}+\rho e_{1}\right),
\end{aligned}\right.
$$

with gains set as follows: $k_{1}=3 \theta, k_{2}=3 \theta, k_{3}=\theta$ and $\rho=\frac{\left(81 \theta^{\frac{2}{3}}+1\right)}{2}$. The simulations in Figure 1 show effectiveness of our algorithm even in the case of a noisy measurement (a Gaussian white noise with 0.01 correlation and 0.05 covariance) for different values of $\alpha$ and $\theta$. As it can seen in Figure 1.b) and 1.d) for $\theta=5$, the gain-selection is noisesensitive as usual for such high-gain observers. Thus, a future research topic will be to design adaptive tuning gain using only local informations on the non linearities. On the contrary the parameter $\alpha$ seems not to be much sensitive w.r.t. the noise.

## V. Conclusion

A global finite-time observer for uniformly observable systems with the global Lipschitzian properties has been introduced. This was achieved through an extension of a sufficient condition for local finite-time stability and Lyapunov theories.

## REFERENCES

[1] A. Azemi and E.E. Yaz. Sliding-mode adaptive observer approach to chaotic synchronization. J. Dyn. Sys., Meas., Control, 122:758-765, 2000.
[2] A. Bacciotti and L. Rosier. Lyapunov Functions and Stability in Control Theory. Springer, 2nd edition, 2005.
[3] G. Besancon. Nonlinear Observers and Applications. springer verlag, 2007.
[4] S. P. Bhat and D. S. Bernstein. Finite-time stability of continuous autonomous systems. SIAM Journal of Control and Optimization, 38(3):751-766, 2000.
[5] S. P. Bhat and D. S. Bernstein. Geometric homogeneity with applications to finite-time stability. Mathematics of Control, Signals and Systems, 17:101-127, 2005.
[6] G. Conte, C.H. Moog, and A.M Perdon. Algrebraic Methods for Nonlinear Control Systems. Springer, second edition, 2007.
[7] S.V. Drakunov and V.I. Utkin. Sliding mode observers. tutorial. In Proceedings of the 34th IEEE Conference on Decision and Control, 1995.
[8] R. Engel and G. Kreisselmeier. A continuous-time observer which converges in finite-time. IEEE Transactions on Automatic Control, 47(7):1202-1204, 2002.
[9] T. Floquet and J.P. Barbot. Super twisting algorithm based step-bystep sliding mode observers for nonlinear systems with unknown inputs. Special Issue of IJSS on Advances in Sliding Mode Observation and Estimation, 2008.
[10] T. Floquet, J.P. Barbot, W. Perruquetti, and M. Djemai. On the robust fault detection via sliding mode perturbation observer. International Journal of Control, 77(7):622-629, 2004.
[11] J.P. Gauthier, H. Hammouri, and S. Othman. A simple observer for nonlinear systems. applications to bioreactors. IEEE Transactions on Automatic Control, 37(6):875-880, 1992.
[12] J.P. Gauthier and I.A.K. Kupka. Observability and observers for nonlinear systems. SIAM Journal of Control and Optimization, 32:975994, 1994.
[13] A. Glumineau, C.H. Moog, and F. Plestan. New algebro-geometric conditions for the linearization by input-output injection. IEEE Transactions on Automatic Control, 40(4):598-603, 1996.
[14] H. Hammouri, B. Targui, and F. Armanet. High gain observer based on a triangular structure. International journal of Robust and Nonlinear structure, 12(6):497-518, 2002.
[15] I. Haskara, U. Ozguner, and V. Utkin. On sliding mode observers via equivalent control approach. International Journal of Control, 71:10511067, 1998.
[16] Y. Hong, Y. Xu, and J. Huang. Finite-time control for robot manipulators. Systems and Control Letters, 46(4):243-253, 2002.
[17] N. Kazantzis and C. Kravaris. Nonlinear observer design using lyapunov's auxiliary theorem. Systems and Control Letters, 34:241-247, 1998.
[18] H.K. Khalil. Nonlinear Systems. Prentice-Hall, 1996.
[19] A.J. Krener and W. Respondek. nonlinear observers with linearizable error dynamics. SIAM Journal of Control and Optimization, 23(2):197216, 1985.
[20] J. Li and C. Qian. Global finite-time stabilization by dynamic output feedback for a class of continuous nonlinear systems. IEEE Transactions on Automatic Control, 51(5):879-884, 2006.
[21] P.H. Menold, R. Findeisen, and F. Allgöwer. finite-time convergent observers for linear time varying systems. In Proceedings of the $11^{\text {th }}$ Mediterranean Conference on Control and Automation, 2003.
[22] H. Michalska and D. Mayne. Moving horizon observers and observerbased control. IEEE Transactions on Automatic Control, 40:995-1006, 1995.
[23] E. Moulay and W. Perruquetti. Finite-time stability of nonlinear systems. In $42^{\text {th }}$ IEEE conference on decision and control, pages 3641-3646, Maui, Hawai USA, december 2003.
[24] E. Moulay and W. Perruquetti. Finite time stability of differential inclusions. IMA J. Math. Control Inform, 2005.
[25] E. Moulay and W. Perruquetti. Finite time stability and stabilization of a class of continuous systems. Journal of Mathematical Analysis and Application, 323(2):1430-1443, 2006.
[26] E. Moulay and W. Perruquetti. Finite-time stability conditions for non-autonomous continuous systems. International Journal of Control, 81(5):797-803, 2008.
[27] W. Perruquetti and S. Drakunov. Finite time stability and stabilisation. In IEEE Conference on Decision and Control, Sydney, Australia, 2000.
[28] W. Perruquetti, T. Floquet, and E. Moulay. Finite-time observers: application to secure communication. IEEE Transactions on Automatic Control, 53(1):356-360, 2008.
[29] F. Plestan, J.W. Grizzle, E.R. Westervelt, and G. Abba. Stable walking of a 7-dof biped robot. IEEE Tansactions on Robotics and Automation, 19(4):653-668, 2003.
[30] Frédéric Sauvage, Martin Guay, and Denis Dochain. Design of a nonlinear finite-time converging observer for a class of nonlinear systems. Journal of Control Science and Engineering, Article ID 36954(doi:10.1155/2007/36954), 2007.
[31] Y. Shen, W. Shen, M. Jiang, and Y. Huang. Semi-global finitetime observers for multi-output nonlinear systems. Int. J. Robust and Nonlinear Control, 2009.
[32] Y. Shen and X. Xia. Semi-global finite-time observers for nonlinear systems. Automatica, 44(12):3152-3156, 2008.
[33] M. C. Young and R. Rajamani. A systematic approach to adaptive observer synthesis for nonlinear systems. IEEE Transactions on Automatic Control, 42(4):534-537, 1997.

(c) $\alpha=0.9$ and $\theta=1$



(d) $\alpha=0.9$ and $\theta=5$

Fig. 1. States and its estimates
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