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A priori model reduction through Proper Generalized Decomposition for solving time-dependent partial differential equations

Anthony Nouy

Abstract

Over the past years, model reduction techniques have become a necessary path for the reduction of computational requirements in the numerical simulation of complex models. A family of a priori model reduction techniques, called Proper Generalized Decomposition (PGD) methods, are receiving a growing interest. These methods rely on the a priori construction of separated variables representations of the solution of models defined in tensor product spaces. They can be interpreted as generalizations of Proper Orthogonal Decomposition (POD) for the a priori construction of such separated representations. In this paper, we introduce and study different definitions of PGD for the solution of time-dependent partial differential equations. We review classical definitions of PGD based on Galerkin or Minimal Residual formulations and we propose and discuss several improvements for these classical definitions. We give an interpretation of optimal decompositions as the solution of pseudo eigenproblems. We also introduce a new definition of PGD, called Minimax PGD, which can be interpreted as a Petrov-Galerkin model reduction technique, where test and trial reduced basis functions are related by an adjoint problem. This new definition improves convergence properties of separated representations with respect to a chosen metric. It coincides with a classical POD for degenerate time-dependent partial differential equations. For the numerical construction of each PGD, we propose algorithms inspired from the solution of eigenproblems. Several numerical examples illustrate and compare the different definitions of PGD on transient advection-diffusion-reaction equations.
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1 Introduction

The numerical simulation of physical models takes today an important place in numerous branches of science and engineering. Due to the increasing complexity of models, more and more refined discretizations and robust numerical solution techniques are needed in order to obtain reliable predictions of their responses. Furthermore, in the context of optimization, model identification, or parametric and stochastic analyses, the aim is not to predict the response of a unique model but of a family of models. In order to achieve these analyses, traditional solution techniques require the optimal use of constantly evolving computational resources. However, for many applications, innovative methodologies, alternative to the brute force approach, are obviously necessary to access numerical predictions.

The concept of model reduction seems to be a path for solving these computational issues. Model reduction methods exploit the fact that the response of complex models (or of a family of models) can often be approximated with a reasonable precision by the response of a surrogate model, which is the projection of the initial model on a low-dimensional reduced basis. The dimension of reduced bases may be of several orders of magnitude lower than the dimension of the classically used numerical models. Model reduction methods distinguish themselves by the way of defining and constructing the reduced bases of functions. Among these methods, model reduction methods based on separation of variables are receiving a growing interest in various fields of scientific computing. In the context of the solution of evolution problems, a separated representation of the solution \( u(x,t) \) defined on a space-time domain consists of a sum of products of scalar functions of the time variable by functions of the space variable:

\[
    u(x,t) \approx u_m(x,t) = \sum_{i=1}^{m} w_i(x) \lambda_i(t)
\]  

When the solution \( u \) is known (or at least an approximation of it), an optimal order \( m \) (or rank \( m \)) separated representation (1) — also known as tensor product approximation or finite sums decomposition — can be classically defined as the one which minimizes the distance to the solution with respect to a particular norm. This separated representation is optimal in the sense that it minimizes this distance for a given order \( m \) of decomposition. Under some assumptions on the chosen norm, this is the basic definition of the classical
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Proper Orthogonal Decomposition (POD), also known as Karhunen-Loève decomposition [18,26], Singular Value Decomposition or Principal Component Analysis in other contexts. This decomposition is classically used as an \textit{a posteriori} model reduction technique for long-time simulations or parametric analyses of evolution problems [5,4,19,20,16,36,24,10,15,3].

In this paper, we focus on the more challenging problem of the \textit{a priori} construction of such separated representations. The aim is to introduce different strategies for the construction of an approximate separated representation (1) of the solution, without \textit{a priori} knowing the solution nor an approximation of it. This requires to adopt another definition of the separated representation and then to propose dedicated algorithms for its construction. The different methods introduced in this article can be interpreted as generalizations of the POD for the \textit{a priori} construction of separated representations. The resulting decompositions have been recently called \textit{Proper Generalized Decompositions} (PGD)\textsuperscript{2}. This type of methods has been first introduced by Ladevèze in the context of the LATIN method [21] (LArge Time INcrement method) for reducing computational costs (memory requirements and computational times) associated with the solution of multiple linear evolution problems resulting from a nonlinear iterative strategy which is global in time. In this context, separated representation (1) was called “radial approximation”. In the literature, two variants of PGD have been proposed for the progressive construction of (1), respectively based on a Galerkin formulation [21,12,22,9] or a Minimal Residual formulation [31,23] of the evolution problem. PGD methods have also been introduced in other contexts: separation of physical variables and parameters (or random variables) in the context of parametrized (or stochastic) PDEs [27,28,32,29]\textsuperscript{3}, with a possible additional separation of parameters [11,30]\textsuperscript{4}, separation of coordinate variables in multi-dimensional PDEs [6,1,2,8]\textsuperscript{5}.

In this paper, we introduce and study different definitions of PGD for the solution of time-dependent partial differential equations. We review classical definitions of PGD based on Galerkin or Minimal Residual formulations and we propose and discuss several improvements for these classical definitions. We give an interpretation of decompositions as the solution of pseudo eigen-

\textsuperscript{2} Roughly speaking, PGD methods introduce different definitions of the separated representation (1) which require only the operator and right-hand side of the PDE, and not the solution itself as in the definition of the POD. With dedicated algorithms, it then allows to build the separated representation without knowing the solution a priori.

\textsuperscript{3} \(u(x,t,\xi) \approx \sum_{i=1}^{m} w_i(x,t)\lambda_i(\xi)\), with \(\xi\) the (random) parameters. In this context, PGD has been named Generalized Spectral Decomposition as a generalization of spectral decomposition of random processes.

\textsuperscript{4} \(u(x,t,\xi) \approx u(x,t,\xi_1,\ldots,\xi_d) \approx \sum_{i=1}^{m} w_i(x,t)\lambda^1_i(\xi_1)\ldots\lambda^d_i(\xi_d)\)

\textsuperscript{5} \(u(x_1,\ldots,x_d) \approx \sum_{i=1}^{m} w^1_i(x_1)\ldots w^d_i(\xi_d)\)
problems and propose algorithms inspired from the solution of eigenproblems
for the construction of these decompositions. We also introduce an innova-
tive definition, called Minimax PGD, which allows us to improve convergence
properties of decomposition (1) with respect to a chosen metric. This new
PGD can be interpreted as an \textit{a priori} Petrov-Galerkin model reduction tech-
nique, where test and trial reduced basis functions are related by an adjoint
problem involving the chosen metric. For degenerate time-dependent partial
differential equations, this new definition coincides with a classical POD with
respect to the chosen metric.

The outline of the paper is as follows. In section 2, we introduce an abstract
weak formulation of a class of time-dependent partial differential equations. In
section 3, we recall the principles of model reduction methods with a particular
focus on \textit{a posteriori} model reduction methods based on the POD. In section
4, we focus on PGD methods. We present classical progressive definitions of
these decompositions, based on Galerkin or minimal residual formulations.
We give an interpretation of these decompositions as the solutions of pseudo
eigenproblems and we propose possible improvements. In section 5, we intro-
duce and analyze a non classical definition of PGD, called Minimax PGD.
In section 6, several numerical examples illustrate the behavior of the Proper
Generalized Decomposition methods introduced in this article.

## 2 Time-dependent partial differential equation and discretization

### 2.1 Model problem: advection-diffusion-reaction equation

As a problem model, we consider a transient advection-diffusion-reaction equa-
tion defined on a spatial domain $\Omega \subset \mathbb{R}^d$ and a time interval $I = (0,T)$. The
solution $u(x,t)$, with $(x,t) \in \Omega \times I$, solves:

\[ \begin{align*}
\dot{u} - \nabla \cdot (\mu \nabla u) + c \cdot \nabla u + \sigma u &= f \quad \text{on} \quad \Omega \times I \quad (2a) \\
u &= 0 \quad \text{on} \quad \partial \Omega \times I \quad (2b) \\
u &= u_0 \quad \text{on} \quad \Omega \times \{0\} \quad (2c)
\end{align*} \]

where $\dot{u} = \frac{\partial u}{\partial t}$, $u_0(x)$ is the initial condition, $f(x,t)$ is a volumic source, and
$\mu(x,t)$, $c(x,t)$ and $\sigma(x,t)$ are diffusion, advection and reaction parameters
which are eventually space and time dependent.
2.2 Space weak formulation

We identify $u$ with a function defined on $I$ with values in Hilbert space $\mathcal{V} = H^1_0(\Omega)$, with $u(t) : x \in \Omega \mapsto u(t)(x) \simeq u(x, t)$. A weak formulation of (2) writes: find $u : I \rightarrow \mathcal{V}$ such that

\begin{align}
& m(\dot{u}(t), v) + a(u(t), v; t) = \ell(v; t) \quad \forall v \in \mathcal{V} \quad (3a) \\
& u(0) = u_0 \quad (3b)
\end{align}

where $m(\cdot, \cdot)$ and $a(\cdot, \cdot; t)$ are bilinear forms on $\mathcal{V}$ and where $\ell(\cdot; t)$ is a linear form on $\mathcal{V}$, defined by:

\begin{align}
& m(u, v) = \int_{\Omega} u v \, dx = < u, v >_{L^2(\Omega)}, \quad \ell(v; t) = \int_{\Omega} f(t) \, v \, dx \quad (4) \\
& a(u, v; t) = \int_{\Omega} \mu(t) \nabla u \cdot \nabla v \, dx + \int_{\Omega} c(t) \cdot \nabla u \, v \, dx + \int_{\Omega} \sigma(t) uv \, dx \quad (5)
\end{align}

2.3 Space-time weak formulation

A space-time weak formulation of (2) is now introduced [25]. We introduce the following function space

$$L^2(I; \mathcal{V}) = \{ v : I \rightarrow \mathcal{V} ; \int_I \| v(t) \|^2_{\mathcal{V}} dt < +\infty \}. \quad (6)$$

where $\| \cdot \|_{\mathcal{V}}$ is a norm on $\mathcal{V}$. We denote $\mathcal{T} = L^2(I; \mathbb{R}) := L^2(I)$ and identify the space $L^2(I; \mathcal{V})$ with the tensor product space $\mathcal{V} \otimes \mathcal{T}$. We denote by $\mathcal{V}' = H^{-1}(\Omega)$ the dual space of $\mathcal{V}$. A weak solution of problem (3) can then be defined by the following problem: find $u \in \mathcal{V} \otimes \mathcal{T}$ such that $\dot{u} \in L^2(I; \mathcal{V}')$ and\footnote{Let us note that $\dot{u}(t) \in \mathcal{V}'$ is assimilated with its Riesz representation in $\mathcal{V}$ in the notation $m(\dot{u}(t), v(t))$.}

\begin{align}
& B(u, v) = L(v) \quad \forall v \in \mathcal{V} \otimes \mathcal{T} \quad (7) \\
& B(u, v) = \int_I m(\dot{u}(t), v(t)) \, dt + \int_I a(u(t), v(t); t) \, dt + m(u(0^+), v(0^+)) \quad (8) \\
& L(v) = \int_I \ell(v(t); t) \, dt + m(u_0, v(0^+)) \quad (9)
\end{align}

with $v(0^+) = \lim_{t \downarrow 0^+} v(s)$. The solution of problem (7) verifies the initial condition in a weak sense.
2.4 Time Discontinuous Galerkin approximation

2.4.1 Piecewise polynomial approximation

We consider a time discretization using time discontinuous Galerkin framework \[14,38,37\]. Let \(I = \{I_k = (t_{k-1}, t_k)\}_{k=1}^r\) denote a partition of \(I = (0, T)\), with \(t_0 = 0 < t_1 < \ldots < t_r = T\). We denote by \(\mathbb{P}^p(I_k; X) = \{v : I_k \to X \mid v(t) = \sum_{i=0}^p v_i t^i, v_i \in X\}\) the set of polynomial functions of degree \(p\) defined on \(I_k\) with values in \(X\), and by \(\mathbb{P}^p(I; X)\) the set of piecewise polynomial functions of degree \(p\) in time associated with partition \(I\):

\[\mathbb{P}^p(I; X) = \{v : I \to X \mid \forall I_k \in I, v|_{I_k} \in \mathbb{P}^p(I_k; X)\}\]

2.4.2 Definition of the approximation

The time discontinuous Galerkin approximation is sought in the semi-discrete approximation space \(\mathbb{P}^p(I; V) \subset L^2(I; V)\). This approximation space is identified with the tensor product space \(V \otimes T_P\), with \(T_P := \mathbb{P}^p(I; \mathbb{R}) \subset T\), where \(P\) denote the dimension of \(T_P\). The approximation of problem (7) is then defined by:

\[u \in V \otimes T_P, \quad B(u, v) = L(v) \quad \forall v \in V \otimes T_P\]  \hspace{1cm} (10)

where in the definition (8) of bilinear form \(B\), the time derivative is interpreted as follows:

\[\int_I m(\dot{u}(t), v(t)) \, dt = \sum_{k=1}^r \int_{I_k} m(\dot{u}(t), v(t)) \, dt + \sum_{k=1}^{r-1} \left[ m(u(t_k^+)) - m(u(t_k^-)), v(t_k^+) \right]\]  \hspace{1cm} (11)

where \(v(t^\pm) = \lim_{s \to 0} v(t \pm s)\). In practice, problem (10) is separated into \(r\) problems, which are local on each time interval \(I_k\) and can be solved sequentially. For \(k \in \{1, \ldots, r\}\), the restriction \(u|_{I_k} \in \mathbb{P}^p(I_k; V)\) is defined by

\[\int_{I_k} m(\dot{u}(t), v(t)) \, dt + \int_{I_k} a(u(t), v(t); t) \, dt + m(u(t_{k-1}^+), v(t_{k-1}^+)) = \int_{I_k} \ell(v(t); t) \, dt + m(u(t_{k-1}^-), v(t_{k-1}^-)) \quad \forall v \in \mathbb{P}^p(I_k; V)\]  \hspace{1cm} (12)

where by convention \(u(t_0^-) = u_0\). The solution \(u|_{I_k} \in \mathbb{P}^p(I_k; V)\) can be interpreted as a time continuous Galerkin approximation (using polynomial approximation in time) of an evolution problem defined on time interval \(I_k\), with a weakly imposed initial condition \(u(t_{k-1}^-)\) which is obtained from the solution on the previous time interval.
Remark 1 A time continuous Galerkin approximation would be also defined by problem (10), by choosing for $T_P$ the space of continuous piecewise polynomial functions in time, i.e. $T_P = \mathbb{P}^p(I; \mathbb{R}) \cap C^0(I; \mathbb{R})$. This approximation is not used in practice since it requires the solution of a global problem in time. However, it could be used within the context of a priori model reduction techniques introduced in the following sections.

Remark 2 Let us note that classical time integration schemes lead to the solution of a problem which can be also recasted under the form (10), by identifying $T_P \simeq \mathbb{R}^P$, where $P$ is the number of time steps $\{t_k\}_{k=1}^P$. The approximate solution $u = \{u(t_k)\}_{k=1}^P \in (\mathbb{V})^P$, which gathers the solution at the different time steps, can be identified with a function in $\mathbb{V} \otimes T_P$.

2.5 Spatial approximation

At spatial level, we consider a classical Galerkin approximation (finite element or spectral finite element) by introducing an approximation space $\mathbb{V}_N \subset \mathbb{V}$, with $\mathbb{V}_N = \{v = \sum_{i=1}^N \varphi_i v_i; \varphi_i \in \mathbb{V}, v_i \in \mathbb{R}\}$. The fully discretized Galerkin approximation is then defined by

$$u \in \mathbb{V}_N \otimes T_P, \quad B(u, v) = L(v) \quad \forall v \in \mathbb{V}_N \otimes T_P \quad (13)$$

We identify $v \in \mathbb{V}_N$ with a vector $v = (v_1, \ldots, v_N)^T \in \mathbb{R}^N$, such that problem (13) is equivalently written: find $u \in \mathbb{R}^N \otimes T_P \simeq \mathbb{P}^p(I; \mathbb{R}^N)$ such that

$$\int_I v(t)^T M \dot{u}(t) \, dt + \int_I v(t)^T A(t) u(t) \, dt + v(0^+)^T M u(0^+)$$
$$= \int_I v(t)^T f(t) \, dt + v(0^+)^T M u_0, \quad \forall v \in \mathbb{R}^N \otimes T_P \quad (14)$$

where $M$ and $A(t)$ are matrices whose components are defined by $(M)_{ij} = m(\varphi_j, \varphi_i)$ and $(A(t))_{ij} = a(\varphi_j, \varphi_i; t)$, where $f(t)$ is a vector whose components are defined by $(f(t))_i = \ell(\varphi_i; t)$, and where $u_0 \simeq u_0$. In equation (14), the time derivative must be interpreted as in (11) for time discontinuous functions.
3 Proper Orthogonal Decomposition and a posteriori model reduction techniques

3.1 Reduced order models

Classical model reduction techniques consist in seeking an approximation of the solution $u$ under the form

$$u_m(x, t) = \sum_{i=1}^{m} w_i(x) \lambda_i(t)$$  \hspace{1cm}(15)$$

where the $w_i \in \mathcal{V}$ and the $\lambda_i \in \mathcal{T}$ form low-dimensional reduced bases of spatial functions and time functions respectively.

3.1.1 Galerkin projection on a reduced basis of spatial functions

Classical model reduction techniques start with the construction of a low dimensional subspace $\mathcal{V}_m = \text{span}\{w_i\}_{i=1}^{m} \subset \mathcal{V}$ and define the Galerkin approximation $u_m \in \mathcal{V}_m \otimes \mathcal{T}$ by

$$B(u_m, v_m) = L(v_m) \hspace{1cm} \forall v_m \in \mathcal{V}_m \otimes \mathcal{T}$$  \hspace{1cm}(16)$$

Problem (16) can be interpreted as a time weak formulation of the following system of $m$ ordinary differential equations: for $i \in \{1, \ldots, m\}$,

$$\sum_{j=1}^{m} m(w_j, w_i) \dot{\lambda}_j(t) + \sum_{j=1}^{m} a(w_j, w_i; t) \lambda_j(t) = \ell(w_i; t),$$   \hspace{1cm}(17a)

$$\sum_{j=1}^{m} m(w_j, w_i) \lambda_j(0) = m(u_0, w_i),$$  \hspace{1cm}(17b)$$

where the initial condition corresponds to a projection of the initial condition $u_m(0) = u_0$ on subspace $\mathcal{V}_m$, i.e. $m(u_m(0) - u_0, w) = 0 \ \forall w \in \mathcal{V}_m$.

3.1.2 Galerkin projection on a reduced basis of time functions

Another point of view consists in first constructing a low dimensional subspace $\mathcal{T}_m = \text{span}\{\lambda_i\}_{i=1}^{m} \subset \mathcal{T}$. The Galerkin approximation $u_m \in \mathcal{V} \otimes \mathcal{T}_m$ is then defined by

$$B(u_m, v_m) = L(v_m) \hspace{1cm} \forall v_m \in \mathcal{V} \otimes \mathcal{T}_m$$  \hspace{1cm}(18)$$
Problem (18) can be interpreted as a system of $m$ coupled time-independent partial differential equations:

$$\sum_{j=1}^{m} b_{ij}(w_j, w^*) = \ell_i(w^*) \quad \forall w^* \in \mathcal{V}, \ i = 1 \ldots m$$

(19)

where the $b_{ij}$ and $\ell_i$ are bilinear and linear forms on $\mathcal{V}$, defined by

$$b_{ij}(w, w^*) = B(\lambda_j w, \lambda_i w^*), \quad \ell_i(w^*) = L(w^* \lambda_i)$$

(20)

In practise, this approach is not used for large scale applications since the solution of the system of coupled partial differential equations leads to prohibitive computational costs. This limitation will guide the selection of particular Proper Generalized Decomposition methods in sections 4 and 5.

3.2 Proper Orthogonal Decomposition (POD)

The Proper Orthogonal Decomposition (POD) technique (also known as Singular Value Decomposition or Karhunen-Loève decomposition [18,26] in other contexts) consists in defining a separated representation $u_m$ of the solution $u \in \mathcal{V} \otimes \mathcal{T}$ such that it is optimal with respect to a particular metric. An optimal separated representation of order $m$, denoted

$$u_m = \sum_{i=1}^{m} w_i \lambda_i, \quad w_i \in \mathcal{V}, \quad \lambda_i \in \mathcal{T}$$

(21)

is classically defined as the one which minimizes the distance to the exact solution $u$ with respect to a given norm $\| \cdot \|$ on $\mathcal{V} \otimes \mathcal{T}$, i.e.

$$\|u - u_m\|^2 = \min_{\{w_i\}_{i=1}^{m} \in (\mathcal{V})^m} \|u - \sum_{i=1}^{m} w_i \lambda_i\|^2$$

(22)

Functions $w_i$ and $\lambda_i$ in the decomposition $u_m$ can then be considered as optimal reduced basis functions with respect to the chosen norm. A classical choice consists in introducing a natural norm on $\mathcal{V} \otimes L^2(I)$, defined by

$$\|u\|^2 = \int_I \|u(t)\|_{\mathcal{V}}^2 dt$$

(23)

where $\| \cdot \|_{\mathcal{V}}$ is a given norm on Hilbert space $\mathcal{V}$. Denoting by $\langle \cdot, \cdot \rangle_{\mathcal{V}}$ the inner product associated with $\| \cdot \|_{\mathcal{V}}$, the inner product on $\mathcal{V} \otimes L^2(I)$ associated with $\| \cdot \|$ is defined by

$$\langle u, v \rangle = \int_I \langle u(t), v(t) \rangle_{\mathcal{V}} dt$$

(24)
Inner product $\langle \cdot , \cdot \rangle$ have the following separation property: $\forall \lambda, \lambda^* \in T$ and $\forall w, w^* \in V$,

$$\langle w\lambda, w^* \lambda^* \rangle = \langle w, w^* \rangle <\lambda, \lambda^* >_T$$  \hspace{1cm} (25)

where $\langle \cdot , \cdot \rangle_T = \langle \cdot , \cdot \rangle_{L^2(I)}$ is the natural inner product in $L^2(I)$. It corresponds to a classical construction of an inner product on a tensor product space $V \otimes T$ by “tensorization” of inner products on $V$ and $T$. When the chosen inner product has the separation property (25), we classically show that problem (22) leads to the following eigenproblem:

$$G(w) = \sigma w$$  \hspace{1cm} (26)

where operator $G : V \rightarrow V$ is defined as follows: for $w, w^* \in V$,

$$\langle G(w), w^* \rangle_V = \langle w^*, u \rangle_V < u, w >_V$$  \hspace{1cm} (27)

$G$ is called the spatial correlation operator of $u$ associated with inner products $\langle \cdot , \cdot \rangle_V$ and $\langle \cdot , \cdot \rangle_T$ and sometimes called “POD operator”. For the particular choice $\langle \lambda, \lambda^* \rangle_T = \langle \lambda, \lambda^* \rangle_{L^2(I)} = \int_I \lambda(t) \lambda^*(t) dt$, $G$ has the following form:

$$G(w) = \int_I u(t) < u(t), w >_V dt$$

$G$ is a symmetric positive linear operator. Under classical regularity assumptions on $u$, it is a compact operator, so that classical spectral theory applies [34]. Let $\{w_i\}_{i \geq 1}$ denote an orthogonal set of eigenfunctions of $G$, which forms an hilbertian basis of $V$. The eigenpairs $(w_i, \sigma_i) \in V \times \mathbb{R}^+$ of $G$ being sorted by decreasing eigenvalues ($\sigma_1 \geq \sigma_2 \geq \ldots \geq 0$), an optimal separated representation $u_m$ of order $m$ of $u$ can then be written as (21), with

$$\lambda_i(t) = \|w_i\|^2 \langle w_i, u(\cdot, t) \rangle_V$$  \hspace{1cm} (28)

and where $\|w_i\| = \|w_i\|_V \|\lambda_i\|_T = \sqrt{\sigma_i}$. The truncation error verifies:

$$\|u - u_m\|^2 = \|u\|^2 - \sum_{i=1}^m \sigma_i \xrightarrow{m \rightarrow \infty} 0$$  \hspace{1cm} (29)

The above defined functions $w_i \in V$ and $\lambda_i \in T$ are orthogonal with respect to inner products $\langle \cdot , \cdot \rangle_V$ and $\langle \cdot , \cdot \rangle_T$ respectively. Decomposition (21) is then called a biorthogonal decomposition of $u$.

**Remark 3** A classical choice for $\langle \cdot , \cdot \rangle_V$ consists in using the natural inner product in $L^2(\Omega)$ or $H^1(\Omega)$ [17]. Let us note that other choices than $\langle \cdot , \cdot \rangle_{L^2(I)}$ could also be made for inner product $\langle \cdot , \cdot \rangle_T$. For example, taking $\langle \lambda, \lambda^* \rangle_T = \int_I \alpha(t) \lambda(t) \lambda^*(t) dt$, with $\alpha(t) > 0$, may allow to better fit the solution in some regions of the time domain. Taking for $\langle \cdot , \cdot \rangle_T$ the natural inner product...
product on $H^1(I)$ may lead to a better approximation of $\dot{u}$ (it is possible to work in $H^1(I) \subset T = L^2(I)$ since the solution $u \in (V \otimes L^2(I)) \cap (L^2(\Omega) \otimes H^1(I))$) (see [16]).

**Remark 4** The optimal separated representation can be equivalently defined by formulating an eigenproblem on $\lambda$,

$$G^o(\lambda) = \sigma \lambda$$

where $G^o$, sometimes called the “auxiliary POD operator”, is defined as follows: for $\lambda, \lambda^* \in \mathcal{T},$

$$<G^o(\lambda), \lambda^*>_\mathcal{T} = <\lambda^*, u>_\mathcal{T}, <u, \lambda>_\mathcal{V}$$

**Eigenproblems** (26) and (30) are equivalent in the following sense (see [16] for more details): if $(w_i, \sigma_i) \in \mathcal{V} \times \mathbb{R}^+$ is an eigenpair of (26), then $(\lambda_i, \sigma_i) \in \mathcal{T} \times \mathbb{R}^+$, with $\lambda_i$ defined by (28), is an eigenpair of (30). Conversely, if $(\lambda_i, \sigma_i) \in \mathcal{T} \times \mathbb{R}^+$ is an eigenpair of (30), then $(w_i, \sigma_i) \in \mathcal{V} \times \mathbb{R}^+$, with $w_i = \|\lambda_i\|^{-2} < \lambda_i, u>_\mathcal{T}$, is an eigenpair of (26). Let us note that for the particular choice $<\lambda, \lambda^*>_\mathcal{T} = \int_I \lambda(t) \lambda^*(t) dt$, $G^o$ has the following form:

$$G^o(\lambda)(t) = \int_I <u(t), u(s)>_\mathcal{V} \lambda(s) ds$$

where function $k(t, s) = <u(t), u(s)>_\mathcal{V}$ is the classical time correlation kernel.$^7$

### 3.3 A posteriori model reduction using Proper Orthogonal Decomposition

Of course, the solution $u$ (or at least an approximation of $u$) have to be known in order to perform the classical POD. This decomposition can then be considered as an a posteriori model reduction technique. However, the POD technique can be used as a model reduction technique for parametric analyses or long-time simulations [19,20,16,36,24,10,15,3].

In a parametric analysis, where operator and right-hand side of the partial differential equation depend on a set of parameters $\xi$, one may be interested in computing the solution for $\xi \in \Xi$, where $\Xi$ denotes a (discrete) set of parameters values. A simple model reduction technique consists in solving the evolution problem for a subset of parameters values. For each evolution problem, a reduced basis of space (or time) functions is extracted a posteriori

---

$^7$ Note that since $k(t, s) \in L^2(I \times I)$, $G^o : L^2(I) \rightarrow L^2(I)$ is a Hilbert-Schmidt operator.
from the classical POD. The reduced basis obtained for each parameter value can be added to a global reduced basis, used for subsequent unresolved parameters values, or can be interpolated in different ways. With this procedure, a particular attention must be paid to the sorting and selection of reduced basis functions. Error estimation and reduced basis enrichment strategies are necessary in order to control the precision of the reduced order approximation for the unresolved parameters values.

The POD technique can be also used in long-time simulations. An approximation of the solution is computed with traditional numerical methods on a small time interval \( I' = (0, T') \), with \( T' \ll T \). The application of POD allows to extract a reduced basis of spatial functions (or time functions) from the restriction of the solution to \( I' \times \Omega \). An approximate solution can then be computed on the whole time interval \( I \) by solving the reduced order problem (16) (or (18)). Error estimation and reduced basis enrichment strategies are also necessary in order to control the precision of the reduced order approximation on the whole time interval.

4 A priori model reduction through Proper Generalized Decomposition

We now introduce different methods, recently called Proper Generalized Decomposition (PGD) methods, for the a priori construction of an approximate separated representation of the solution. In this section, we present different possible definitions of PGDs, based on Galerkin orthogonality criteria or minimal residual criteria. We give an interpretation of these decompositions as generalizations of Proper Orthogonal Decompositions. We also propose algorithms for the construction of the different PGDs.

In the following, we denote by \( W_m = \{ w_i \}_{i=1}^{m} \subset (V)^m \) the set of space functions and by \( \Lambda_m = \{ \lambda_i \}_{i=1}^{m} \subset (T)^m \) the set of time functions of the decomposition \( u_m = \sum_{i=1}^{m} w_i \lambda_i \), denoted \( u_m = W_m \cdot \Lambda_m \).

4.1 PGD based on Galerkin orthogonality criteria

We first introduce a classical definition of the PGD based on Galerkin orthogonality criteria. Although there is no existence nor convergence results about the proposed definition (in the general case), it appears to be an
efficient technique for building separated representations in many applications.
Different variants and improvements of this original definition of the PGD are
proposed and discussed. These improvements are inspired from recent works
in the context of stochastic partial differential equations \[27,28,32\].

4.1.1 Progressive definition of space and time functions

We assume that a decomposition \( u_{m-1} \) of order \((m - 1)\) is known. For the
definition of the order \( m \) decomposition, a new couple \((w, \lambda) \in \mathcal{V} \times \mathcal{T}\) is
defined as the optimal couple which verifies the double Galerkin orthogonality
criterium:

\[
B(u_{m-1} + w\lambda, w\lambda^* + w^*\lambda) = L(w\lambda^* + w^*\lambda) \quad \forall \lambda^* \in \mathcal{T}, \quad \forall w^* \in \mathcal{V} \tag{32}
\]

**Definition 5** We introduce the following mappings:

- \( S_m : \mathcal{T} \rightarrow \mathcal{V} \) is the application which maps a time function \( \lambda \in \mathcal{T} \) into a
  space function \( w = S_m(\lambda) \in \mathcal{V} \), defined by:

\[
B(u_{m-1} + w\lambda, w\lambda^*) = L(w\lambda^*) \quad \forall w^* \in \mathcal{V} \tag{33}
\]

- \( T_m : \mathcal{V} \rightarrow \mathcal{T} \) is the application which maps a space function \( w \in \mathcal{V} \) into a
  time function \( \lambda = T_m(w) \in \mathcal{T} \), defined by:

\[
B(u_{m-1} + w\lambda, w\lambda^*) = L(w\lambda^*) \quad \forall \lambda^* \in \mathcal{T} \tag{34}
\]

A couple \((w, \lambda) \in \mathcal{V} \times \mathcal{T}\) then verifies equation (32) if and only if \( w = S_m(\lambda) \)
and \( \lambda = T_m(w) \). The progressive Galerkin-based PGD is then defined as fol-
low.

**Definition 6 (Progressive Galerkin PGD)** \((w_m, \lambda_m) \in \mathcal{V} \times \mathcal{T}\) is defined
as the “optimal” couple among those \((w, \lambda) \in \mathcal{V} \times \mathcal{T}\) which verify one of the
following equivalent properties:

- \((w, \lambda)\) verifies

\[
w = S_m(\lambda) \quad \text{and} \quad \lambda = T_m(w) \tag{35}
\]

- \( \lambda = T_m(w) \) and \( w \) is a fixed point of mapping \( G_m = S_m \circ T_m \), i.e.

\[
w = G_m(w) \tag{36}
\]

- \( w = S_m(\lambda) \) and \( \lambda \) is a fixed point of mapping \( G_m^\diamond := T_m \circ S_m \), i.e.

\[
\lambda = G_m^\diamond(\lambda) \tag{37}
\]

We will see that optimality in definition 6 is unclearly defined in the general
case.
4.1.2 Interpretation as a pseudo eigenproblem

We can easily show that $G_m$ and $G_m^\circ$ in (36) and (37) are homogeneous operators of degree 1, i.e.

$$\forall \alpha \in \mathbb{R}\setminus\{0\}, \quad G_m(\alpha w) = \alpha G_m(w), \quad G_m^\circ(\alpha \lambda) = \alpha G_m^\circ(\lambda)$$  \hspace{1cm} (38)

Problems (36) and (37) are then interpreted as pseudo eigenproblems, the optimal functions $w$ and $\lambda$ being the dominant eigenfunctions of $G_m$ and $G_m^\circ$ respectively. A function $w$ (resp. $\lambda$) is called an eigenfunction of $G_m$ (resp. $G_m^\circ$) if it verifies (36) (resp. (37)) (see [28] for further discussions on these pseudo eigenproblems). The associated eigenvalue can be defined by

$$\sigma_m(w) = B(w T_m(w), w T_m(w))$$  \hspace{1cm} (39) \\
(resp. $\sigma_m^\circ(\lambda) = B(S_m(\lambda) \lambda, S_m(\lambda) \lambda)$)  \hspace{1cm} (40)

In the general case, the above interpretation needs for further mathematical investigations (it is a non classical mathematical problem). However, the following degenerate case highlights the above interpretation.

4.1.2.1 Degenerate case. We consider that bilinear form $B$ defined on tensor product space $\mathcal{V} \otimes \mathcal{T}$ can be written as the product of a bilinear form $B_S$ on $\mathcal{V}$ and of a bilinear form $B_T$ on $\mathcal{T}$, i.e. $\forall \lambda, \lambda^* \in \mathcal{T}$ and $\forall w, w^* \in \mathcal{V}$,

$$B(w \lambda, w^* \lambda^*) = B_S(w, w^*) B_T(\lambda, \lambda^*)$$  \hspace{1cm} (41)

Remark 7 Of course, in the present context, separation property (41) of $B$ is not satisfied for general time-dependent PDEs but it can be seen as a limit case when some parameters of the PDE become negligible.

If separation property (41) is satisfied, one can easily prove that eigenproblems (36) and (37) are equivalent to

$$\sigma_m(w) w = \tilde{G}_m(w) \quad \text{and} \quad \sigma_m^\circ(\lambda) \lambda = \tilde{G}_m^\circ(\lambda)$$  \hspace{1cm} (42)

where

$$\tilde{G}_m(w) = B_T(u - u_{m-1}, B_S(u - u_{m-1}, w)) = \sigma_m(w) G_m(w),$$  \hspace{1cm} (43) \\
$$\tilde{G}_m^\circ(\lambda) = B_S(u - u_{m-1}, B_T(u - u_{m-1}, \lambda)) = \sigma_m^\circ(\lambda) G_m^\circ(\lambda),$$  \hspace{1cm} (44)

For equivalent eigenfunctions $w$ and $\lambda$, i.e. related by $\lambda = T_m(w)$ or $w = S_m(\lambda)$, the associated eigenvalues $\sigma_m(w) = \sigma_m^\circ(\lambda)$ and

$$\sigma_m(w) = B_S(w, w) B_T(T_m(w), T_m(w)) = B_S(w, \tilde{G}_m(w)) B_S(w, w)^{-1}$$  \hspace{1cm} (45) \\
$$\sigma_m^\circ(\lambda) = B_S(S_m(\lambda), S_m(\lambda)) B_T(\lambda, \lambda) = B_T(\lambda, \tilde{G}_m^\circ(\lambda)) B_T(\lambda, \lambda)^{-1}$$  \hspace{1cm} (46)
In the case where $B_S$ and $B_T$ define inner products on $V$ and $T$ respectively, operators $\hat{G}_m$ and $\hat{G}_m^\circ$ are classical correlation operators of $(u - u_{m-1})$ constructed from these inner products. Then, if we choose $w_m \in V$ and $\lambda_m \in T$ as the dominant eigenfunctions of $\hat{G}_m$ and $\hat{G}_m^\circ$ respectively, $u_{m-1} + w_m \lambda_m$ minimizes the distance to $u$ measured with the metric induced by $B_S$ and $B_T$. The obtained decomposition $u_m$ is the classical Proper Orthogonal Decomposition which converges towards $u$ with respect to this metric. It is optimal in the sense that for a given order $m$, it is the optimal separated representation with respect to this metric. However, if bilinear forms $B_S$ and $B_T$ do not define inner products on $V$ and $T$ (in particular if they are non symmetric), we have no guaranty that these eigenproblems admit real positive eigenvalues and that dominant eigenfunctions will lead to a convergent sequence $u_m$. Therefore, the obtained decomposition $u_m$ can not be interpreted as a Proper Orthogonal Decomposition of the solution $u$.

**4.1.2.2 General case.** When separation property (41) is not satisfied but when bilinear form $B$ still defines an inner product on $V \otimes T$, it is still possible to define pseudo eigenfunctions and eigenvalues (see [28]) and to prove the convergence of the obtained decomposition $u_m$ with respect to this metric. Denoting by $\| \cdot \|_B = B(\cdot, \cdot)$ the norm induced by $B$, we have

$$\|u - u_m\|_B^2 = \|u\|_B^2 - \sum_{i=1}^{m} \sigma_i(w_i) = \|u\|_B^2 - \sum_{i=1}^{m} \sigma_i^\circ(\lambda_i)$$

(47)

where $\sigma_i(w_i)$ (resp. $\sigma_i^\circ(\lambda_i)$) is the dominant eigenvalue, with $\sigma_i$ defined by (39) (resp. (40)). In a more general case, when $B$ does not define an inner product (e.g. $B$ non-symmetric as it is the case for the present context of time-dependent PDEs), there is no existence results for solutions (in real Hilbert spaces) to pseudo eigenproblem (36) (or (37)). However, the interpretation in terms of a pseudo eigenproblem is a fruitful interpretation in the sense that it allows to propose dedicated algorithms for the construction of the decomposition, these algorithms being inspired from classical algorithms for eigenproblems.

**4.1.3 Power algorithm for the construction of the PGD**

For a given decomposition $u_{m-1}$, a new optimal function $w_m \in V$ (resp. $\lambda_m \in T$) is defined as the dominant pseudo eigenfunction of operator $G_m$ (resp. $G_m^\circ$). It leads to the definition of the decomposition $u_m = u_{m-1} + w_m \lambda_m$, with $\lambda_m = T_m(w_m)$ (resp. $w_m = S_m(\lambda_m)$). A natural algorithm to capture the dominant

---

9 This construction leads to a uniquely defined decomposition (if eigenvalues are of multiplicity 1), where functions $w_i$ (resp. $\lambda_i$) are orthogonal with respect to inner product $B_S$ (resp. $B_T$).
eigenfunction of operator $G_m = S_m \circ T_m$ consists in performing power-type iterations. Starting from an initial function $w(0) = S_m(\lambda(0))$ (in practice, $\lambda(0)$ is generated randomly), we compute the sequence $w^{(k+1)} = G_m(w^{(k)}) = S_m \circ T_m(w^{(k)})$. This leads to the algorithm 1.

**Algorithm 1 (PGD-P) (Power iterations algorithm)**

1: for $m = 1$ to $m_{\text{max}}$
2: Initialize $\lambda$
3: for $k = 1$ to $k_{\text{max}}$
4: Compute $w = S_m(\lambda)$
5: Normalize $w$
6: Compute $\lambda = T_m(w)$
7: Check convergence of $(w\lambda)$
8: end for
9: Set $w_m = w$ and $\lambda_m = \lambda$
10: Set $u_m = u_{m-1} + w_m \lambda_m$ and check convergence
11: end for

**Remark 8** In Algorithm 1, there is no need for normalization of functions $w$ or $\lambda$. However, we here arbitrarily choose to normalize space functions $w$.

For particular cases where PGD coincides with POD, algorithm 1 is a classical power iterations algorithm with deflation for the capture of the dominant eigenspace of the classical eigenproblem associated with the correlation operator of the solution $u$.

**Remark 9** In practice, we select a relatively coarse stagnation criterium for the power iterations ($\approx 10^{-2}$ on $w\lambda$), which is sufficient to obtain a good approximation of the new couple $(w_m, \lambda_m)$. In general, power iterations reach this criterium very fast (in $k \approx 3$ iterations). A slow convergence may reveal multiple or close eigenvalues. However, also in this case, a good couple $(w, \lambda)$ (although not converged) is often reached in a few iterations. In practice, we then select $k_{\text{max}} \approx 3$.

### 4.1.4 Optimal Galerkin PGD and its construction

For the general case where PGD does not coincide with POD, algorithm 1 does not lead to an optimal decomposition $u_m = W_m \cdot \Lambda_m$ in the sense of the Galerkin projection. An optimal Galerkin PGD can be defined by imposing the residual to be simultaneously orthogonal to reduced spaces $\mathcal{V}_m = \text{span}(W_m) \subset \mathcal{V}$ and $\mathcal{T}_m = \text{span}(\Lambda_m) \subset \mathcal{T}$. These two Galerkin orthogonality criteria are equations (16) and (18) and can be reformulated as follows.

**Definition 10** Let $T : (\mathcal{V})^m \rightarrow (\mathcal{T})^m$ be the application which maps space
functions $W_m \in (\mathcal{V})^m$ into time functions $\Lambda_m = T(W_m) \in (\mathcal{T})^m$ defined by

$$B(W_m \cdot \Lambda_m, W_m \cdot \Lambda_m^*) = L(W_m \cdot \Lambda_m^*) \quad \forall \Lambda_m^* \in (\mathcal{T})^m$$

(48)

Let $S : (\mathcal{T})^m \to (\mathcal{V})^m$ be the application which maps time functions $\Lambda_m \in (\mathcal{T})^m$ into space functions $W_m = S(\Lambda_m) \in (\mathcal{V})^m$ defined by

$$B(W_m \cdot \Lambda_m, W_m^* \cdot \Lambda_m) = L(W_m^* \cdot \Lambda_m) \quad \forall W_m^* \in (\mathcal{V})^m$$

(49)

A decomposition $u_m = W_m \cdot T(W_m)$ verifies equation (16). The application of mapping $T$ requires the solution of the system of ordinary differential equations (17). A decomposition $u_m = S(\Lambda_m) \cdot \Lambda_m$ verifies equation (18). The application of mapping $S$ requires the solution of a set of time-independent partial differential equations (19). The optimal Galerkin-based PGD is then defined as follows.

**Definition 11 (Optimal Galerkin PGD)** The couple $(W_m, \Lambda_m) \in (\mathcal{V})^m \times (\mathcal{T})^m$ is defined as the “optimal” couple among those which verify one of the following equivalent properties:

- $(W_m, \Lambda_m)$ verifies
  $$W_m = S(\Lambda_m) \quad \text{and} \quad \Lambda_m = T(W_m)$$
  (50)

- $\Lambda_m = T(W_m)$ and $W_m$ is a fixed point of mapping $G = S \circ T$, i.e.
  $$W_m = G(W_m)$$
  (51)

- $W_m = S(\Lambda_m)$ and $\Lambda_m$ is a fixed point of mapping $G^\circ = T \circ S$, i.e.
  $$\Lambda_m = G^\circ(\Lambda_m)$$
  (52)

Equation (51) (resp. (52)) can still be interpreted as a pseudo eigenproblem on operator $G = S \circ T$ (or $G^\circ = T \circ S$), the optimal set of functions $W_m$ (resp. $\Lambda_m$) being associated with the dominant eigenspace of $G$ (resp. $G^\circ$) (see [28]).

A natural algorithm then consists in performing subspace iterations in order to capture this dominant eigenspace (Algorithm 2). This algorithm leads to optimal sets of functions in the sense of Galerkin projection and leads to a decomposition $u_m$ which can be significantly better than the decomposition obtained with a progressive definition of the PGD, constructed by a power iterations algorithm (Algorithm 1).

**Algorithm 2 (PGD-S)** *(Subspace iterations algorithm)*

1: for $m = 1$ to $m_{\text{max}}$ do
2: Initialize $\Lambda_m$
3: for $k = 1$ to $k_{\text{max}}$ do
4: Compute $W_m = S(\Lambda_m)$
5: Compute $\Lambda_m = T(W_m)$
6: Check convergence
7: end for
8: Set $u_m = W_m \cdot \Lambda_m$ and check convergence
9: end for

4.1.5 Approximations of the optimal Galerkin PGD

At each iteration, the application of mapping $G = S \circ T$ requires the application of mappings $T$ and $S$. In the context of time-dependent PDEs, the application of mapping $T$ is relatively cheap since it corresponds to a set of ODEs (formulation of the initial problem on a reduced basis of space functions). However, the application of mapping $S$ is generally very costly (and not usual) for large scale applications (2D or 3D problems) since it involves the solution of a set of coupled time-independent PDEs. In the present context, this algorithm should be avoided. The question is then: can we build a better decomposition than the progressive PGD without applying the mapping $S$?

A simple modification of power iterations algorithm (Algorithm 1) is possible. It consists in introducing the application of mapping $T$ in order to update the whole set of time functions $\Lambda_m$ after each construction of a new couple of functions $(w_m, \lambda_m)$. This leads to the algorithm 3, which corresponds to the power iterations algorithm with an additional updating of time functions. Although the obtained decomposition is not the optimal one, this modification significantly improves the quality of the progressive PGD.

Algorithm 3 (PGD-$P^*$) (Power iterations algorithm with update)

1: for $m = 1$ to $m_{\text{max}}$ do
2: Perform steps 2 to 9 of Algorithm 1 and obtain the dominant eigenfunction $w_m$ of $G_m$.
3: Compute $\Lambda_m = T(W_m)$
4: Set $u_m = W_m \cdot \Lambda_m$ and check convergence
5: end for

Remark 12 Another algorithm, inspired from Arnoldi algorithm for classical eigenproblems, has been proposed in [28] in the context of stochastic partial differential equations. This algorithm allows the capture of an approximation of the dominant eigenspace of $G$ without applying the mapping $S$. For many applications, power iterations algorithm with update and Arnoldi algorithm lead to very similar convergence properties. Arnoldi algorithm is usually more efficient since it requires the solution of only $m$ uncoupled time-independent PDEs in order to build an order $m$ decomposition. In this paper, we do not
focus on efficiency aspects of PGD constructions but only on convergence properties of the different definitions. This Arnoldi algorithm is not detailed but it should be considered as a way to further improve computational efficiency of PGD methods (see efficiency analyses in [28]).

4.2 PGD based on a minimal residual formulation

In this section, we introduce another possible definition of the PGD based on a minimal residual criterium [31,23]. This construction is more “robust” than the Galerkin PGD in the sense that monotone convergence of the decomposition in the residual norm can be proved. However, it has several drawbacks which are detailed in section 4.2.4.

4.2.1 Progressive definition of time and space functions

We still consider a progressive definition of the decomposition by assuming that a decomposition $u_{m-1}$ of order $m-1$ is known. Let us denote by $\langle \cdot, \cdot \rangle$ an inner product on $V \otimes T$ and by $\| \cdot \|$ the associated norm. Let us define the residual $R(u) \in V \otimes T$ of equation (7) by:

$$\langle v, R(u) \rangle = L(v) - B(u,v) = \langle v, \ell - B(u) \rangle \quad \forall v \in V \otimes T$$

(53)

where $\ell \in V \otimes T$ and operator $B : V \otimes T \to V \otimes T$ are defined by using Riesz representations in Hilbert space $V \otimes T$.

We introduce the following natural definition of the Minimal Residual PGD.

**Definition 13 (Progressive Minimal Residual PGD)** An optimal couple $(w_m, \lambda_m) \in V \times T$ is defined as the one which minimizes the residual norm:

$$(w_m, \lambda_m) \in \arg \min_{(w,\lambda) \in V \times T} \|R(u_{m-1} + w\lambda)\|^2$$

(54)

or equivalently:

$$(w_m, \lambda_m) \in \arg \min_{(w,\lambda) \in V \times T} \frac{1}{2} \langle B(w\lambda), B(w\lambda) \rangle - \langle R(u_{m-1}), B(w\lambda) \rangle$$

(55)

Let us note that this definition of PGD is equivalent to the Galerkin PGD applied to a least-square formulation of the problem (symmetrized problem).
4.2.2 Interpretation as a pseudo eigenproblem

The stationarity conditions (or Euler-Lagrange equations) associated with quadratic optimization problem (54) write: \( \forall (w^*, \lambda^*) \in V \times T \),

\[
\begin{align*}
\langle B(w \lambda), B(w \lambda^* + w^* \lambda) \rangle = \langle R(u_{m-1}), B(w \lambda^* + w^* \lambda) \rangle \quad (56)
\end{align*}
\]

In order to directly apply the analysis and algorithms of section 4.1, we reformulate the problem with similar notations.

**Definition 14** We use the following definitions for mappings \( S_m \) and \( T_m \).

- \( S_m : T \to V \) is the application which maps a time function \( \lambda \in T \) into a space function \( w = S_m(\lambda) \in V \) defined by:

\[
\begin{align*}
\langle B(w \lambda), B(w^* \lambda) \rangle = \langle R(u_{m-1}), B(w^* \lambda) \rangle \quad \forall w^* \in V \quad (57)
\end{align*}
\]

- \( T_m : V \to T \) is the application which maps a space function \( w \in V \) into a time function \( \lambda = T_m(w) \in T \) defined by

\[
\begin{align*}
\langle B(w \lambda), B(w^* \lambda) \rangle = \langle R(u_{m-1}), B(w^* \lambda) \rangle \quad \forall \lambda^* \in T \quad (58)
\end{align*}
\]

Stationarity conditions (57) and (58) can then be written \( w = S_m(\lambda) \) and \( \lambda = T_m(w) \) respectively. The simultaneous verification of both equations can still be interpreted as pseudo eigenproblem (36) (or (37)) on operator \( G_m = S_m \circ T_m \) (or \( G_m^* = T_m \circ S_m \)). The (pseudo) eigenvalue associated with an eigenfunction \( w \) of \( G_m \) (i.e. such that \( w = G_m(w) \)) is defined by \( \sigma_m(w) = \langle B(w T_m(w)), B(w T_m(w)) \rangle \). The optimal function \( w_m \) is the dominant eigenfunction of \( G_m \), which maximizes \( \sigma_m(w) \). The obtained couple \((w_m, T_m(w_m))\) is optimal in the sense that it minimizes the residual norm. We easily prove the following property:

\[
\| R(u_m) \|^2 = \| R(u_{m-1}) \|^2 - \sigma_m(w_m) = \| \ell \|^2 - \sum_{i=1}^{m} \sigma_i(w_i) \quad (59)
\]

which shows that the residual norm is monotonically decreasing. Decomposition \( u_m \) can be constructed by using power iterations algorithm (algorithm 1), where power iterations allow the capture of the dominant eigenfunctions \( w_m \) of successive operators \( G_m \).

**Remark 15** Power iterations can also be interpreted as an alternated minimization algorithm for solving (54) (minimizing successively on time functions and space functions).
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4.2.3 Other definitions and algorithms

Other definitions and algorithms introduced in sections 4.1.4 and 4.1.5 for the Galerkin PGD can be naturally applied to the minimal residual PGD, in order to improve the convergence properties of the decomposition. It simply consists in applying the definitions and algorithms of Galerkin-based PGD on the following least-square formulation of the problem:

\[
\begin{align*}
    u & \in V \otimes T, \quad \hat{B}(u, v) = \hat{L}(v) \quad \forall v \in V \otimes T \\
    \hat{B}(u, v) &= \ll B(v), B(u) \gg = \ll v, B^*B(u) \gg, \\
    \hat{L}(v) &= \ll B(v), \ell \gg = \ll v, B^*(\ell) \gg
\end{align*}
\]

where \( B^* \) is the adjoint operator of \( B \). Algorithms introduced in sections 4.1.4 and 4.1.5 are then simply transposed to this formulation by using bilinear form \( \hat{B} \) and linear form \( \hat{L} \) (instead of \( B \) and \( L \)) in the definition of mappings \( T_m, S_m, T \) and \( S \).

4.2.4 Comments on the minimal residual PGD

An advantage of the minimal residual formulation is that the convergence with \( m \) of the PGD \( u_m \) is monotonic, if convergence is evaluated with the residual norm (cf. equation (59)). In that sense, it is a robust construction of a separated representation and it can be used in cases where Galerkin-based PGD fails. However, it has several drawbacks:

- Although it has a monotonotic convergence in residual norm, the resulting decomposition may present very poor convergence properties with respect to usual norms. This will be illustrated in numerical examples. In fact, the convergence rate with respect to usual metrics strongly depends on the choice of the residual norm \( \| \cdot \| \). Taking for the residual norm the natural norm in \( L^2(\Omega) \otimes L^2(I) \) usually leads to bad convergence rates in usual solution norms. A suitable residual norm, constructed from the operator of the problem, may improve this convergence rate\(^{10}\). However, the construction of a suitable norm is not straightforward and the use of optimal norms may induce additional computational issues.

\(^{10}\) If we want to obtain a good convergence of the solution with respect to a certain norm \( \| \cdot \| \) (e.g. \( L^2 \) norm), the residual norm \( \| R(u_m) \| \) should give a measure of the error as close as possible to \( \| u - u_m \| \). A natural \( L^2 \)-norm of the residual, i.e. \( \| R(u_m) \|^2 = \ll R(u_m), R(u_m) \gg \), is clearly not adapted. One could choose \( \| R(u) \|^2 = \ll R(u), M R(u) \gg \), where \( M \) is a suitable symmetric bounded coercive operator. For example, if we denote \( B = \frac{\partial}{\partial t} + A \), with \( A \) a bounded coercive operator, one could choose for \( M \) the inverse of the symmetric part of \( A \) (or an approximation of it, for computational reasons).
This formulation can be easily implemented in a discretized framework, where the residual $R(u) \in V_N \otimes T_P$ is defined by replacing function space $V \otimes T$ by $V_N \otimes T_P$ in (53). The residual norm then measures the error with respect to the classical Galerkin solution $u \in V_N \otimes T_P$ (i.e. the solution of equation (13)). Algorithms are easily implemented in an algebraic setting (see appendix B). However, in a continuous framework, it leads to non classical formulations, which require the introduction of more refined function spaces in order to guarantee existence and uniqueness of solutions (e.g. by introducing $H^2(\Omega) \otimes H^1(I)$ in place of $H^1(\Omega) \otimes L^2(I)$ for the advection-diffusion-reaction equation). The a posteriori construction of approximation spaces for the approximation of time and space functions is then non trivial (at least at the space level). In practice, a minimal residual formulation should then be applied to the discretized problem (13) (after the introduction of space and time approximation spaces $V_N$ and $T_P$). Let us note that time problems are now global in time\(^{11}\) (equivalent to the weak formulation of a second order differential equation with initial and final conditions) and therefore, this formulation does not allow to take part of the causality of the initial problem for the computation of time functions. This can be a major drawback if a very high dimensional approximation space $T_P$ is used.

This formulation requires much more computational efforts than the Galerkin PGD. Indeed, PGD algorithms take part of the low order (or low rank) separated representation of operator $B$ and right-hand side $\ell$ (see appendix A on computational aspects). This minimal residual formulation being equivalent to a Galerkin-based PGD on operator $B^*B$ and right-hand side $B^*\ell$, where $B^*$ denotes the adjoint operator of $B$, the separation orders are dramatically increased.

For all the above reasons, this PGD based on a minimal residual formulation should be avoided — in the opinion of the author — in practical applications for which Galerkin-based PGDs work.

\section{Minimax Proper Generalized Decomposition}

In this section, we propose a new definition of PGD which allows to improve the convergence properties of Galerkin-based PGD with respect to a desired

\footnote{\textit{Let us briefly illustrate the fact that time problems are global in time. A time problem $\min_\lambda \|R(u_m - 1 + w\lambda)\|^2$ can be recast as $\min_\lambda \|l - \dot{\lambda} - a\lambda\|^2$. For simplicity, suppose that $\lambda(0) = 0$ is imposed in a strong sense. If we select a $L^2$-norm for the residual norm, we have $\|l\|^2 = \int_I l(t)^2 dt$ and the Euler-Lagrange equation associated with the above quadratic minimization problem is $\int_I (\dot{\lambda}^* + a\lambda^*) (\dot{\lambda} + a\lambda - l) dt = 0$, $\forall \lambda^*$. After an integration by part, one can easily prove that the associated strong form is a second order differential equation with initial and final conditions.}}
metric. This new definition can be interpreted as a PGD based on Petrov-Galerkin criteria, where the orthogonality of the residual is imposed with respect to another set of space and time functions, which are solution of an adjoint problem. We also propose an algorithm for its construction.

Remark 16 Let us note that this new definition could be also applied to the Minimal Residual PGD by considering that the initial formulation is the symmetrized Least-Square formulation of the time-dependent PDE.

5.1 Definition of the Minimax Proper Generalized Decomposition

We here assume that a decomposition $u_{m-1}$ of order $(m-1)$ is known (previously computed). The idea is to define a new couple $(w, \lambda) \in V \times T$ with the two following orthogonality criteria:

\begin{align}
B(u_{m-1} + w\lambda, \tilde{w}\tilde{\lambda}) &= L(\tilde{w}\tilde{\lambda}) \quad \forall \tilde{w} \in V \\
B(u_{m-1} + w\lambda, \tilde{w}\tilde{\lambda}^*) &= L(\tilde{w}\tilde{\lambda}^*) \quad \forall \tilde{\lambda}^* \in T
\end{align}

where $(\tilde{w}, \tilde{\lambda}) \in V \times T$ is another couple of space and time functions. Equations (61) impose the cancelation of the projection of the residual on subspaces $V \otimes \{\lambda\}$ and $\tilde{w} \otimes T$, instead of $V \otimes \{\lambda\}$ and $\{w\} \otimes T$ for the classical Galerkin-based PGD (equation (32)). Of course, additional equations must be added in order to define functions $(\tilde{w}, \tilde{\lambda}) \in V \times T$. We use the following additional orthogonality criteria:

\begin{align}
B(w^*\lambda^*, \tilde{w}\tilde{\lambda}^*) &= \ll w^*\lambda^*, w^* \lambda^* \gg \quad \forall \lambda^* \in T \\
B(w^*\lambda, \tilde{w}\tilde{\lambda}) &= \ll w^*\lambda, w^* \lambda \gg \quad \forall \lambda \in T
\end{align}

where $\ll \cdot, \cdot \gg$ is an inner product on $V \otimes T$. In practice, we select a classical inner product having the following separation property: $\forall \lambda, \lambda^* \in T$ and $\forall w, w^* \in V$,

\begin{equation}
\ll w\lambda, w^*\lambda^* \gg = \ll w, w^* \gg < \lambda, \lambda^* > T
\end{equation}

where $< \cdot, \cdot >_V$ and $< \cdot, \cdot >_T$ are inner products on $V$ and $T$ respectively. The idea is to construct simultaneously two sets of functions $(w, \lambda) \in V \otimes T$ and $(\tilde{w}, \tilde{\lambda}) \in V \otimes T$ such that they verify equations (61) and (62) simultaneously.

Let us now introduce a rigorous definition of optimal sets of functions $(w, \lambda)$ and $(\tilde{w}, \tilde{\lambda})$.

Definition 17 We introduce the functional $L_m : (V \otimes T) \times (V \otimes T) \rightarrow \mathbb{R}$
defined for $v, \tilde{v} \in \mathcal{V} \otimes \mathcal{T}$ by

$$L_m(v, \tilde{v}) = \frac{1}{2} \langle v, v \rangle - B(u_{m-1} + v, \tilde{v}) + L(\tilde{v}) \quad (64)$$

We also introduce $\hat{L}_m : (\mathcal{V} \times \mathcal{V}) \times (\mathcal{T} \times \mathcal{T}) \rightarrow \mathbb{R}$, the functional associated with the restriction of $L_m$ on the set of rank-one separated functions, defined for $\{w, \tilde{w}\} \in \mathcal{V} \times \mathcal{V}$ and $\{\lambda, \tilde{\lambda}\} \in \mathcal{T} \times \mathcal{T}$ by

$$\hat{L}_m(\{w, \tilde{w}\}, \{\lambda, \tilde{\lambda}\}) = L_m(w\lambda, \tilde{w}\tilde{\lambda}) \quad (65)$$

We then propose the following definition of the Minimax PGD\textsuperscript{12}.

**Definition 18 (Progressive Minimax PGD)**

The set of functions $(w_m, \tilde{w}_m, \lambda_m, \tilde{\lambda}_m) \in (\mathcal{V} \times \mathcal{V} \times \mathcal{T} \times \mathcal{T})$ is defined by

$$(w_m\lambda_m, \tilde{w}_m\tilde{\lambda}_m) \in \arg \max_{w \in \mathcal{V}, \lambda \in \mathcal{T}} \min_{\tilde{w} \in \mathcal{V}, \tilde{\lambda} \in \mathcal{T}} L_m(w\lambda, \tilde{w}\tilde{\lambda}) \quad (65)$$

We notice that equations (61a), (61b), (62a) and (62b) are the stationarity conditions of functional $L_m$ with respect to $\tilde{w}$, $\tilde{\lambda}$, $w$ and $\lambda$ respectively. The set of functions $(w, \tilde{w}, \lambda, \tilde{\lambda})$ then satisfies equations (61) and (62) if and only if it makes stationary the functional $L_m$. For fixed $(w, \tilde{w})$ (resp. $(\lambda, \tilde{\lambda})$), $\tilde{\lambda}$ (resp. $\tilde{w}$) appears as a Lagrange multiplier which imposes the orthogonality of the residual $R(u_{m-1} + \lambda w)$ with respect to subspace $\{\tilde{w}\} \otimes \mathcal{T}$ (resp. $\mathcal{V} \otimes \{\tilde{\lambda}\}$).

In the following, we introduce operator $B : \mathcal{V} \otimes \mathcal{T} \rightarrow \mathcal{V} \otimes \mathcal{T}$ and element $\ell \in \mathcal{V} \otimes \mathcal{T}$ associated with $B$ and $L$ by Riesz representation (using inner product $\langle \cdot, \cdot \rangle$), as defined in section 4.2. Functional $L_m$ can equivalently be written

$$L_m(v, \tilde{v}) = \frac{1}{2} \langle v, v \rangle - \langle B(v), \tilde{v} \rangle + \langle R(u_{m-1}), \tilde{v} \rangle \quad (66)$$

where $R(u_{m-1}) = \ell - B(u_{m-1})$ is the residual associated with $u_{m-1}$. If we denote by $e_m = u - u_{m-1} \in \mathcal{V} \otimes \mathcal{T}$, with $u = B^{-1}\ell$, and $\tilde{e}_m = B^*^{-1}(e_m)$, where $B^*$ is the adjoint operator of $B$, we easily see that

$$(e_m, \tilde{e}_m) = \arg \max_{e \in \mathcal{V} \otimes \mathcal{T}} \min_{\tilde{e} \in \mathcal{V} \otimes \mathcal{T}} L_m(v, \tilde{v})$$

We can then interpret $w_m\lambda_m$ (resp. $\tilde{w}_m\tilde{\lambda}_m$) as the best rank-one separated representation of $e_m = u - u_{m-1}$ (resp. $B^*^{-1}(e_m)$), in the sense of the minimax problem\textsuperscript{13}.

\textsuperscript{12} For the mathematical analysis of minimax problems, the reader can refer to [13].

\textsuperscript{13} In particular, in the sense of the minimax problem, $w_1\lambda_1$ is the best rank-one separated representation of $u$, $w_2\lambda_2$ is the best rank-one separated representation of $u - w_1\lambda_1$, etc.
We introduce the following mappings:

- \( S_m : \mathcal{T} \times \mathcal{T} \rightarrow \mathcal{V} \) is the application which maps time functions \( \{ \lambda, \hat{\lambda} \} \in \mathcal{T} \times \mathcal{T} \) into a space function \( w = S_m(\lambda, \hat{\lambda}) \in \mathcal{V} \) defined by equation (61a).
- \( T_m : \mathcal{V} \times \mathcal{V} \rightarrow \mathcal{T} \) is the application which maps space functions \( \{ w, \hat{w} \} \in \mathcal{V} \times \mathcal{V} \) into a time function \( \lambda = T_m(w, \hat{w}) \in \mathcal{T} \) defined by equation (61b).
- \( \hat{S} : \mathcal{V} \times \mathcal{T} \times \mathcal{T} \rightarrow \mathcal{V} \) is the application which maps functions \( \{ w, \lambda, \hat{\lambda} \} \in \mathcal{V} \times \mathcal{T} \times \mathcal{T} \) into a space function \( \hat{w} = \hat{S}(w; \lambda, \hat{\lambda}) \in \mathcal{V} \) defined by equation (62a).
- \( \hat{T} : \mathcal{T} \times \mathcal{V} \times \mathcal{V} \rightarrow \mathcal{T} \) is the application which maps functions \( \{ \lambda, w, \hat{w} \} \in \mathcal{T} \times \mathcal{V} \times \mathcal{V} \) into a time function \( \hat{\lambda} = \hat{T}(\lambda; w, \hat{w}) \in \mathcal{T} \) defined by equation (62b).

The set of functions \( \{ w, \lambda \} \in \mathcal{V} \times \mathcal{T} \) and \( \{ \hat{w}, \hat{\lambda} \} \in \mathcal{V} \times \mathcal{T} \) is then searched as the optimal set of functions verifying simultaneously

\[
w = S_m(\lambda, \hat{\lambda}), \quad \lambda = T_m(w, \hat{w}), \quad \hat{w} = \hat{S}(w; \lambda, \hat{\lambda}), \quad \hat{\lambda} = \hat{T}(\lambda; w, \hat{w}) \quad (67)
\]

**Definition 20** We denote by \( \hat{S}_m : \mathcal{T} \rightarrow \mathcal{V} \times \mathcal{V} \) and \( \hat{T}_m : \mathcal{V} \rightarrow \mathcal{T} \times \mathcal{T} \) the mappings defined by

\[
\hat{S}_m(\lambda, \hat{\lambda}) = \{ S_m(\lambda, \hat{\lambda}), \hat{S}(S_m(\lambda, \hat{\lambda}); \lambda, \hat{\lambda}) \} \quad (68)
\]

\[
\hat{T}_m(w, \hat{w}) = \{ T_m(w, \hat{w}), \hat{T}(T_m(w, \hat{w}); w, \hat{w}) \} \quad (69)
\]

The following definition of mappings \( \hat{S}_m \) and \( \hat{T}_m \) also holds.

**Proposition 21** Mappings \( \hat{S}_m \) and \( \hat{T}_m \) are uniquely characterized by

\[
\hat{L}_m(\{ w, \hat{w} \}, \hat{T}_m(w, \hat{w})) = \max_{\lambda \in \mathcal{T}} \min_{\lambda \in \mathcal{T}} \hat{L}_m(\{ w, \hat{w} \}, \{ \lambda, \hat{\lambda} \}) := \frac{1}{2} J(w, \hat{w}) \quad (70)
\]

\[
\hat{L}_m(\hat{S}_m(\lambda, \hat{\lambda}), \{ \lambda, \hat{\lambda} \}) = \max_{w \in \mathcal{V}} \min_{\hat{w} \in \mathcal{V}} \hat{L}_m(\{ w, \hat{w} \}, \{ \lambda, \hat{\lambda} \}) := \frac{1}{2} J^*(\lambda, \hat{\lambda}) \quad (71)
\]

**Definition 22** We introduce the composed mapping

\[
\hat{G}_m(w, \hat{w}) = \hat{S}_m \circ \hat{T}_m(w, \hat{w}) \quad (72)
\]

and we let \( \hat{G}_m^1 \) and \( \hat{G}_m^2 \) be the component mappings of \( \hat{G}_m \), i.e. such that \( \hat{G}_m = \{ \hat{G}_m^1, \hat{G}_m^2 \} \), defined by

\[
\hat{G}_m^1(w, \hat{w}) = S_m(\hat{T}_m(w, \hat{w})) \quad (73)
\]

\[
\hat{G}_m^2(w, \hat{w}) = \hat{S}(S_m(\hat{T}_m(w, \hat{w})); \hat{T}_m(w, \hat{w})) \quad (74)
\]
The following proposition immediately follows from previous definitions.

**Proposition 23** For \( \{w, \hat{w}\} \in \mathcal{V} \times \mathcal{V} \) and \( \{\lambda, \hat{\lambda}\} \in \mathcal{T} \times \mathcal{T} \), the following assertions are equivalent:

- \( \{w, \hat{w}\} \) and \( \{\lambda, \hat{\lambda}\} \) verify equations (61) and (62)
- \( \{w, \hat{w}\} \) and \( \{\lambda, \hat{\lambda}\} \) verify

\[
\{w, \hat{w}\} = \hat{S}_m(\lambda, \hat{\lambda}) \quad \text{and} \quad \{\lambda, \hat{\lambda}\} = \hat{T}_m(w, \hat{w})
\]  

(75)

- \( \{\lambda, \hat{\lambda}\} = \hat{T}_m(w, \hat{w}) \) and \( \{w, \hat{w}\} \) is a fixed point of mapping \( \hat{G}_m \):

\[
\{w, \hat{w}\} = \hat{G}_m(w, \hat{w}) \iff w = \hat{G}_m^1(w, \hat{w}) \quad \text{and} \quad \hat{w} = \hat{G}_m^2(w, \hat{w})
\]  

(76)

The problem is then to find an optimal fixed point \( \{w, \hat{w}\} \in \mathcal{V} \times \mathcal{V} \) of operator \( \hat{G}_m \) and to define the associated time functions by \( \{\lambda, \hat{\lambda}\} = \hat{T}_m(w, \hat{w}) \). Such a fixed point verifies

\[
J(w, \hat{w}) = 2\hat{L}_m(\{w, \hat{w}\}, \hat{T}_m(w, \hat{w})) = \ll wT_m(w, \hat{w}), wT_m(w, \hat{w}) \gg
\]  

(77)

where functional \( J : \mathcal{V} \times \mathcal{V} \to \mathbb{R}^+ \) has been defined in (70). Then, thanks to the definition 18, we search for an optimal fixed point \( \{w_m, \hat{w}_m\} \), where optimality is characterized by

\[
J(w_m, \hat{w}_m) = \max_{w \in \mathcal{V}} \min_{\hat{w} \in \mathcal{V}} J(w, \hat{w})
\]  

(78)

### 5.3 Interpretation as a pseudo eigenproblem

First, let us note that if \( \{w, \hat{w}\} \in \mathcal{V} \times \mathcal{V} \) is a fixed point of \( \hat{G}_m \), then \( \{\alpha w, \beta \hat{w}\} \in \mathcal{V} \times \mathcal{V} \) is also a fixed point of \( \hat{G}_m \), for all \( \alpha, \beta \in \mathbb{R} \setminus \{0\} \). This result comes from the following homogeneity properties of mappings \( \hat{G}_m^1 \) and \( \hat{G}_m^2 \): \( \forall \alpha, \beta \in \mathbb{R} \setminus \{0\},

\[
\hat{G}_m^1(\alpha w, \beta \hat{w}) = \alpha \hat{G}_m^1(w, \hat{w}), \quad \hat{G}_m^2(\alpha w, \beta \hat{w}) = \beta \hat{G}_m^2(w, \hat{w})
\]  

(79)

Then, if \( \{w, \hat{w}\} = \hat{G}_m(w, \hat{w}) \), we have

\[
\hat{G}_m(\alpha w, \beta \hat{w}) = \{\hat{G}_1(\alpha w, \beta \hat{w}), \hat{G}_2(\alpha w, \beta \hat{w})\} = \{\alpha \hat{G}_1(w, \hat{w}), \beta \hat{G}_2(w, \hat{w})\} = \{\alpha w, \beta \hat{w}\}
\]

We conjecture that fixed point problem (76) can still be interpreted as a pseudo eigenproblem. If \( \{w, \hat{w}\} \) is a fixed point of \( \hat{G}_m \), \( w \) is interpreted as an eigenfunction, associated with eigenvalue \( \min_{w \in \mathcal{V}} J(w, \hat{w}) \). The optimal fixed point \( \{w_m, \hat{w}_m\} \) is associated with the dominant eigenvalue, defined by

\[
J(w_m, \hat{w}_m) = \max_{w \in \mathcal{V}} \min_{\hat{w} \in \mathcal{V}} J(w, \hat{w})
\]
This interpretation is motivated by the following analysis of a particular case. In the general case, further mathematical investigations are necessary in order to better understand this non classical problem.

\section{The POD as a degenerate case of the Minimax PGD}

Let us consider the case where bilinear form $B$ on tensor product space $V \otimes T$ can be written as the product of a bilinear form $B_S$ on $V$ and of a bilinear form $B_T$ on $T$, i.e. \( \forall \lambda, \tilde{\lambda} \in T \) and \( \forall w, \tilde{w} \in V \),

\[
B(w\lambda, \tilde{w}\tilde{\lambda}) = B_S(w, \tilde{w})B_T(\lambda, \tilde{\lambda}) \tag{80}
\]

Let $B : V \otimes T \to V \otimes T$, $B_S : V \to V$ and $B_T : T \to T$ be the operators associated with bilinear forms $B$, $B_S$ and $B_T$ respectively. Equation (80) means that operator $B$ admits an order 1 separated representation $B = B_S \otimes B_T$.

\textbf{Proposition 24} If bilinear form $B$ satisfies (80), \( \{w, \tilde{w}\} \) is a fixed point of \( \hat{G}_m \) if and only if $w$ is an eigenfunction of eigenproblem:

\[
\sigma w = G_m(w), \tag{81}
\]

where operator $G_m$ is defined by $G_m(w) = < u - u_{m-1}, < u - u_{m-1}, w >_V, \tilde{w} >_T$, where $u = B^{-1} \ell$ is the solution of the problem, and

\[
\tilde{w} = \alpha B_S^{-1}(w) \tag{82}
\]

where $\alpha \in \mathbb{R}\setminus\{0\}$ is an arbitrary scalar and $B_S^*$ denotes the adjoint operator of $B_S$. The optimal set of functions, defined by definition 18, is associated with the dominant eigenvalue of operator $G_m$.

\textbf{PROOF.} Let $e_m = u - u_{m-1}$. The following expressions hold:

\[
\hat{G}_m^1(w, \tilde{w}) = B_S(w, \tilde{w})B_T(B_S(e_m, \tilde{w}), B_S(e_m, \tilde{w}))^{-1}B_T(e_m, B_S(e_m, \tilde{w})) \tag{83}
\]

\[
\hat{G}_m^2(w, \tilde{w}) = B_S(w, \tilde{w})< w, w >^*_V B_S^{-1}(w) \tag{84}
\]

(76) can be rewritten as follows:

\[
w = \hat{G}_m^1(w, \hat{G}_m^2(w, \tilde{w})), \tag{85}
\]

\[
\tilde{w} = \hat{G}_m^2(w, \tilde{w}) \tag{86}
\]

Equation (85) gives $\sigma_m(w)w = G_m(w)$, where $\sigma_m(w) = \frac{< w, G_m(w) >_V}{< w, w >_V}$ is the classical Rayleigh quotient associated with the symmetric eigenproblem (81). $w$ then verifies equation (85) if and only if it is an eigenfunction of correlation
operator $G_m$. From homogeneity property (79) of operator $\hat{G}_m^2$ (which is trivially observed in equation (84)), equation (86) implies equation (82) with an arbitrary scalar $\alpha \in \mathbb{R}\setminus\{0\}$.

Finally, let us prove that the optimal set is associated with the dominant eigenvalue of this problem. We have $T_m(w, \hat{w}) = B_S(w, \hat{w})^{-1} B_S(\epsilon_m, \hat{w})$ and therefore, functional $J$, defined in (70), writes:

$$J(w, \hat{w}) = \langle w T_m(w, \hat{w}), wT_m(w, \hat{w}) \rangle = \langle w, w \rangle_{\mathcal{V}} < w, \epsilon_m, B_S^*(\hat{w}) >_{\mathcal{V}} - \langle w, \epsilon_m, B_S^*(\hat{w}) >_{\mathcal{V}} \rangle \quad (87)$$

We then have

$$\min_{w \in \mathcal{V}} J(w, \hat{w}) = J(B_S^*(\hat{w}), \hat{w}) = \frac{\langle B_S^*(\hat{w}), G_m(B_S^*(\hat{w})) >_{\mathcal{V}}}{\langle B_S^*(\hat{w}), B_S^*(\hat{w}) >_{\mathcal{V}}} = \sigma_m(B_S^*(\hat{w})) \quad (88)$$

$$\Rightarrow \max_{w \in \mathcal{V}} \min_{\hat{w} \in \mathcal{V}} J(w, \hat{w}) = \max_{w \in \mathcal{V}} \sigma_m(B_S^*(\hat{w})) = \max_{w \in \mathcal{V}} \sigma_m(w) \quad (89)$$

so that the optimal set of functions is associated with the dominant eigenfunction of eigenproblem (81). \( \square \)

Equation (81) is a classical deflated version of the eigenproblem (26) which defines the Proper Orthogonal Decomposition associated with the (separated) metric $\ll \cdot, \cdot \gg$. Let $w_m$ denote the rightmost eigenfunction of operator $G_m$ associated with eigenvalue $\sigma_m = \sigma_m(w_m)$. Let $\tilde{w}_m = B_S^{-1}(w_m)$ and let $\lambda_m = T_m(w_m, \tilde{w}_m) = \langle w_m, w_m \rangle_{\mathcal{V}}^{-1} < u - u_{m-1}, w_m >_{\mathcal{V}}$. The couple $(w_m, \lambda_m)$ is optimal in the sense that it minimizes the error $\|u - u_{m-1} - w\lambda\|^2$, where $\|\cdot\|$ is the norm associated with $\ll \cdot, \cdot \gg$, which is the chosen metric.

With this progressive construction of the decomposition $u_m = \sum_{i=1}^{m} w_i \lambda_i$, we can classically prove that functions $\{w_i\}_{i=1}^{m}$ (resp. $\{\lambda_i\}_{i=1}^{m}$) are orthogonal with respect to inner product $\langle \cdot, \cdot \rangle_{\mathcal{V}}$ (resp. $\langle \cdot, \cdot \rangle_{\mathcal{T}}$). Operator $G_m$ writes

$$G_m(w) = \langle u, u \rangle_{\mathcal{V}} - \sum_{i=1}^{m-1} \frac{1}{\langle w_i, w_i \rangle_{\mathcal{V}}} w_i < u, w >_{\mathcal{T}} \quad (90)$$

$G_m$ has the same eigenfunctions of operator $G(w) = \langle u, u \rangle_{\mathcal{V}} - \langle u, w \rangle_{\mathcal{V}}$ and the rightmost eigenvalue $\sigma_m$ of $G_m$ is the $m$th rightmost eigenvalue of $G$ (eigenfunctions $\{w_i\}_{i=1}^{m-1}$ of $G_m$ are associated with zero eigenvalues).

The above results prove that the Minimax PGD leads to the same decomposition as the classical POD for rank-one operator $\mathcal{B} = \mathcal{B}_S \otimes \mathcal{B}_T$, even if $\mathcal{B}_S$ and $\mathcal{B}_T$ do not define inner products on $\mathcal{V}$ and $\mathcal{T}$. Let us recall that it was not the case of the classical Galerkin-based PGD introduced in section 4.1.2. An
important point is that the obtained decomposition is optimal with respect to the a priori chosen metric $\ll \cdot, \cdot \gg$.

5.5 Power iterations algorithm

We now propose the Algorithm 4 for the progressive construction of the Minimax PGD. Different interpretations can be given to this algorithm. First, it is a fixed point algorithm on operator $\hat{G}_m = \hat{S}_m \circ \hat{T}_m$, which can be interpreted as a power iterations algorithm for the capture of the dominant eigenfunction of the associated pseudo eigenproblem. In the case where $B$ has the separation property (80), this algorithm exactly coincides with a power iterations algorithm for capturing the dominant eigenfunction of classical eigenproblem (81). Then, in this case, the decomposition $u_m$ obtained with Algorithm 4 corresponds to a classical POD. Starting from the definition 18, Algorithm 4 can also be seen as an algorithm which alternates the solution of $\arg\max_{\lambda} \min w \hat{L}_m(\{w, \tilde{w}\}, \{\lambda, \tilde{\lambda}\}) = \hat{T}_m(w, \tilde{w})$ for fixed $\{w, \tilde{w}\}$ and the solution of $\arg\max_{\tilde{\lambda}} \min w \hat{L}_m(\{w, \tilde{w}\}, \{\lambda, \tilde{\lambda}\}) = \hat{S}_m(\lambda, \tilde{\lambda})$ for fixed $\{\lambda, \tilde{\lambda}\}$.

Algorithm 4 (D-PGD-P(∗)) (Power iterations algorithm (with update))

1: for $m = 1$ to $m_{\text{max}}$ do
2: Initialize $\lambda, \tilde{\lambda}$
3: for $k = 1$ to $k_{\text{max}}$ do
4: Compute $\{w, \tilde{w}\} = \hat{S}_m(\lambda, \tilde{\lambda})$
5: Normalize $w$ and $\tilde{w}$
6: Compute $\{\lambda, \tilde{\lambda}\} = \hat{T}_m(w, \tilde{w})$
7: Check convergence of $(w\lambda)$ and $(\tilde{w}\tilde{\lambda})$
8: end for
9: Set $w_m = w$ and $\tilde{w}_m = \tilde{w}$
10: (without update) Set $\lambda_m = \lambda$
11: (with update) Compute $\Lambda_m = T(W_m, \tilde{W}_m)$
12: Set $u_m = W_m \cdot \Lambda_m$ and check convergence
13: end for

The application of mapping $\hat{S}_m$ (step 4), defined by (68), is decomposed into two steps. First, for given time functions $(\lambda, \tilde{\lambda})$, we compute a space function $w = S_m(\lambda, \tilde{\lambda})$ by solving a classical time-independent PDE. Secondly, we compute a space function $\tilde{w} = \tilde{S}(w; \lambda, \tilde{\lambda})$ by solving an adjoint time-independent PDE. The application of mapping $\hat{T}_m$ (step 6), defined by (69), is also decomposed into two steps. First, for given space functions $(w, \tilde{w})$, we compute a time function $\lambda = T_m(w, \tilde{w})$ by solving an ordinary differential equation in time (forward equation in time). Secondly, we compute a time function $\tilde{\lambda} = \tilde{S}(\lambda; w, \tilde{w})$ by solving an adjoint ordinary differential equation in time.
(backward equation in time). For computational aspects related to the application of these mappings, see appendices A and B.

**Remark 25** In practice, for the initialization (step 2 of algorithm 4), we randomly generate \( \lambda \) and we let \( \tilde{\lambda} = \lambda \).

Following the arguments of sections 4.1.4 and 4.1.5, which also hold for Minimax PGD, we propose to include an update of time functions \( \Lambda_m \) (step 10 of algorithm 4). This update can significantly improve the accuracy of the PGD \( u_m \) and often provides a good approximation of the optimal PGD which could be obtained by searching simultaneously the whole set of space and time functions (see numerical examples). This updating step consists in applying the mapping \( T : (\mathcal{V})^m \times (\mathcal{V})^m \to (\mathcal{T})^m \), which maps space functions \( W_m = \{ w_i \}_{i=1}^m \in (\mathcal{V})^m \) and \( \tilde{W}_m = \{ \tilde{w}_i \}_{i=1}^m \in (\mathcal{V})^m \) into time functions \( \Lambda_m = T(W_m, \tilde{W}_m) \in (\mathcal{T})^m \) defined by

\[
B(W_m \cdot \Lambda_m, \tilde{W}_m \cdot \tilde{\Lambda}_m^*) = L(\tilde{W}_m \cdot \tilde{\Lambda}_m^*) \quad \forall \tilde{\Lambda}_m^* \in (\mathcal{T})^m \quad (91)
\]

The decomposition \( u_m = W_m \cdot T(W_m, \tilde{W}_m) \) is then a Petrov-Galerkin projection of the solution \( u \), defined by

\[
u_m \in \mathcal{V}_m \otimes \mathcal{T}, \quad B(u_m, v_m) = L(v_m) \quad \forall v_m \in \tilde{\mathcal{V}}_m \otimes \mathcal{T} \quad (92)
\]

where \( \mathcal{V}_m = \text{span}(W_m) \) and \( \tilde{\mathcal{V}}_m = \text{span}(\tilde{W}_m) \).

6 Numerical examples

Several numerical examples will illustrate and compare the behavior of the different definitions of Proper Generalized Decompositions: Galerkin or minimal residual PGDs, progressive or optimal PGDs. It will also illustrate the behavior of the new Minimax Galerkin PGD.

6.1 Preliminaries

**Definitions of PGDs and associated algorithms.** For the different definitions of the PGDs \( u_m \), we use the notation

\[
(\alpha)\text{PGD}-\beta \quad \text{or} \quad D-(\alpha)\text{PGD}-\beta \quad (93)
\]

The letter \( \alpha \) indicates the initial formulation on which the PGD method is applied: \( \alpha = \text{G} \) for Galerkin formulation or \( \alpha = \text{R} \) for Minimal Residual formulation. The letter \( \beta \) indicates the algorithm which is used for the construction
of the PGD, each algorithm being associated with a different definition of the PGD: $\beta = P$ for progressive PGD constructed with power iterations algorithm, $\beta = P^*$ for progressive PGD with update constructed with power iterations algorithm with update, $\beta = S$ for optimal PGD constructed with subspace iterations algorithm. Finally, the additional letter D before the definition indicates that the Minimax formulation of the PGD is used. For the definition of the Minimax PGD, we use the classical inner product in $L^2(\Omega) \otimes L^2(I)$, defined for $u, v \in L^2(\Omega) \otimes L^2(I)$ by

$$\langle u, v \rangle = \langle u, v \rangle_{L^2(\Omega) \otimes L^2(I)} = \int_I \int_{\Omega} u(x, t)v(x, t) \, dx \, dt$$

We denote by $\| \cdot \|_{L^2(\Omega) \otimes L^2(I)}$ the associated norm. The Proper Orthogonal Decomposition (POD) of the reference solution is also computed with respect to this classical $L^2$ metric.

For optimal PGDs, constructed with subspace iterations algorithm, convergence curves will be limited to low orders $m$ because of limited computational resources (limitation due to the application of mapping $S$). It reflects the fact that this optimal PGD is unaccessible for practical applications.

**Parameters of algorithms.** Default values for the parameters of algorithms are chosen such that the algorithm captures the associated PGD with a good accuracy: we use a convergence criterium of $10^{-2}$ for stopping power and subspace iterations and we set the maximum number of iterations $k_{max}$ to 4.

**Approximation and error indicator.** For approximation space $V_N \subset V$, we use classical finite elements or spectral finite elements. For the approximation space $T_P \subset T$, we use piecewise polynomials of degree $p$ on a uniform partition of $I = (0, T)$. The reference solution $u$ is the classical Galerkin approximation, which is the solution of (13). We introduce the following error indicator between the reference solution and a separated representation $u_m$ of order $m$:

$$\varepsilon_m = \frac{\| u - u_m \|_{L^2(\Omega) \otimes L^2(I)}}{\| u \|_{L^2(\Omega) \otimes L^2(I)}}$$

(94)

**Computational costs.** In these numerical examples, we focus on convergence properties of PGD definitions and not on their relative computational efficiencies. Let us just mention that for constructing a decomposition of a given order $m$, Galerkin PGD and Minimax Galerkin PGD give similar computational costs (see appendix A), much lower than with minimal residual
PGD. Let us also mention that PGD algorithms share nice computational properties. Computational times are unaffected by the non uniformity of the time discretization or the time-dependence of the operator, contrary to traditional incremental schemes.

6.2 Example 1: pure diffusion

We consider a pure diffusion problem defined on $\Omega \times I$, with $\Omega = (0, 1) \times (0, 1)$ and $I = (0, 1)$:

\[
\dot{u} - \mu \Delta u = f \quad \text{on} \quad \Omega \times I \\
\begin{align*}
    u &= 0 \quad \text{on} \quad \partial \Omega \times I \\
    u &= 0 \quad \text{on} \quad \Omega \times \{0\}
\end{align*}
\]

with $f(x, y, t) = 1 + 2xt$ and $\mu = 1$. At the space level, we introduce a regular mesh of $\Omega$ with triangular linear finite elements and $N = 1,354$ nodes. At the time level, we use a degree $p = 0$ piecewise polynomial approximation on 100 uniform intervals. The reference solution $u$ is shown on Figure 1.

![Figure 1. Example 1. Reference solution $u(t)$ at instants $t = iT/4$, for $i = 0$ (left) to $i = 4$ (right)](image)

**Analysis of PGDs.** Convergence curves of the different PGDs are illustrated on Figure 2 (Galerkin PGDs on figure 2(a) and Minimal Residual PGDs on Figure 2(b)). We observe that optimal PGDs ((G)PGD-S or (R)PGD-S) are very close to the POD. We observe that progressive Galerkin PGDs have also good convergence properties and that the update significantly improves the convergence. Let us note that in this example, D-(G)PGD has quite the same properties as (G)PGD. Finally, we observe that (R)PGD gives a slower convergence (and also leads to much higher computational costs) than Galerkin PGDs.

Figure 3 illustrates the first 6 modes of the POD and of the (G)PGD-$P^*$. We observe that the first 4 modes are very similar. It illustrates the fact that PGD method allows the \textit{a priori} construction of reduced basis which are very similar to the \textit{a posteriori} POD reduced basis. In fact, we generally observe such a similarity between the dominant modes obtained with POD and (G)PGD-$P^*$. However, we clearly observe that the subsequent modes are quite different.
Properties of algorithms. In this example, we briefly analyze the properties of PGD algorithms and motivate the selection of their default parameters. Figure 4 shows the convergence curves of progressive PGDs (constructed by power iterations algorithms) for different values of parameter $k_{\text{max}}$. In these numerical tests, we choose a very low convergence criterium for power iterations such that we exactly perform $k_{\text{max}}$ power iterations. Each PGD algorithm is run 5 times. Since power iterations are initialized randomly and since we perform a low number of iterations, we should obtain different curves for each PGD, as it can be observed for $k_{\text{max}} = 1$. However, we observe that these curves are almost superimposed for $k_{\text{max}} = 3$. It reveals that for all $m$, only 3 power iterations are sufficient for capturing accurately the dominant couple $(w_m, \lambda_m)$. Let us note that these results indicate that the PGDs obtained with these algorithms are unaffected by the randomness of the initialization. However, for the progressive (R)PGD without update, we observe that the curves are not exactly superimposed for $k_{\text{max}} = 6$. It reveals a slower convergence of power iterations in the case of the Minimal Residual PGD.

Influence of the diffusion parameter. Figure (5) shows the influence of the diffusion parameter $\mu$ on the convergence properties of POD, (G)PGD and D-(G)PGD. We observe similar behaviors for D-(G)PGD-P$^*$ and (G)PGD-P$^*$, with a slight superiority of D-(G)PGD-P$^*$ for each value of $\mu$. We also observe that for $\mu \to \pm \infty$, decompositions $u_m$ converges very quickly and tends to be
exact with only $m = 2$. In fact, as mentioned in remark 7, that corresponds to two limit cases where the operator is a rank-one operator (i.e. having separation property (41)) and therefore, the exact solution admits a separated representation of order 2 which is exactly captured by PGD algorithms (Minimax or not).

6.3 Example 2: pure diffusion, manufactured solution

We consider the same operator and discretization as in example 1, except for the definition of the right-hand side $f$. We set $f = \mathcal{B}(u)$, where $u$ is the following manufactured solution (see figure 6), which admits an exact separated representation of order 5:

$$u = \sin(\pi x) \sin(\pi y) t + \frac{1}{2} \sin(\pi x) \sin(2\pi y)(1 - t) + \frac{1}{2} \sin(2\pi x) \sin(\pi y) \sin(\pi t)$$
$$+ \frac{1}{5} \sin(2\pi x) \sin(2\pi y) \sin(2\pi t) + \frac{1}{5} \sin(4\pi x) \sin(4\pi y) \sin(4\pi t)$$  \hspace{1cm} (98)

On figure 7, we illustrate the convergence curves of PGDs. On figures 7(a) and 7(b), we observe that optimal PGDs (Galerkin or Minimal Residual) are very close to the POD and that the subspace iterations algorithm allows to capture the exact solution for $m = 5$. We also observe that progressive PGDs do not
lead to the exact decomposition in $m = 5$ modes. However, progressive PGDs with update almost capture the exact solution for $m = 5$. In this example, we still observe that the Minimax Galerkin PGD is very similar to the Galerkin PGD.

![Figure 6](image1.png)

**Figure 6.** Example 2. Reference solution $u(t)$ at instants $t = iT/9$, for $i = 0$ (top left) to $i = 9$ (bottom right).

6.4 Example 3: advection-diffusion

We consider the following advection-diffusion problem defined on $\Omega \times I$, with $\Omega = (0, 1) \times (0, 1)$ and $I = (0, 1)$:

\[
\begin{align*}
\dot{u} - \mu \Delta u + c \cdot \nabla u &= 0 \quad \text{on} \quad \Omega \times I \\
u &= 0 \quad \text{on} \quad \partial \Omega \times I \\
u &= u_0 \quad \text{on} \quad \Omega \times \{0\}
\end{align*}
\]

with $\mu = 10^{-3}$, $u_0(x, y) = \exp(-\frac{(x-\frac{1}{2})^2+(y-\frac{1}{2})^2}{0.07})$ and $c(x, y, t) = 10\pi(-y+\frac{1}{2}, x-\frac{1}{2})$. At the space level, we use a uniform cartesian mesh with $8 \times 8$ quadrangular spectral elements of degree 8. It corresponds to a dimension $N = 3,249$ for $\mathcal{V}_N$. At the time level, we use a degree $p = 1$ piecewise polynomial approximation on 300 uniform intervals. The reference solution $u$ is shown on Figure 8.

![Figure 7](image2.png)

**Figure 7.** Example 2. Manufactured solution with separation order 5. Convergence of PGDs.
Figure 8. Example 3. Reference solution \( u(t) \) at instants \( t = iT/9 \), for \( i = 0 \) (top left) to \( i = 9 \) (bottom right)

**Analysis of PGDs.** On figure 9, we observe the convergence of the different PGDs. Figure 9(a) illustrates that the optimal Galerkin PGD is still very close to the POD. On figure 9(b), we observe that classical progressive PGDs are very far from this optimal decomposition. Very slow convergences are observed for progressive (G)PGD and (R)PGD without update and the convergence is only slightly improved when the update is performed. This example is an illustration where classical PGDs fail at constructing a priori a good separated representation \( u_m \). However, this limitation is cured by the newly proposed progressive Minimax Galerkin PGD, which gives a satisfactory convergence when update is performed (D-(G)PGD-P*).

![Figure 9. Example 3. Convergence of PGDs.](image)

(a) (G)PGDs  
(b) PGD-P  

Figure 10 illustrates the first 12 modes of the POD and progressive PGDs. We observe (as expected) that the POD modes present shorter and shorter length scales. We also observe that (G)PGD-P* and (R)PGD-P* capture a reduced basis of modes which is very different from the one obtained with POD (and far less pertinent). However, we observe that D-(G)PGD-P* allows the capture of reduced bases of modes presenting almost the same spatial and temporal features as the POD reduced basis.
Properties of algorithms. As done for the example in section 6.2, we here briefly study the behavior of PGD algorithms for different values of parameter $k_{max}$ (maximum number of power iterations). Figure 11 indicates that for each progressive PGD algorithm, a very low number of power iterations ($k_{max} \approx 3$) is sufficient to capture the dominant couple $(w_m, \lambda_m)$. However, we note that for (G)PGD-P (without update of time functions), a coarse approximation of the dominant couple (with $k_{max} = 1$) leads to a divergence of the decomposition. (G)PGD-P* (with update) does not diverge but presents a strange property. Indeed, the decomposition $u_m$ obtained with $k_{max} = 1$ (coarse approximation of the dominant couples) is better than the converged (G)PGD-P*. The Minimax PGD seems to circumvent these robustness issues.

Influence of the diffusion parameter. We now consider problems with different ratios between diffusion and advection terms, from pure advection ($\mu = 0$) to high diffusion ($\mu = 10^{-1}$). On figure 12(a), we observe that in order to obtain an accurate POD of the solution, more and more modes are required when decreasing the diffusion, which reveals a richer spectral content of the
solution for low diffusion problems. On figure 12(b), we observe that for high diffusion problems, (G)PGD-P* works but converges slowly. For zero diffusion, (G)PGD-P* has a very slow convergence. Finally, on figure 12(c), we observe that the Minimax Galerkin PGD works pretty well regarded to the expected optimal decomposition (the POD), whatever the diffusion value.

Figure 11. Example 3. Influence of parameter $k_{\text{max}}$ on power iterations algorithms. Each PGD algorithm is run 3 times. Power iterations are initialized randomly.

Figure 12. Example 3. Influence of the diffusion $\mu$ on the convergence of POD and progressive PGDs.
6.5 Example 4: advection-diffusion-reaction

We consider the following advection-diffusion-reaction problem, taken from [33], defined on $\Omega \times I$, with $\Omega = (0, 1) \times (0, 1)$ and $I = (0, 0.03)$:

\begin{align*}
\dot{u} - \mu \Delta u + c \cdot \nabla u + \sigma u &= f \quad \text{on } \Omega \times I \\
u &= 0 \quad \text{on } \partial \Omega \times I \\
u &= 0 \quad \text{on } \Omega \times \{0\}
\end{align*}

with $\mu = 1$, $\sigma = 10$, $c = 250(y - \frac{1}{2}, 1 - x)$ and $f(x, y, t) = 100 I_{\Omega_1}(x, y)$, where $I_{\Omega_1}$ is the indicator function of a subdomain $\Omega_1 = (0.7, 0.8) \times (0.7, 0.8)$. At the space level, we use a regular mesh of $\Omega$ with triangular linear finite elements and $N = 2,774$ nodes. At the time level, we use a degree $p = 0$ piecewise polynomial approximation on 100 uniform intervals. The reference solution $u$ is shown on Figure 13.

![Reference solution](image)

Figure 13. Example 4. Reference solution $u(t)$ at instants $t = iT/4$, for $i = 0$ (left) to $i = 4$ (right)

**Analysis of PGDs.** On figure 14, we observe the convergence of the different PGDs. Figure 14(a) illustrates that the optimal Galerkin PGD is very close to the POD. On figure 14(b), we first observe that progressive PGDs based on a Minimal Residual formulation give poor convergence properties (with or without update), such as the progressive Galerkin PGD without update. We also observe that the best convergence properties are obtained with the Minimax Galerkin PGD. We notice that D-(G)PGD-P (without update) is similar to the classical (G)PGD-P* (with update), which is a very nice property of the Minimax PGD.

Table 1 indicates for each PGD the order $m$ (or dimension of reduced basis) required to obtain a desired precision $\epsilon_m = 10^{-2}$. It illustrates that the Minimax PGD leads to the construction of quasi-optimal reduced basis.

<table>
<thead>
<tr>
<th>Example 4</th>
<th>Minimal order $m$ such that $\epsilon_m &lt; 10^{-2}$ for $(\alpha)\beta$ PGDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G)-S</td>
<td>8</td>
</tr>
<tr>
<td>(G)-P</td>
<td>28</td>
</tr>
<tr>
<td>(G)-P*</td>
<td>12</td>
</tr>
<tr>
<td>(R)-P</td>
<td>$&gt;100$</td>
</tr>
<tr>
<td>(R)-P*</td>
<td>23</td>
</tr>
<tr>
<td>D-(G)-P</td>
<td>11</td>
</tr>
<tr>
<td>D-(G)-P*</td>
<td>9</td>
</tr>
</tbody>
</table>
Figure 14. Example 4. Convergence of PGDs.

Figure 15 illustrates the first 10 modes of the POD and of progressive PGDs. We observe that the modes of the progressive Minimax Galerkin PGD are very close from the ones of POD. It illustrates that this Minimax PGD extracts more rapidly the spectral content of the solution, compared to other PGDs.

Figure 15. Example 4. Modes $w_i$ and $\lambda_i$ of $u_m$, for $i = 1$ (top left) to $i = 10$ (bottom right).
6.6 Example 5: advection-diffusion-dispersion

We consider the following advection-diffusion-dispersion problem defined on \( \Omega \times I \), with \( \Omega = (0, 1) \times (0, 1) \) and \( I = (0, 1) \):

\[
\dot{u} - \nabla (D \nabla u) + c \cdot \nabla u = 0 \quad \text{on} \quad \Omega \times I \tag{105}
\]

\[
u = 0 \quad \text{on} \quad \partial \Omega \times I \tag{106}
\]

\[
u = 0 \quad \text{on} \quad \Omega \times \{0\} \tag{107}
\]

where \( c(x, y, t) = 3\pi (\frac{1}{2} y - \frac{1}{2}) \), \( f(x, y) = \exp\left(-\frac{(x-\frac{3}{4})^2+(y-\frac{1}{4})^2}{0.07^2}\right) \) and where \( D \) is a dispersion-diffusion tensor defined by

\[
D = \mu I_d + \|c\| \left( \alpha_l \tilde{c} \otimes \tilde{c} + \alpha_t (I_d - \tilde{c} \otimes \tilde{c}) \right), \quad \tilde{c} = \frac{c}{\|c\|} \tag{108}
\]

where \( I_d \) is the identity tensor, \( \mu = 10^{-4} \) is the effective diffusion, \( \alpha_l = 10^{-1} \) is the longitudinal dispersion and \( \alpha_t = 10^{-4} \) is the transversal dispersion. At the space level, we use a regular mesh of \( \Omega \) with triangular linear finite elements and \( N = 5,127 \) nodes. At the time level, we use a degree \( p = 1 \) piecewise polynomial approximation on 100 uniform intervals. The reference solution \( u \) is shown on Figure 16.

![Figure 16. Example 5. Reference solution \( u(t) \) at instants \( t = iT/4 \), for \( i = 0 \) (left) to \( i = 4 \) (right)](image)

**Analysis of PGDs.** On figure 17, we observe the convergence of the different PGDs. Figure 17(a) illustrates that the optimal Galerkin PGD is still very close to the POD. On figure 14(b), we note that progressive PGDs based on a Minimal Residual formulation give poor convergence properties, such as the progressive Galerkin PGD without update. With the update, D-(G)PGD-P\(^*\) leads to a decomposition which is close to the optimal one. We also notice that D-(G)PGD-P (without update) is better than the classical (G)PGD-P\(^*\) (with update). It is a very nice property of the Minimax PGD.

Table 2 indicates for each PGD the order \( m \) required to obtain a desired precision \( \epsilon_m = 10^{-3} \). It reveals that for classical progressive Galerkin or Minimal Residual PGDs, the updating of time functions is necessary to obtain satisfactory reduced basis. However, the Minimax PGD leads to the construction of quasi-optimal reduced basis with or without update of time functions.
Figure 17. Example 5. Convergence of PGDs.

For this desired precision, D-(G)PGD-P* allows to construct a reduced order model with a dimension two times lower than (G)PGD-P* and 3 times lower than (R)PGD-P*.

Table 2
Example 5. Minimal order m such that $\epsilon_m < 10^{-3}$ for (α)-β PGDs

<table>
<thead>
<tr>
<th></th>
<th>(G)-S</th>
<th>(G)-P</th>
<th>(G)-P*</th>
<th>(R)-P</th>
<th>(R)-P*</th>
<th>D-(G)-P</th>
<th>D-(G)-P*</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>8</td>
<td>&gt;150</td>
<td>18</td>
<td>&gt;150</td>
<td>33</td>
<td>13</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 18 illustrates the first 10 modes of the POD and of the progressive PGDs. We still observe that the modes of the progressive Minimax Galerkin PGD are very close from the ones of POD. Classical (G)PGD-P* clearly fails at capturing accurately the upper spectrum of the solution. Figure 19 illustrates the first 10 dual modes $(\tilde{w}_i, \tilde{\lambda}_i)$ of D-(G)PGD-P*.

6.7 Example 6: canister

This example is taken from [33] and represents the transport of pollutant inside an active carbon filter. The concentration of pollutant $u$ satisfies the following advection-diffusion-reaction problem defined on $\Omega \times I$, with $I = (0, 2)$ and $\Omega = \Omega_1 \cup \Omega_2$ (see figure 20(a)):

$$\dot{u} - \mu \Delta u + c \cdot \nabla u + \sigma u = 0 \quad \text{on} \quad \Omega \times I \quad (109a)$$

with $\mu = 0.01$, $\sigma = 0.01I_{\Omega_1} + 10I_{\Omega_2}$. The advection field $c = \nabla \psi$, where $\psi$ is a potential which is obtained by solving a Laplace equation on $\Omega$. For boundary conditions, we impose $u = 1$ on $\Gamma_1$ and $u = 0$ on $\Gamma_2$. On the complementary part of the boundary $\partial \Omega \setminus (\Gamma_1 \cup \Gamma_2)$, we impose homogeneous Neumann boundary conditions. The initial condition $u_0$ is such that $u_0 = 1$ on $\Gamma_1$ and 0 elsewhere in $\Omega$.

At the space level, we use a regular mesh of $\Omega$ with triangular linear finite elements and $N = 2,826$ nodes (figure 20(b)). At the time level, we use a
Figure 18. Example 5. Modes $w_i$ and $\lambda_i$ of $u_m$, for $i = 1$ (top left) to $i = 10$ (bottom right).

Figure 19. Example 5. Modes $\tilde{w}_i$ and $\tilde{\lambda}_i$ of D-(G)PGD-P*, for $i = 1$ (top left) to $i = 10$ (bottom right).

degree $p = 1$ piecewise polynomial approximation on 100 uniform intervals. The potential $\psi$ is computed on the same finite element mesh. The solution $\psi$, and the corresponding advection flow $c = \nabla \psi$, are shown on figure 20(c). The reference solution $u$ is shown on Figure 21.

**Analysis of PGDs.** On figure 22, we observe the convergence of the different PGDs. As in the other examples, Figure 22(a) illustrates that the optimal Galerkin PGD is still very close to the POD. Figure 22(b) illustrates the superiority of the Minimax strategy for the progressive construction of PGD. Indeed, D-(G)PGD-P and D-(G)PGD-P* lead to very similar decompositions, close to the optimal one. Let us note that the fact that D-(G)PGD-P (with-
The progressive PGDs based on a Minimal Residual formulation give poor convergence properties, such as the progressive Galerkin PGD without update. Classical (G)PGD-P* (with update) gives intermediate results.

Let us emphasize that the PGD method allows to build a priori a very low dimensional reduced order model which represents very accurately the solution (precision $10^{-3}$ with a dimension $m \approx 30$ for D-(G)PGD-P* and $m \approx 50$ for (G)PGD-P*).

Figure 23 illustrates the first 6 modes of the POD and D-(G)PGD-P*. Figure 24 illustrates the first 6 dual modes $(\tilde{w}_i, \tilde{\lambda}_i)$ of D-(G)PGD-P*.

**Time-dependent advection flow.** We consider the same problem as previously except for $I = (0, 4)$ and the advection flow $c$ which is now time-dependent. We take $c(t) = \alpha(t)c_0$ where $c_0$ is the previously used time-independent advection velocity (shown on figure 20(a)), and $\alpha(t) = 2 - t(1 - t/4)$. Figure 25 still illustrates the superiority of the Minimax PGD for the
Figure 22. Example 6. Convergence of PGDs.

Figure 23. Example 6. Modes $w_i$ and $\lambda_i$ of $u_m$, for $i = 1$ (left) to $i = 6$ (right).

Figure 24. Example 6. Modes $\tilde{w}_i$ and $\tilde{\lambda}_i$ of D-(G)PGD-P*, for $i = 1$ (left) to $i = 6$ (right).

progressive definition of the decomposition.

Figure 25. Example 6. Time-dependent advection. Convergence of PGDs.
7 Conclusion

We have introduced different possible definitions of Proper Generalized Decompositions (PGD) for the a priori construction of separated variables representation of the solution of time-dependent PDEs. For each definition of PGD, a dedicated algorithm has been proposed. The different definitions are based on a Galerkin or a Minimal Residual formulation of the evolution problem. For each formulation, different variants of PGD have been proposed, which correspond to progressive or simultaneous (optimal) constructions of the decomposition. We have also proposed an innovative definition of PGD, called Minimax PGD, which can be interpreted as a Petrov-Galerkin model reduction technique. This new PGD preserves the computational advantages of Galerkin PGD (compared to Minimal Residual PGD) and improves the convergence properties of the decomposition with respect to a chosen metric.

The numerical examples have illustrated that an optimal PGD, constructed by a subspace iterations algorithm, have quite the same convergence properties as a classical a posteriori POD. However, in the context of the solution of time-dependent PDEs, an optimal PGD is not of practical interest since its construction requires the solution of systems of coupled PDEs whose computational costs are prohibitive for large scale applications. Then, progressive PGDs, which are of practical interest, have been compared to this optimal PGD or to an optimal a posteriori POD. We have illustrated that the progressive Galerkin PGD often gives good convergence properties, better than the progressive minimal residual PGD, which is more robust but also more computationally expansive. We have also illustrated that the newly proposed Minimax Galerkin PGD (or Petrov-Galerkin PGD) significantly improves the convergence properties of classical progressive Galerkin PGDs. In particular, for some problems, we have observed that the progressive Minimax PGD allows the a priori construction of a decomposition close to an optimal POD. Significant computational savings can then be expected for large scale applications.

PGD methods constitute promising alternative computational techniques for solving a large class of problems defined in tensor product spaces. In the context of time-dependent PDEs, computational costs are not affected by the time-dependence of the operator or the non uniformity of the time discretization. However, further mathematical analyses and numerical experiments are still necessary. For some problems where an a posteriori POD tells us that a few modes are sufficient to describe the solution, the different PGD definitions proposed in this article may fail at capturing these modes. A better understanding of the underlying pseudo eigenproblem could allow us to propose improved progressive PGD definitions and more efficient algorithms for the capture of quasi optimal decompositions.
Future works will be devoted to the extension of the newly proposed PGD for the construction of multi-dimensional separated representations. Another important perspective concerns the introduction of robust error indicators for the adaptive construction of PGD decompositions.

A Computational aspects of Proper Generalized Decomposition algorithms

A.1 Preliminaries

We consider that bilinear and linear forms \( a \) and \( \ell \) in equation (3) admit the following separated representations: \( \forall w, w^* \in \mathcal{V} \)

\[
a(w, w^*; t) = \sum_{i=1}^{m_a} \alpha_i(t) a_i(w, w^*), \quad \ell(w^*; t) = \sum_{i=1}^{m_\ell} \gamma_i(t) \ell_i(w^*) \quad (A.1)
\]

where \( a_i \) and \( \ell_i \) are time-independent bilinear and linear forms on \( \mathcal{V} \), and where \( \alpha_i \) and \( \gamma_i \) are real-valued time functions. For convenience, we introduce the following notations:

\[
a_0(w, w^*) = m(w, w^*), \quad \alpha_0 = 1, \quad \ell_0(w^*) = m(u_0, w^*), \quad \gamma_0 = 1 \quad (A.2)
\]

If a space discretization \( \mathcal{V}_N \subset \mathcal{V} \) is introduced (see section 2.5), matrix \( A(t) \) and vector \( f(t) \), defined in section 2.5, admit the following separated representations:

\[
A(t) = \sum_{i=1}^{m_a} \alpha_i(t) A_i, \quad f(t) = \sum_{i=1}^{m_\ell} \gamma_i(t) f_i \quad (A.3)
\]

and for convenience, we define the matrix \( A_0 = M \) and the vector \( f_0 = Mu_0 \), which are respectively associated with bilinear form \( a_0 \) and linear form \( \ell_0 \). We introduce the following notations: for \( v, \tilde{v} \in T_p \),

\[
(v, \tilde{v})_I = \int_I v(t)\tilde{v}(t) \, dt \quad (A.4)
\]

\[
(\dot{v}, \tilde{v})_I = \int_I \dot{v}(t)\tilde{v}(t) \, dt + v(0^+)\tilde{v}(0^+) \quad (A.5)
\]

\[
= \sum_{k=1}^{r} \int_{t_k} v(t)\tilde{v}(t) \, dt + \sum_{k=1}^{r-1} (v(t_k^+) - v(t_k^-))\tilde{v}(t_k^+) + v(0^+)\tilde{v}(0^+) \quad (A.6)
\]
A.2 Application of mappings

A.2.1 Computing \( w = S_m(\lambda, \tilde{\lambda}) \) or \( w = S_m(\lambda) \) (spatial problem).

First of all, let us note that mapping \( S_m(\lambda) \) associated with the Galerkin PGD (defined by equation (33)) corresponds to mapping \( S_m \) of Minimax Galerkin PGD (defined by (61a)) for \( \tilde{\lambda} = \lambda \), i.e. \( S_m(\lambda) \equiv S_m(\lambda, \tilde{\lambda}) \). Let \( u_{m-1}(x, t) = \sum_{i=1}^{m-1} w_i(x) \lambda_i(t) \). For given \( \lambda, \tilde{\lambda} \in \mathcal{T} \), \( w = S_m(\lambda, \tilde{\lambda}) \) is the solution of the following problem:

\[
B_\lambda(w, w^*) = L^m_\lambda(w^*) \quad \forall w^* \in \mathcal{V} \tag{A.7}
\]

where \( B_\lambda \) and \( L^m_\lambda \) are bilinear and linear forms on \( \mathcal{V} \) defined by

\[
B_\lambda(w, w^*) = B(w\lambda, w^*\tilde{\lambda}) = \sum_{i=0}^{m_a} \alpha_i^\lambda a_i(w, w^*) \tag{A.8}
\]

\[
L^m_\lambda(w^*) = L(w^*\tilde{\lambda}) - B(u_{m-1}, w^*\tilde{\lambda}) = \sum_{i=0}^{m_f} \gamma_i^\lambda f_i(w^*) - \sum_{i=0}^{m_a} \sum_{j=1}^{m-1} \alpha_i^{\lambda,j} a_i(w_j, w^*) \tag{A.9}
\]

where

\[
\alpha_0^\lambda = (\tilde{\lambda}, \tilde{\lambda}), \quad \alpha_i^\lambda = (\alpha_i\tilde{\lambda}, \tilde{\lambda})_I \quad \text{for} \ i = 1 \ldots m_a, \tag{A.10}
\]

\[
\gamma_0^\lambda = (\tilde{\gamma}_0, \tilde{\lambda})_I = \tilde{\lambda}(0^+), \quad \gamma_i^\lambda = (\gamma_i, \tilde{\lambda})_I \quad \text{for} \ i = 1 \ldots m_f, \tag{A.11}
\]

\[
\alpha_0^{\lambda,j} = (\tilde{\lambda}_j, \tilde{\lambda})_I, \quad \alpha_i^{\lambda,j} = (\alpha_i\lambda_j, \tilde{\lambda})_I \quad \text{for} \ i = 1 \ldots m_a, \ j = 1 \ldots m - 1. \tag{A.12}
\]

When using a spatial discretization, problem (A.7) can be rewritten as the following system of equations: find \( w \in \mathbb{R}^N \) such that

\[
\left( \sum_{i=0}^{m_a} \alpha_i^\lambda A_i \right) w = \sum_{i=0}^{m_f} \gamma_i^\lambda f_i - \sum_{i=0}^{m_a} \sum_{j=1}^{m-1} \alpha_i^{\lambda,j} A_i w_j \tag{A.13}
\]

A.2.2 Computing \( \lambda = T_m(w, \tilde{w}) \) or \( \lambda = T_m(w) \) (time problem).

First of all, let us note that mapping \( T_m(w) \) associated with the Galerkin PGD (defined by equation (34)) corresponds to mapping \( T_m(w, \tilde{w}) \) of Minimax Galerkin PGD (defined by (61b)) for \( \tilde{\lambda} = \lambda \), i.e. \( T_m(w) \equiv T_m(w, w) \). Let \( u_{m-1}(x, t) = \sum_{i=1}^{m-1} w_i(x) \lambda_i(t) \). For given \( w, \tilde{w} \in \mathcal{V}, \lambda = T_m(w, \tilde{w}) \) is the solution of the following problem:

\[
B_w(\lambda, \lambda^*) = L^m_w(\lambda^*) \quad \forall \lambda^* \in \mathcal{T} \tag{A.14}
\]
where $B_w$ and $L^m_w$ are bilinear and linear forms on $\mathcal{T}$ defined by

\begin{align}
B_w(\lambda, \lambda^*) &= B(w\lambda, \tilde{w}\lambda^*) = \alpha^w_0(\dot{\lambda}, \lambda^*)_I + \sum_{i=1}^{m_a} (\alpha^w_i \lambda, \lambda^*)_I \\
L^m_w(\lambda^*) &= L(\tilde{w}\lambda^*) - B(u_{m-1}, \tilde{w}\lambda^*) \\
&= \sum_{i=1}^{m_\ell} (\gamma^w_i, \lambda^*)_I + \gamma^w_0 \lambda^*(0^+) - \sum_{j=1}^{m-1} \alpha^w_0(\dot{\lambda}_j, \lambda^*)_I \\
&\quad - \sum_{i=1}^{m_a} \sum_{j=1}^{m-1} (\alpha^w_i \lambda_j, \lambda^*)_I
\end{align}

where

\begin{align}
\alpha^w_i(t) &= \alpha_i(t) a_i(w, \tilde{w}) \quad \text{for } i = 0 \ldots m_a \\
\gamma^w_i(t) &= \gamma_i(t) \ell_i(\tilde{w}) \quad \text{for } i = 0 \ldots m_\ell \\
\alpha^w_{i,j} &= \alpha_i(t) a_i(w_j, \tilde{w}) \quad \text{for } i = 0 \ldots m_a, \ j = 1 \ldots m - 1.
\end{align}

Problem (A.14) then appears as a time weak formulation of the following ordinary differential equation: find $\lambda(t)$ such that

\begin{align}
\alpha^w_0 \dot{\lambda}(t) + \left( \sum_{i=1}^{m_a} \alpha^w_i(t) \right) \lambda(t) &= \sum_{i=1}^{m_\ell} \gamma^w_i(t) - \sum_{j=1}^{m-1} \alpha^w_0 \dot{\lambda}_j(t) - \sum_{i=1}^{m_a} \sum_{j=1}^{m-1} \alpha^w_i \lambda_j(t) \\
\alpha^w_0 \lambda(0) &= \gamma^w_0 - \sum_{j=1}^{m-1} \alpha^w_0 \lambda_j(0)
\end{align}

The initial condition writes $m(w\lambda(0), \tilde{w}) = m(u_0 - \sum_{j=1}^{m-1} w_j \lambda_j(0), \tilde{w})$, and corresponds to a weak imposition of the initial condition $u_{m-1}(0) + w\lambda(0) = u_0$, which is projected on $\tilde{w}$ with respect to inner product $m(\cdot, \cdot)$.

**A.2.3 Computing $\tilde{w} = \tilde{S}(w; \lambda, \dot{\lambda})$ (adjoint spatial problem).**

For given $w \in \mathcal{V}$ and given $\lambda, \dot{\lambda} \in \mathcal{T}$, $\tilde{w} = \tilde{S}(w; \lambda, \dot{\lambda})$ is the solution of the following problem:

\begin{equation}
B_\lambda(w^*, \tilde{w}) = \tilde{L}_\lambda(w^*) \quad \forall w^* \in \mathcal{V}
\end{equation}

where $B_\lambda$ and $\tilde{L}_{\lambda,w}$ are bilinear and linear forms on $\mathcal{V}$. $B_\lambda$ is defined by equation (A.8) and $\tilde{L}_{\lambda,w}$ is defined by

\begin{equation}
\tilde{L}_{\lambda,w}(w^*) = \langle w^*, \lambda, \dot{\lambda} \rangle_\mathcal{T} \quad \forall w \in \mathcal{V}.
\end{equation}

**Remark 26** Let us note that for given $\lambda, \dot{\lambda} \in \mathcal{T}$, bilinear form $B_\lambda$ is the same as bilinear form of problem $w = S_m(\lambda, \dot{\lambda})$. Then, after the computation
of \( w = S_m(\lambda, \tilde{\lambda}) \), the bilinear form \( B_\lambda \) can be directly reused (without additional computational efforts) for the solution of \( \tilde{w} = \tilde{S}(w; \lambda, \tilde{\lambda}) \).

When using a spatial discretization, problem (A.22) can be rewritten as the following system of equations: find \( \tilde{w} \in \mathbb{R}^N \) such that

\[
\left( \sum_{i=0}^{m_a} \alpha_i^w A_i^T \right) \tilde{w} = \left< \lambda, \lambda >_T \right> M_V w
\]

(A.24)

where \( M_V \in \mathbb{R}^{N \times N} \) is the matrix associated with inner product \( < \cdot, \cdot >_V \) on \( V_N \).

A.2.4 Computing \( \tilde{\lambda} = \tilde{T}(\lambda; w, \tilde{w}) \) (adjoint time problem).

For a given \( \lambda \in \mathcal{T} \) and given \( w, \tilde{w} \in \mathcal{V} \), \( \tilde{\lambda} = \tilde{T}(\lambda; w, \tilde{w}) \) is the solution of the following problem:

\[
B_w(\lambda^*, \tilde{\lambda}) = \tilde{L}_{w,\lambda}(\lambda^*) \quad \forall \lambda^* \in \mathcal{T}
\]

(A.25)

where \( B_w \) and \( \tilde{L}_{w,\lambda} \) are bilinear and linear forms on \( \mathcal{T} \). \( B_w \) is defined by equation (A.15) and \( \tilde{L}_{w,\lambda} \) is defined by

\[
\tilde{L}_{w,\lambda}(\lambda^*) = < \lambda^*, < w, w >_V \lambda >_T
\]

(A.26)

**Remark 27** Let us note that for given \( w, \tilde{w} \in \mathcal{V} \), bilinear form \( B_w \) is the same as bilinear form of problem \( \lambda = T_m(w, \tilde{w}) \). Then, after the computation of \( \lambda = T_m(w, \tilde{w}) \), the bilinear form \( B_w \) can be directly reused (without additional computational efforts) for the solution of \( \tilde{\lambda} = \tilde{T}(\lambda; w, \tilde{w}) \).

Let \( \tilde{\lambda} \in \mathcal{T} \) be defined by \( (\lambda^*, \tilde{\lambda})_T = < \lambda^*, \lambda >_T \forall \lambda^* \in \mathcal{T} \) (for \( < \cdot, \cdot >_T = (\cdot, \cdot)_T \), we simply have \( \tilde{\lambda} = \lambda \)). Then, problem (A.25) appears as a time weak formulation of the following ordinary differential equation (backward in time): find \( \tilde{\lambda}(t) \) such that

\[
- \alpha_0^w \dot{\tilde{\lambda}}(t) + \left( \sum_{i=1}^{m_a} \alpha_i^w(t) \right) \tilde{\lambda}(t) = < w, w >_V \tilde{\lambda}(t)
\]

(A.27)

\[
\alpha_0^w \tilde{\lambda}(T) = 0
\]

(A.28)

Let us note that in equation (A.25), the final condition is taken into account in a weak sense. In practice, when using time discontinuous Galerkin approximation, this problem is solved by using a backward in time incremental scheme.
A.2.5 Computing \( \Lambda_m = T(W_m, \tilde{W}_m) \) or \( \Lambda_m = T(W_m) \) (time problem).

First of all, let us note that mapping \( T(\cdot) \) associated with the Galerkin PGD (defined by equation (48)) corresponds to mapping \( T(W_m, \tilde{W}_m) \) of Minimax Galerkin PGD for \( \tilde{W}_m = W_m \), i.e. \( T(W_m) \equiv T(W_m, W_m) \). For given \( W_m, \tilde{W}_m \in (\mathcal{V})^m \), \( \Lambda_m = T(W_m, \tilde{W}_m) \) is the solution of the following problem:

\[
B_W(\Lambda_m, \Lambda_m^*) = L_W(\Lambda_m^*) \quad \forall \Lambda_m^* \in (\mathcal{T})^m
\]  

(A.29)

where \( B_W \) and \( L_W \) are bilinear and linear forms on \((\mathcal{T})^m\) defined by

\[
B_W(\mathcal{A}_m, \mathcal{A}_m^*) = \sum_{i,j=1}^{m} B(\mathcal{A}_i \mathcal{A}_j) = \sum_{i,j=1}^{m} \alpha_{ij}^w (\mathcal{A}_i, \mathcal{A}_j) + \sum_{i,j=1}^{m} \sum_{l=1}^{m_a} (\mathcal{A}_l w_{ij} \mathcal{A}_j) \\
L_W(\mathcal{A}_m^*) = \sum_{j=1}^{m} L(\mathcal{A}_j^*) = \sum_{j=1}^{m} \sum_{l=1}^{m_b} (\gamma_{jl}^w \mathcal{A}_j^*) \\
\text{where} \\
(\alpha_{ij}^w(t) = \alpha(t) a(t, \mathcal{A}_i^*, \mathcal{A}_j^*) \quad \text{for } l = 0 \ldots m_a \\
\gamma_{jl}^w(t) = \gamma(t) b(t, \mathcal{A}_j^*) \quad \text{for } l = 0 \ldots m_b)
\]  

(A.30)

Problem (A.29) appears as a time weak formulation of the following set of ordinary differential equations: find \( \Lambda_m(t) = (\lambda_i(t))_{i=1}^{m} \in (\mathcal{T})^m \) such that for \( j = 1 \ldots m, \)

\[
\sum_{i=1}^{m} \alpha_{0,ij}^w \lambda_i(t) + \sum_{i=1}^{m} \sum_{l=1}^{m_a} \alpha_{il}^w \lambda_i(t) = \sum_{l=1}^{m_b} \gamma_{jl}^w (t) \\
\sum_{i=1}^{m} \alpha_{0,ij}^w \lambda_i(0) = \gamma_{0j}^w
\]  

(A.34)

(A.35)

The initial condition writes \( m(\sum_{i=1}^{m} w_i \lambda_i(0), \tilde{w}_j) = m(u_0, \tilde{w}_j) \), and corresponds to a weak imposition of the initial condition \( u_m(0) = u_0 \), which is projected on \( \text{span}(\tilde{W}_m) \) with respect to inner product \( m(\cdot, \cdot) \).

B Algebraic formulation of Proper Generalized Decomposition algorithms

In this appendix, we describe the computational aspects of PGD from an fully algebraic point of view, after the introduction of space and time discretizations. The notations of appendix A are used.
B.1 Preliminaries

A time function $\lambda \in T_P$ is identified with a vector $\lambda = (\lambda_1, \ldots, \lambda_P) \in \mathbb{R}^P$ such that $\lambda(t) = \sum_{i=1}^P \psi(t) \lambda_i$, where $T_P = \text{span}\{\psi_i\}_{i=1}^P$. For all $(\lambda, \tilde{\lambda}) \in T_P \times T_P \simeq (\lambda, \tilde{\lambda}) \in \mathbb{R}^P \times \mathbb{R}^P$, time derivatives and integrals are interpreted in algebraic terms in the following way:

$$
(\dot{\lambda}, \dot{\tilde{\lambda}})^T = \tilde{\lambda}^T D_T \lambda,
(\alpha_l \lambda, \alpha_l \tilde{\lambda}) = \tilde{\lambda}^T A_{\tau,l} \lambda
$$

For the Minimax PGD, we introduce an inner product $\langle \cdot, \cdot \rangle$ on $V \otimes T$ whose restriction on $V_N \otimes T_P$ can be represented by matrices $M_V \in \mathbb{R}^{N \times N}$ and $M_T \in \mathbb{R}^{P \times P}$; for $(w, \tilde{w}) \in V_N \times V_N \simeq (w, \tilde{w}) \in \mathbb{R}^N \times \mathbb{R}^N$ and $(\lambda, \tilde{\lambda}) \in T_P \times T_P \simeq (\lambda, \tilde{\lambda}) \in \mathbb{R}^P \times \mathbb{R}^P$,

$$
\langle w, \tilde{w} \rangle = \langle \tilde{w}, \tilde{\lambda} \rangle = \langle w, \tilde{\lambda} \rangle = \tilde{\lambda}^T M_T \lambda
$$

B.2 Algebraic reformulation in tensor product spaces

The fully discretized problem writes: find $u \in \mathbb{R}^N \otimes \mathbb{R}^P$ such that

$$
(M \otimes D_T + \sum_{l=1}^{m_a} A_l \otimes A_{\tau,l}) \cdot u = \sum_{l=0}^{m_\ell} f_l \otimes f_{\tau,l}
$$

where $f_0 \otimes f_{\tau,0}$ takes into account the initial condition, with $f_0 = M u_0$ and $f_{\tau,0} \in \mathbb{R}^P$ such that $\forall \tilde{\lambda} \in T_P$, $\tilde{\lambda}^T f_{\tau,0} = (\gamma_0, \tilde{\lambda})_I = \tilde{\lambda}(0^+)$ (we recall that $\gamma_0 = 1$). For simplification, we let $A_0 = M$ and $A_{\tau,0} = D_T$. The tensor product approximation of order $m$ writes:

$$
u_m = \sum_{i=1}^m w_i \otimes \lambda_i, \quad w_i \in \mathbb{R}^N, \lambda_i \in \mathbb{R}^P$$

Remark 28 For the PGD based on a minimal residual formulation, we start
with the following equation, instead of (B.9):

\[
\left( \sum_{l=0}^{m_a} \sum_{l'=0}^{m_a} (A_{l,l'}^T A_l) \otimes (A_{l,l'}^T A_{l',l}) \right) \cdot u = \sum_{l=0}^{m_a} \sum_{l'=0}^{m_a} (A_{l,l'}^T f_{l'}) \otimes (A_{l,l'}^T f_{l'}) \quad (B.10)
\]

B.3 Application of mappings

B.3.1 Computing \( w = S_m(\lambda, \tilde{\lambda}) \) or \( w = S_m(\lambda) \equiv S_m(\lambda, \lambda) \).

For given \( \lambda, \tilde{\lambda} \in T_P \), computing \( w = S_m(\lambda, \tilde{\lambda}) \simeq w \in \mathbb{R}^N \) requires the solution of the following system of equations:

\[
\left( \sum_{l=0}^{m_a} (\tilde{\lambda}^T A_{l,l} \lambda) A_l \right) w = \sum_{l=0}^{m_e} (\tilde{\lambda}^T f_{l,l} f_{l}) - \sum_{i=1}^{m_a-1} \sum_{l=0}^{m_a} (\tilde{\lambda}^T A_{l,l} \lambda_i) A_l w_i \quad (B.11)
\]

B.3.2 Computing \( \lambda = T_m(w, \tilde{w}) \) or \( \lambda = T_m(w) \equiv T_m(w, w) \).

For given \( w, \tilde{w} \in V_N \), computing \( \lambda = T_m(w, \tilde{w}) \simeq \lambda \in \mathbb{R}^P \) requires the solution of the following system of equations:

\[
\left( \sum_{l=0}^{m_a} (\tilde{w}^T A_{l,l} w) A_{l,l} \right) \lambda = \sum_{l=0}^{m_e} (\tilde{w}^T f_{l,l} f_{l}) - \sum_{i=1}^{m_a-1} \sum_{l=0}^{m_a} (\tilde{w}^T A_{l,l} \lambda_i) A_{l,l} \lambda_i \quad (B.12)
\]

B.3.3 Computing \( \tilde{w} = \tilde{S}(w; \lambda, \tilde{\lambda}) \).

For a given \( w \in V_N \) and given \( \lambda, \tilde{\lambda} \in T_P \), computing \( \tilde{w} = \tilde{S}(w; \lambda, \tilde{\lambda}) \simeq \tilde{w} \in \mathbb{R}^N \) requires the solution of the following system of equations:

\[
\left( \sum_{l=0}^{m_a} (\lambda^T A_{l,l} \lambda) A_l^T \right) \tilde{w} = (\lambda^T M_{\gamma} \lambda) M_{\gamma} w \quad (B.13)
\]

B.3.4 Computing \( \tilde{\lambda} = \tilde{T}(\lambda; w, \tilde{w}) \).

For a given \( \lambda \in T_P \) and given \( w, \tilde{w} \in V_N \), computing \( \tilde{\lambda} = \tilde{T}(\lambda; w, \tilde{w}) \simeq \tilde{\lambda} \in \mathbb{R}^P \) requires the solution of the following system of equations:

\[
\left( \sum_{l=0}^{m_a} (w^T A_{l,l} w) A_{l,l}^T \right) \tilde{\lambda} = (w^T M_{\gamma} w) M_{\gamma} \lambda \quad (B.14)
\]
B.3.5 Computing $\Lambda_m = T(W_m, \tilde{W}_m)$ or $\Lambda_m = T(W_m) \equiv T(W_m, W_m)$.

For given $W_m, \tilde{W}_m \in (V)^m$, identified with matrices $W, \tilde{W} \in \mathbb{R}^{N \times m}$, $\Lambda_m = T(W_m, \tilde{W}_m) \simeq \Lambda \in \mathbb{R}^m \otimes \mathbb{R}^P$ is the solution of the following problem:

$$\sum_{l=0}^{m_L} (\tilde{W}^T A_l W) \otimes A_{r,l} \cdot \Lambda = \sum_{l=0}^{m_L} (\tilde{W}^T f_l) \otimes f_{r,l} \quad (B.15)$$
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