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Abstract

We review recent results from computer simulation studfgmtymer glasses,
from chain dynamics around glass transition temperélgite the mechanical be-
haviour belowTy. These results clearly show that modern computer simuigitio
are able to address and give clear answers to some impasaeisiin the field, in
spite of the obvious limitations in terms of length and tinsalss. In the present
review we discuss the cooling rate effects, and dynamicispdown of different
relaxation processes when approachigdor both model and chemistry-specific
polymer glasses. The impact of geometric confinement on Ithes gransition is
discussed in detail. We also show that computer simulatiasery useful tools
to study structure and mechanical response of glassy podyride influence of
large deformations on mechanical behaviour of polymersgisasn general, and
strain hardening effect in particular are reviewed. Finalle suggest some direc-
tions for future research, which we believe will be soon wittihe capabilities of
state of the art computer simulations, and correspond tolgmts of fundamental
interest.

1 Introduction

A polymer is a macromolecular chain resulting from the canioa of a large number
of monomeric units. The number of monomers (the chain lehgttypically ranges
between 1&and 16 in experimental studies of polymer melf$ [1]. Recentlys tisinge
of chain lengths has also become accessible in simulatﬂ) [ Such a long chain
has an open structure which is strongly pervaded by othensliathe melt [h]. The
strong interpenetration of the chains has important camssees for the properties
of the melt. For instance, intrachain excluded volume axdgons, which swell the
polymer in dilute solution[j1]]4], are almost screened sa ¢hehain behaves on large
length scales approximately as a random cﬂ;il [3]. Furtheemchain interpenetration
also impacts the polymer dynamics by creating a temporéuwyark of entanglements.
Entanglements strongly slow down the chain relaxation aakienthe melt viscoelastic
already at high temperaturfg [3, 6].
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Figure 1: Volume-temperature diagram of a coarse-grainedeifor poly(vinyl al-
cohol) ||]|}] The volume per monomev)(and the temperaturel'{ are given in
Lennard-Jones units. In the liquid phase the chains hawdorarcoil-like configura-
tions and the structure of the melt is amorphous. The amapsiwucture is preserved
on rapid cooling and the melt eventually undergoes a glassition at lowT. For
slow cooling the melt transforms into a semicrystalline eniad in which sections of
folded chains order in lamellar sheets that coexist with grnous regions. When the
crystal is slowly heated up (dashed line), it melts at a high¢han the temperature
where crystallization occurs. This hysteresis is typiddirst-order phase transitions.

On cooling toward low temperature the polymer melt evetyuednsforms into a
solid. Polymeric solids are either semicrystalline or gie(sk:ig.ﬂ) ﬂ)]. In the semicrys-
talline state amorphous regions are intercalated betwgestatline lamellar sheets.
The sheets consist of chains which are folded back on thesssb that chain sec-
tions align parallel to each othe[|| @10]. The ability torfocrystals crucially depends
on the polymer microstructure. Only chains with regularfaprrations, e.g. isotatic or
syndiotatic orientations of the sidegroups or chains wittgiddegroups, can fold into
crystalline lamellae. However, even in these favorablesasll crystallization is hard
to achieve[[10].

This intrinsic difficulty to crystallize favors glass fortien [[L1, [12,[1B]. Polymer
melts either can be easily supercooled (Iﬂg. 1) or, due tartegular chain structure,
do not crystallize at all. An example for the former case sphenol-A polycarbon-
ate (PC) |E1|4], while examples for the latter involve homgpaérs with atactic (bulky)
sidegroups, such as atactic polystyrene (PS), or randoolyaoprs, such asis-trans-
1,4-polybutadiene (PBD). These polymeric glass formeasestvith other (intermedi-
ate and fragile) glass-forming liquids the key charactierfeature of the glass transi-
tion; that is, little change of the amorphous structure, tiuge non-Arrhenius-like
slowing down of the dynamics on cooling toward the glasssitaom temperaturéy
(13, [13.[15]. Understanding the molecular origin of thispd@portionate behaviour
represents a great scientific challenpd [12,[1B[ 15[ 16, h7addition to this funda-
mental interest in the study of the glass transition, sabigimers are also integral com-
ponents in many modern applicatio[18]. For instancessylgpolymeric materials
are appreciated because of their spectacular mechanigze pies d:irl]. Instead
of failing abruptly when subject to strong deformationsnegolymers, such as poly-
carbonate, may harden for large strains, leading to a tougthamical response. A
microscopic understanding, elucidating the structueprty relationship, of this be-



haviour is still elusive. A further example is provided birtpolymer films, extensively
used in technological applications as protective coafingtical coatings, adhesives,
etc. In the ongoing quest for progressively smaller stmasand devices these films
may attain nanoscopic dimensions, where deviations franbthik behaviour should
be expecte2]. Indeed, many recent studies suggeshtikgof thin films is shifted
by spatial confinement, a striking observation which is nelt wnderstood yem:}‘:ﬂ].

This wide array of challenging questions—from the glasaditéon to the impact
of external stimuli—bestows the theoretical understagdif glassy polymers with
particular significance. Molecular simulations can cdnité to this research. Over
the past two decades, computational models and methodshegredeveloped for
simulating these glassy systems. The progress made in ttehfis regularly been
the subject of topical reviews. For instance, detailed rspof chemically realistic
modeling approaches may be found in Rgfs| @6 27], winlek on coarse-grained
models is reviewed in Refd. [PB,]29]40] 81} B3, 27]. The psepf the present article
is to give a brief account of recent work.

We begin our survey by a short introduction to the modelingalf/mers in sim-
ulations (sectior[|2). The glass transition temperaturarally splits the following
discussion into two parts, a part devoted to the properfiéiseomodel glass formers
aboveTy (sectior[B) and a part addressing Sigiphenomena (sectidi 4). In sectign 3,
our discussion is mainly concerned with the dynamics of Wweslpercooled polymer
melts and the impact of spatial confinement on their behaviBection[ focuses on
the response of polymeric glasses to both weak and largenekgeformation, where
respectively the linear mechanical behaviour of the glassjt and its approach to
material failure will be explored. The article concludeshwa short summary of the
presented results and an outlook on possible future rdseaections.

2 Computer simulations: models and computational as-
pects

Molecular simulations of glass-forming polymers face theportant challenge that
the structure and dynamics of these systems are governethyeaspread of length
and time scaleq [B$, B4]. The relevant length scales extemd the atomic diameter
(~ 10719 m) to the chain dimensiom(10~" m for N ~ 10*). The spread of time
scales is even larger; it ranges from bond vibratiend (12 s) to the slow structural
relaxation close tdg (~ 10° s).

From the inspection of these scales, it is clear that sinauna@pproaches have some
limitations and also require simplifications. An obviousiliation are the accessible
time scales. With the currently available computer powerltngest time that can
be reached in molecular dynamics (MD) simulations is royghfew us. This time
scale is 8 orders of magnitude smaller than the relaxatioa &t the experimentd},
implying that the simulatedy is shifted by about 25 degrees to higher temperatliye (
relative to experiments (where we used the rule of thumbchdein times 3 K). The
simplifications that are currently necessary concern timeilsition models which are
obtained by some kind of coarse-graining procedure, dedigmeliminate (some) fast
degrees of freedom by incorporating them in effective pidés1 This model-building
step can take different levels of complexily]|[$5] 86[ 3, ®iit roughly speaking, there
are two families, atomistic models and coarse-grained tsoda the following, we
briefly introduce these models and discuss their strengitisv@aknesses as we go.



Before doing so, however, we want to point out some genepdalmng features of
the simulations to balance the reservations expresseaalbhe simulations offer full
control over the perfectly defined system under study. Fairce, it is possible to vary
in a systematic manner parameters, such as chain stiffdeas) length, etc., while
keeping all other defining properties of the model, so astglsiout the impact of each
parameter on the properties of the system. Furthermorajriidations enable one to
study local properties or to explore correlations whichteaed (or even impossible) to
access in experiments. This provides microscopic insigtheaneans to test theoretical
concepts. Examples from the recent literature involve stigations of the potential
energy landscape of glass-forming materi@; 39 4Qirgle-molecule diffusion
in polymeric matrices[[41, 42] or of fracture in glassy pobms [27]

Atomistic models. Atomistic models replace electronic degrees of freedonobyef
fields, i.e., empirical potentials for bond-length, bonwds, torsional-angle, and non-
bonded interactions, whose parameters are determineddt@mtum-chemical cal-
culations and experimentE[ZE 35]. During the past degddese fields have been
developed for both explicit atom (EA) models, treating gvatom present in nature
as a separate interaction site, and united atom (UA) modeishwepresent a small
number of real atoms (e.g., Gtdr CHg) by a single site. The reduction of the num-
ber of interaction sites in the UA model has the computatiadaantage of allowing
longer simulation times. With a time step ©f101° s a few thousand united atoms
can be simulated over several 100 ns, about an order of nuggrlibnger than an EA
simulation of comparable system size.

Both EA and UA models were employed to study the propertieglagsy poly-
mers (see e.g[ [P$, PB,]27] for reviews). Recent exampldsdegolyisoprene (EA
model ,]), atactic PS (UA moddl J4E,] 9])spbienol-A PC (UA
model [48,/4PB]) 1,4-PBD (UA and EA modelf [26,|50) $1] 53, B8, 53, [56]), and
poly(ethylene oxide) or atactic poly(propylene oxide) (EBadels [5[]). Certainly, the
main strength of these modeling efforts is that the simahatesults allow for a direct
comparison with experiments. In some cases, such a corapasipossible with com-
mercial software packagés [56], while a careful fine-turofithe force field is often
required [5p[F4]. Experience from those modeling appreaehnot only for poly-
mers but also e.g. for amorphous Si@, @]—suggests that the design of a chem-
ically realistic model, aiming at a parameter-free congraribetween simulation and
experiment, should involve information about both strugtand dynamic properties

[B41.

Generic models. Atomistic simulations are ideally suited to study specifitymers,
including their glass transition and the properties of thesgy state. On the other
hand, the strong increase of the relaxation time, which texadlly leads to vitrifica-
tion on cooling througig, is common to all glass-forming polymers, irrespective of
their chemical composition and architecture. This uniakespect suggests to em-
ploy simplified simulation models which only retain genefigéatures of a polymer.
Various such generic models—on a lattife] [B1, B9, [2B, 28Inathe spatial contin-
uum [31,[3b[3r]—have been studied for glass-forming polamén the continuum,
the simplest model are highly flexible bead-spring modelene spherical monomers
are tethered together by springs and have nonbonded, Leedpaes (LJ) interactions
[B1, 30,[3R]. More chemical realism can be introduced by mgithe chains semi-
flexible, through the addition of a bond-angle poten] [&88d, possibly also, of a



torsional potentiall[d $1, b2]. Due to their simplicitiese generic models allow for
an efficient simulation. This is important if one wants tow#re cooling rate|E3] or
the strain rate|E7] over decades, to explore systematittadlimpact of model parame-
ters, such as chain length or chain flexibilfty|[$9], [69.[61], 62to obtain good statistics
for comparison with theorm4]. Computational expedieiscalso important for ex-
ploratory studies of more complex systems, such as inhonmeages polymer systems
(e.g., polymer films, nanocomposites, semi-crystallingpers) or glassy polymer
mixtures (e.g., dynamically asymmetric polymer-polyméxtres or polymer-solvent
systems). Some examples will be discussed in SEcts. and 4,

Hierarchical models. For generic models, the gain in the accessible length arel tim
scales is obtained at the expense of a loss of correlationet@tomistic conforma-
tion of the polymer. For many problems in materials resedtidh loss is undesirable.
Therefore, much research efforts currently goes into thveldpment of hierarchical
approaches consisting of interconnected levels of mogléditomistic, generic, macro-
scopic) [R[3[7[ 5] 86]. The idea is that each level treatsipimena on its specific
length and time scales and then passes on the results asdripatnext, more coarse-
grained level, until the desired materials properties capiedicted. Such multiscale
simulation methods represent a powerful approach whossmpaltfor the modeling of
glassy polymers is beginning to be explored (see Eb [67]).

Remarks on simulation methods. Sectiong]3 anf]4 will present results from molec-
ular dynamics (MD) simulations, a numerical method to indg the classical equa-
tions of motion for a many-body system in a given thermodyinamsemble@@g].
Therefore, MD is the natural simulation technique to adsldgnamical problems,
such as the glass transition. However, the realistic MD dhins carries an obvious
price: the equilibration time for the system under consitten—for instance, for a
long-chain polymer melt close to iflg—will exceed the maximum time of a few mi-
croseconds one is currently able to simulate.

Here Monte Carlo (MC) techniques may provide a promisinghaeebecause of
large freedom to design MC mov 70]. The hope is to fin@féinient algo-
rithm allowing one to decorrelate the configurations of gjagolymer melts rapidly
For long-chain polymer melts, this demand on the algorithmplies, already at high
T, that the MC move should be nonlocal, i.e., it should modify thain conformation
at large scales, and it should not require empty space betaaiselt is a dense liquid.
A promising algorithm satisfying these requirements erypldouble-bridging moves
which alter the connectivity between two neighbouring nkawhile preserving the
monodispersity of the chains (for recent reviews see E,@]B Such a connectivity-
altering move drastically changes the conformation ofWedhains involved and thus
relaxes the length scales on the order of the chain dimemgfmently. However, it
does not alter the local packing of the monomers. An inhérapérd of the algorithm
therefore is that, if the move is attempted repeatedly, eessful double-bridging event
is likely to annihilate one of its predecessors by perfogritre transition between two
chains in the reverse direction. To avoid this inefficieroy honlocal chain updating
should be complemented by a move which efficiently mixes epdbal structure of the
melt. At low T, efficient relaxation of the liquid structure calls for a imed which al-
leviates the glassy slowing down in general. Thus, any #lgarachieving this aim in
nonpolymeric liquids should also accelerate the equilibreof glassy polymer melts,
provided that it can be generalized to respect chain coivitgctAt present, no tech-



nigue has been established to solve this problem. Howewssijlpgle candidates could
be parallel tempering [Y £, 7R.]73], Wang-Landau samp[ij §7 variants thereof[74],
or transition path sampling metho[75].

3 Glass transition and properties of the supercooled poly-
mer liquid

3.1 Bulk properties
3.1.1 Glass transition temperature

In polymer melts, the transition from the glass to the liggidccompanied by a strong
decrease in the shear modulus, typically of three to foueisrdf magnituddﬁl]. It
is thus clear that the glass transition temperature is achexistic of high engineering
relevance. Classical methods for the experimental detextion of Ty are calorime-
try and dilatometry. Both methods hint at the kinetic featuof the glass transition.
The transition occurs when the relaxation time for volumeovery (dilatometry) or
enthalpy recovery (calorimetry) becomes longer than the scale of the experiment
(i.e., than the cooling or heating rat§)|[11] 12} 13]. Uponolitw the polymer liquid
falls out of equilibrium close tdg and freezes beloW in a glassy state, the properties
of which depend on the details of the cooling process andtteade physically during
further isothermal equilibratiof [ILL, [12,]13]. The glassisition temperature is located
in theT interval where the polymer melt smoothly evolves from tlogiid to the solid
state, and can be defined operationally through some ppéscr,ifor instance, as the
intersection of straight-line extrapolations from thesghaand liquid branches of the
volume-temperature curvg [1fL,]13].

Similar extrapolation procedures are also applied in st studies[[3€, 63, Bo,
17,487y 79, 14, 79, BO]. The resultifigvalues have dependences comparable to ex-
perimental ones despite the much larger cooling rate eraglestypically 132K /min
in simulations and 10Kmin in experiments. For instance, Soldera and Metatla find a
linear relationship between numerical and experiméntalues from atomistic simu-
lations of various vinylic ponmeri_[_’r?]. Figufe 2 revediatTy decreases nonlinearly
with the logarithm of the cooling rat€ ¢) [R6, [63.[3P[4]7].

B
() =19~ oAy - (1)

in accordance with experimental observatiﬁi [81]. Alsogre@ment with experiment

[ﬂ,,BS]Tg increases with chain rigidity and chain lendth|[Bd, 4T, gBie

chain length dependence can be fitted to the empirical FowElquation

TN =Ty - . @

which usually describes experimental data well (if the roolar weight is not too small
[lL1]), although other forms have recently been discuss¢iiriterature [84] 5] and
can be rationalized theoretically [87].

3.1.2 Dynamics of the supercooled melt

The precursor of the glass transition is the strong slowmgrdof structural relaxation
processes on approach to the transition from the liquid.s Tynamical feature is
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Figure 2: Panel (a): Glass transition temperatdig versus cooling ratel{) for
an atomistic model of atactic P§ [47]. The simulation boxtaors 8 chains with
N = 80 monomers each. The solid line shows a fit tofﬂ'iq. 1 Witk 371 K,B=110
K, and A = 0.23 ps/K. Panel (b)Tgy versus chain lengthN) for a fully flexible and
a semiflexible (with angular potential) bead-spring mo@][ The simulation box
contains at least 192 chains and the cooling raferis- 2 x 10~°. The solid lines are
results of a fit to Eq|:|2 Witf;° = 0.432,K = 0.145 (flexible model) and® = 0.525,
K = 0.264 (semiflexible model). All data are given in Lennard-Jonaits for the
bead-spring models.
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Figure 3: Mean-square displacement (MSi)(t) versus timet for a united atom
model of 1,4-PBD (results adapted froE][SB], with permis3id’he MSD is averaged
over all united atoms in the melt containing 40 chains of 3{eegs units. The temper-
atures shown are (from left to right). = 400 K, 323 K, 273 K, 240 K, 225 K, 213
K, and 198 K (I ~ 214 K). The horizontal dashed lines indicate the radius otjgn
RS ~ 218A2, the average Lennard-Jones diameter of the united atom$.8 A, and
an estimate for the Lindemann localization lengif~ 0.45A [E]. The dotted lines
for T =400 K and 213 K show the power law t°61, characteristic of Rouse-like
motion.



a hallmark of strongly interacting disordered matter, uithg dense colloids@8],
granular materialmg], and supercooled quu@ , I®kimulated polymer melts,
it is observed in all dynamic correlation functions, e.g.dynamic structure factors,
conformational correlation functions, or dielectric pedgion [26].

As an example, Figﬂ3 shows the mean-square displacemer)ghp(t), aver-
aged over all monomers of a chain, for a chemically realisiidel of 1,4-PBD @3].
At high temperature, the MSD directly crosses over fromistidl motion ¢ t2) at
short times to subdiffusive motior(t* with xg ~ 0.61) at intermediate times where
the MSD is bound between the monomer sizg énd the end-to-end distanBg of a
chain. This subdiffusive motion does not depend on the gtheof the torsional barrier
(cf. Fig.[4), is present even if the torsional potential isett [5P], and thus reflects the
universal Rouse-like dynamics of nonentangled chains mynper melt [4]. The term
“Rouse-like” stresses the fact that simulations of nonegitd chains[[26, 64, Pp,[01]
find both accord with Rouse predictions—e.g., the Rouse made (nearly) orthog-
onal for allt—and deviations from them—e.g., the Rouse modes are stateith
stretching exponents depending on the mode index and the & 8i2 chain’s center
of mass increases sublinearly for intermediate times. Tiggnoof these deviations is
not fully understood. However, for short chains the releatime of a chain is not
well separated from the (locat)-relaxation so that finitdd corrections to the Rouse
behaviour must be expecte@[64]. Moreover, even for longnshimtermolecular in-
teractions between the polymers are not completely scdeenemesoscopic length
scales, which may cause subdiffusive center-of-mass m@i#] or deviations from
reptation theory|]6], and lead to corrections to chain i'niye@, .

On cooling towarddy the Rouse-like motion shifts to progressively longer times
due to the appearance of a plateau regime. In this regimeyI8i@ increases only
very slowly with time and is of the order of 10% of the monomiamndeter, reflecting
the temporary localization of a monomer in the cold melt. polymer models with
intramolecular rotational barriers, such as PBD, thisrimitence of large scale motion
stems from two mechanisms of dynamical arrgs} [26,[5]L, 55namer caging by
near neighbours in the dense melt and the slowing down afdh&in conformational
transitions occurring through (correlated) torsional it

Recent work by Smith and Bedro[l54] suggests that the ifggmpf both mecha-
nisms can explain the Johari-Goldst@imelaxation in polymerslﬂ3]. Figurﬂ 4 repro-
duces one of their results. Since experiments reveal teaaharation of the and3
processes occurs only on time scales significantly longertte multiple microsecond
trajectories generated for the chemically realistic (CBRPRnodel, Smith and Bedrov
employ a PBD model with reduced torsional barriers (LB mpbat otherwise iden-
tical interactions as for the CR model. While structuralgendies of the PBD melt
remain unaffected [$2, p1], the reduction of the barriecearates the dynamics and
shifts thea-f bifurcation into the simulation time window. Figuﬂe 4 compsgw ()
with the decay of the torsional autocorrelation functioACF). Similar togy (t), the
TACF relaxes in two steps. To both steps can be associatexiateln timesg and
Ta, Which display an Arrheniustg) and a non-Arrheniustf) increase with decreas-
ing T, characteristic o8 anda processes, respectively. At Ioly both processes are
well separated from each other, the beta process corresygptodtimes for which the
monomers displace, on average, by about 10% of their dianTétes implies that the
cages imposed by the polymer matrix remain largely intacinduhe 3 process and
create a potential energy landscape for the underlyingozordtional transitions. In-
deed, detailed analysis reveals that (nearly) all dihedsialt all torsional states during
the B relaxation. However, these visits do not occur with the Bopiiim probabil-
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Figure 4: Monomer MS@jy (t) and torsional autocorrelation function (TACF) versus
for 1,4-PBD. The data fof = 130 K and 140 K (lines) are obtained from a model with
reduced torsional barriers (LB), but which is otherwise $hee as in FigﬂS (results
adapted from|E4], with permission). For comparison the lsglm show the MSDs at
T =198 K and 213 K for the chemically realistic (CR) model witle ttull torsional
potential. These temperatures are approximately at the shstance tolg (~ 170

K) as for the LB model g ~ 102 K) [@]. The horizontal dashed lines indicate the
average Lennard-Jones diameter of the united atoms3.8 A and an estimate for
the Lindemann localization length ~ 0.45 A [J]. The solid line forT = 140 K
shows the power law t%61, characteristic of Rouse-like motion. The vertical dotted
lines represent th@-relaxation times1g = 7165 ps forT = 130 K, 13 = 3194 ps for

T = 140 K).
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Figure 5: Temperature dependence ofdirelaxation time {g) for united atom models
of atactic PS and bisphenol-A P, is normalized by its value &t = 600 K for both
polymers (PST1(600K) = 1.4 ps, PC:1(600K) = 1.3 ps) and is obtained from the
monomer MSD in simulations of 1 chain witth= 80 for PS and 64 chains witkh= 10
for PC. For both polymers, the increasergfat highT is compatible with the MCT
predictionty ~ (T —Te) Y (PS: T~ 375K,y ~ 3; PC:T. ~ 450 K,y ~ 2.2). However,
the divergence ak; is avoided and a crossover to an Arrhenius behaviourfS:30
kJ/mol; PC:E5 ~ 16.8 kJ/mol) occurs close t@; (derived from dilatometry. PSiy ~
375 K; PC:Tg ~ 433 K). This crossover indicates the transition from thepaative
translational dynamics abovg to activated 8 process like) hoping beloW. Results
adapted from[[48].

ity because the propensity of a dihedral to return to a predeconformational state
increases on cooling, due to the stiffening of the matrix.uildgrium occupancy of

conformational states is only achieved for times comparabthea time scale when

the “cage effect” of the matrix fully decays (see aI@ ,157 similar results).

In glass physics, the term “cage effect” is intimately carted to the mode-coupling
theory (MCT) of the glass transition, which has certainlgiene of the most influen-
tial theoretical approaches in the field during the last tyweears. A comprehensive
review of its foundations and applications was publishextndy ]. By correlat-
ing the equilibrium structure to the dynamics of a glassHiog liquid MCT provides
a framework for interpreting spatio-temporal correlaioneasured in experiment or
simulation. Analytical predictions are derived in the wity of an ideal glass transi-
tion which occurs at a critical temperatufgand is driven by the mutual blocking of
a particle and its neighbours (“cage effect”). Extensigtsdy experiments and simu-
lations indicate that, although (the extrapolat&gdjes abovely and thus no structural

11
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Figure 6: Simulation results for a flexible bead-spring mod&(r,t) versusr for
differenttimes from the plateau regimela& 0.48 (T ~ 0.45). Panel (a) shows,(r,t)

for the self-part of the van Hove function and panel (b) ferdtstinct part. In panel
(b), the pair-distribution functiog(r) is also shown (dotted line; rescaled to fit into
the figure). The first peak @f(r) reflects the bond lengtx{(0.97) and the minimum
position of the Lennard-Jones potential {.12). In panel (a)r; (= 0.2323) denotes
the zero oRs(r,t) and the circles represent a Gaussian approximation which karo
at v/6rsc ~ 0.2327 and a minimum around10rsc ~ 0.3. Here,rsc (~ 0.095) is the
Lindemann localization length. In both panels, the dastteddines correspond to the
time closest td’ which is the least precise becau’gr,t) is undetermined for =t'.

Adapted from [94] 32].
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arrest is observed &t (cf. Fig.ﬁ), MCT still describes many dynamical featureslwe
[, ]. Why this is so, represents a great challenge fotttberetical understanding
(B8, 196 [o7 [9B[ I B4 Tpo]

A key prediction of MCT is that structural relaxation furarts should obey a fac-
torization property in the plateau regime (also caledegime in MCT). For the self
(Gs) and distinct (4) parts of the van Hove correlation functiOl] this reads

Gx(rt) = K(r) + Hx(NG(t) (x=s,0. 3

The factorization property refers to the fact that the odtiom to the nonergodicity
parameteF,(r) splits into two factors, of whicl&(t) depends only on time (and tem-
perature) andHy(r) only onr [[L7, [0}]. Therefore, the ratia’(= constant)[102, 193]

_ Gx(nt) = Gx(rt) _ Hx(r)
Ru(rt) = Gx(r',t) —Gx(r',t')  Hy(r") X

should be independent tf For a flexible bead-spring mod¢l [94] F{g. 6 confirms this
prediction directly from the simulation data (no fit) and aidehally reveals the length
scales pertinent for the dynamics in the plateau regimeusecdistances for which
Hx(r) is zero will not contribute to the relaxation. For the selftpaf the van Hove
function the dynamics involves displacements up to the mradiameter, whereas
for the distinct part it includes monomers up to about théhforeighbour shell. This
local character of the relaxation is a direct evidence ferdage effect.

The agreement between MCT and simulation, demonstrateid ifi Fis not limited
to the flexible bead-spring model. Simulations of semiflexibead-spring models
with rotational barrier 2] and of chemically reatisnodels, including 1,4 PBD
[E, @,], PS and P 8], generally find that many featofdhe spatiotemporal
relaxation in weakly supercooled polymer melts (i'e.2 Tc) are well described by
MCT (see however@?]). The main difference between thesdeatsand the flexible
bead-spring model is that two coexisting arrest mechanisimgamolecular barriers
and monomer caging—determine the structural relaxatidgheoformer, whereas only
caging operates for the flexible model. This interpretaisom key result of Refs@l,
B3] and of the recent work by Bernatetial [, [62] who also make the interesting
conjecture that, within MCT, the pertinent theoreticahfi@vork for polymer models
with internal rotational barriers are (so-called) higleder transition scenarioﬂl?],
as it appears to be the case for other systems with distirestanechanisms, such as
dense colloidal suspensions with short-range attracfi6d,[10F] or polymer mixtures
with strong dynamic asymmetrf [106, }¢7, [L08].

A distinctive feature of MCT is that the dynamics (beyond shert time regime)
is fully specified in terms of the liquid structure. This ogaghe way for an ab initio”
prediction of the simulated dynamics, solely based oncstapiut obtained from an in-
dependent simulation of the studied glass former. Suchamistic theory for the slow
relaxation of (nonentangled) polymer melts has been d eell] and compared to
simulations of a bead-spring model with= 10 [110,[64]. The comparison gives
semi-quantitative agreement between simulation and yhéor models with large ro-
tational barriers further complications might ari§e [62)5 an example, Fid] 7 shows
various MSDs, revealing the strengths and weaknesses apﬂreach@4]. Certainly,
the agreement for the monomer dynamics is very good. MCTritescthe dynamics
in the plateau regime, the following polymer-specific stiiodive increasegy ~ t%63
which is identified as a finitéd deviation from Rouse behaviour, and the faster motion
of the end monomeryy) relative to the central monomegs) of the chain. On the
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Figure 7: Simulation results for a flexible bead-spring modsg-log plot of the
monomer MSD (labeled M, left scale) and the MSD of the chai®ater of mass
(labeled C, right scale) versi with D being the diffusion coefficient of a chain. The
inset shows the ratig;(t)/gs(t) (end monomer MSD over middle monomer MSD).
The circle refer to the MD results at = 0.47 (T¢ ~ 0.45), the solid lines to the MCT
o master curve, and the dashed lines to the MCT predictiodsdimg the MCT3
process. The dash-dotted lines indicate the diffusive anoDt and the dotted line
shows the power law t%53 of Rouse-like motion. Figure taken frorh [64].
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other hand, the theory is not so satisfactory for the MSD efdhain’s center of mass
(gc). Besides underestimating the plateau height it does pobdeice the subdiffusive
center-of-mass motiofi [2h€ ~ t~°8) between the plateau and diffusive regimes.

The representation in Fi 7—that is, plotting the dataweBt with D being the
chain’s diffusion coefficient—facilitates the comparisafrthe time dependence in the
B and earlya-regimes, but camouflages a systematic deviation betwesartrand
simulation. MCT predicts that the relaxation timet, (q) has the sam& depen-
dence for all wave vectorg, whereas simulations, not only for flexible bead-spring
models [3b] but also for other glass formefs 111,112 £14,[11b], find that, for
wave vectors smaller than the positiginof the first maximum of static structure factor
increases on cooling more weakly than épr;, g*. This difference also implies a vio-
lation of the Stokes-Einstein relatiop [116, 117,]118],, itke product of the diffusion
coefficient (corresponding to the lingt— 0) and1q (q*) is not independent ofF .

This decoupling has been interpreted as a signature ofdeitrgly heterogeneous
dynamics in the liquid near its glass transitign [}1[17] 178,{£20]). The term “hetero-
geneous dynamics” means that a glass former igaontains subensembles of parti-
cles with enhanced or reduced mobility relative to the ayerdo reveal this dynamic
heterogeneity various methods were deplo [, 12€ljyd@ing filtering techniques
to track slow or fast particles, analysis of ensemble-ayealahree- or four-point cor-
relation functions|[12 12], or scrutiny of the self-paftthe van Hove correlation
function [111[11p[ 115].

Here we briefly discuss the approach of R 112] whishrecently been
applied to simulation data of a flexible bead-spring mod28]1 Following [113 [11]2]
we define the probability distributioR(Inr;t) of the logarithm of monomer displace-
ments in time by

P(Inr;t) = 4mr3Gg(r,t) , (5)

whereGg(r,t) is the self-part of the van Hove function, as before. Thidphility is
shown in Fig[B, together withy (t) and the non-Gaussian paramefer [111] 112]

/ _gM(t) 1
oit =25 (r=rom) -+ ©

wherer(t) denotes the position of a monomer at titneln the cold melt there are
clear deviations from Gaussian behaviour at all but thetskband longest times. The
non-Gaussian parameter is positive and has a maximum atitiméhe latee regime.
At this time the distributiorP(Inr;t) is very broad, exhibiting smalk ¢> v/6rs¢) and
large ¢ = 1) displacements. This hints at large, non-Gaussian fltionsin particle
mobility whenaj, peaks. On cooling toward; the broad displacement distribution
develops into a double-peak structure, indicative of laligparities in particle mobility.
Apparently, two populations of monomers coexist, “slowé&smwhich have not moved
much farther than 10% of their diameter in titjeand “fast” ones which have left their
cage and covered a distance of about their diameter or mdnis. bimodal character
of the structural relaxation is hard to predict from MGT [l i®uld be responsible for
the absence of the divergence of the relaxation timi,zand appears to be a general
feature of materials close to glass or jamming transitiI.
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Figure 8: Simulation results for a flexible bead-spring moé&eobability distribution
P(Inr;t) of the monomer displacements (left scale)lat 0.43 (T; ~ 0.415) fort =
10, 100, 250, 500, 1000, 1500, 2500, 5000, 10000, and 25006 (kft to right).
The thick dotted line showB(Inr;t) att = t}, the peak time ofb)(t). The dotted
curve fort = 25000 represents the Gaussian approximatiofefbrr;t). The vertical
dashed line indicates the displacement correspondingetd itdemann localization
lengthy/6rsc = 0.232. Right scale: Monomer MS@y (t) and non-Gaussian parameter
as(t) atT = 0.43. The vertical dotted line indicates the peak tithef aj(t) and the
horizontal dashed line the “plateau value26 Figure adapted fronj [1P3].
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3.2 Effects of confinement on glassy polymers
3.2.1 Brief overview of some experimental results

During the past fifteen years the impact of geometric confer@mn the glass tran-
sition has received considerable attention. The progresis field is described in
several comprehensive revievs|[£3,]1p4,]125] £26] 24, [128], The picture emerg-
ing from these studies is that glass formers confined to ramds dimensions may
exhibit deviations from bulk behaviour due to the interptdyspatial restrictions and
interfacial effects. The latter (nonuniversal) effecta casult from particle-substrate
interactions, confinement-induced changes of the liquigctire or polymer confor-
mations, density variations, etd. [13] 24], and often appedominate the behaviour
of the confined glass formdr [127].
These interfacial effects have an important impact on thegytransition of thin

polymer films. For films supported on a substrate, many Sh.@ [131] 132,
[144.]14

133, (T3 (T35 T34, 187 196,149, L0 4T {43 143), thoogll [144,[145), ind

reductions irly with decreasing film thickness)if the polymer-substrate attraction is
weak. This is also the case for one of the most extensivetijexdisystems, polystyrene
on a variety of substrate§ [12p, 141, 1$2,]1B4) 136, 139, [14b.[141[ 142,
]. Here mesurements of surface relaxation after naooaation [145] or of the
positional dependence @ [] further indicate that the depressionigfis related to
a “free-surface effect”: Monomers near the free surfaceapected to be more mobile
because they feel less steric contraints than their peetfseitbulk. This enhanced
mobility should lead to reductions ify.

Measurements of (the averagig)provide information on the dynamic reponse of
the polymer films on the time scale associated Vitlwhich depends on experimental
conditions, such as the cooling rafe [[L47]. Addltlonallye full structural relaxation
has also been explored by several techniglieg [126, 24]riicplar by dielectric spec-
troscopy [124] 13d, 134, 186, 148, 141,142 {49, [15h,[15}]. Dielectric spec-
troscopy allows for a simultaneous measuremerifoénd the relaxation spectrum,
even for thin films. A key finding of these studies is that th@rocess is broadened
relative to the bulk. It is possible to interpret this broaithgy as a consequence of
spatially heterogeneous dynamics in nanoconfinement.edntierfaces the segmental
dynamics can be enhanced (e.g. at the free surface) or stbovet(e.g. at an attractive
substrate) relative to the bulk. Chain segments in laygradg these interfacial lay-
ers should also have their dynamics perturbed, albeit tesefeextent, which will lead
to a still weaker perturbation for the next layer, and so dnis Tnterpretation implies
that there is a smooth transition from interface-inducetijpkations of the dynamics
to bulk behaviour with increasing distance from the inteefa Recently, this idea has
been exploited to analyze dielectric spectra of nanostradtdiblock copolymer melts
[], and it is also consistent with the positional depemesofTy found in ].

3.2.2 Simulation work on geometrically confined glass-foriimg polymer systems

Simulation studies of confined glass formers support thésnof an interface-induced
gradlent in relaxatlo 2] Many of these studies utilimm@e models, e. g binary

156] or bead-spring polymer modg L.
53 T 71453631700 171 173, (73,24 howeverl i},

of confinement in thin films b D 1@@ 6Bl 164] 165,
---8-7.@%11'“1 5. ok o oy
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Figure 9: Tc(h)/Te and Tg(h) /Ty (Tc and Ty denote the bulk values) versus rescaled
film thicknessh/hg. MD results for supported films (open circles), free-stagdilms
(shaded circles), and films confined between two smooth seulalls (filled circles)
are compared to the glass transition temperatligéls) of three studies: (i) Monte
Carlo simulations of a lattice model for free-standing ttagolypropylene (PP) films
[] (crosses). (ii) Experiments of supported atactic P$sfof low molecular weight
(open squares] [1B2]. (iii) Experiments of supported, highlecular weight PS films
[] (stars). The solid and dashed line show Eqs.DEq. 7 amﬂ,Erqspectively. The
vertical dotted line roughly indicates a film thickness ofrif. Figure adapted from

[L71).

containing nanofillers|[18d, 1Bf, 156]. The simulationsesva complex relaxation
behaviour on approach to the glass transition of the confgiass former and also
report shifts ofTy, qualitatively similar to the trends sketched above forezipents.
In the following we illustrate these results by some example

Figure[p compares the reductionfwith film thickness found in experiments on
supported PS films of low[[IB2] and high molecular weidht Jl&@h the Ty shifts
obtained from simulations of free-standing fil@], supported filmg 170,
], and films confined between two substrales|[166, 167& Stimulations study a
chemically realistic model of polypropylerle [177] or fleldtbead-spring model§ [1l66,
@,1], and use as a substrate completely smoothwiaith are either purely
repulsive or weakly attractive. Despite the obvious déferes between experimental
and computational systems—different polymers, absengeesence of a substrate,
etc.—a master curve for the reductionyfcan be constructed, Wy(h) is scaled by
the bulk value andh by a characteristic thickness that depends on the nature of
the system, but only (very) weakly on molecular weight. Timigster curve allows
us to compare the different systems, which is instructiveemeral respects. First,
the close agreement of the PS data for low and high molecudaghivsuggests that
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possible changes of the entanglement denity] [L37, 182hainconformation[[1§3,
] in thin films are probably not responsible for thgdepression. Furthermore,
the experimentally observel shifts have stimulated several attempts to model this

phenomenon theoretically [132, 1§4, 1LB5,]186) fL8§, 18P [1o1[ 197 193]. For
instance, based on a percolation model for slowly relaxmgains Long and Lequeux
(93] derive the formula (solid line in Fid] 9)

Tg(h) =Ty [1 (ﬁ—r?)é] (7)

originally suggested by Keddiet al as an empirical parametrization in their seminal
study on supported PS fiIm@ZQ]. An alternative paramedéiin was proposed by
Kim et al [[L34] (dashed line in Fid] 9)

T
To(h) = —2
o(n) 1+hg/h’

(8)

and an attempt was undertaken to justify this formula by eogastic capillary waves
model [L3p[184]. Figurf]9 shows both formulas and revealt for a typical range
of experimental film thicknesses, ¥5h/hy < 300, it is hard to decide whether E@| 7
or Eq.@ is more accurate. However, including the simulatdata forh < 10 nm,
Eq.[8 appears to provide the better description offthehift. Therefore, EJ] 8 will be
employed later (FidﬂZ) in an analysis of the lo€gabf simulated polymer films.

The explanation for thdy shift in the simulations rests upon the impact that the
boundaries exert, because the average behaviour of the &ilmd-so itsSl—aggregates
contributions from all layers in the film, and these layergehdistinct properties. This
can be illustrated by an analysis resolving structure amthohycs as a function of
distance from the boundaries. For flexible bead-spring risdeig. |1 shows two ex-
amples of such an analysis: the layer-resolved incohecaitesing functiomﬁ(t, ) at
g* (maximum ofS(q); cf. Fig.) for a polymer melt surrounding a highly facetedt
nearly spherical filler particle with a structured and attiree surface (panel (a)O],
and (pg* (t,z) for a polymer film supported by a smooth, weakly attractivbsttate
(panel (b)) [17].

For the polymer melt surrounding the nanofiller the scattgfunction, averaged
over all monomers (crosses in F@ 10(a)), displays featurgamiliar from the bulk.
The a-relaxation seems to occur in two steps, as if there were fatindt processes,
a fast one corresponding to a bulk-like phase far away frafitler and a slow one
associated with interfacial relaxation. The layer-resdlanalysis reveals that this in-
terpretation is misleading. The strongly stretched tathef average correlator results
from the smooth gradient in the decayq@(t,z) which slows down on approach to the
filler particle. References [18f, 181] show that the amgétof this tail can be tuned
by the monomer-filler interaction. Strong attraction letmla more pronounced tail;
vanishing attraction suppresses the tail. In the lattee,cm shape of the scattering
function is bulk-like.

Additional insight into the slow relaxation of particleséontact with a structured
wall was obtained from studies of the self-part of the van éltwnction [155[ 194,
[L93]. For times in ther regime and’ >> T, Gs(r,t) has a clear two-peak structure. The
first peak reflects particles that remain trapped in theiesawhile the second peak,
located on a length scale corresponding to the wall stracteveals that particles have
migrated to neighbouring wells. Evidence for this kind obfiping motion” is found
for a binary LJ mixture 5], for a polymer melt adsorbed ostructured surface
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Figure 10: (a) Layer-resolved incoherent scattering ﬁmmc{o;(t,z) atT =04 and

g = 7.08 (= maximum ofS(q)) for a bead-spring polymer melt surrounding an icosa-
hedral filler particle. The chain length i¢ = 20, the melt density ip = 1 (dashed
horizontal line in the inset), and the filler attracts the mmers more strongly than
they attract each other in the bulk. The solid lines and theases showg(t,2) for
different distancez from the surface of the filler particle. The location of thesffir
two layers is illustrated in the inset which depicts the mmeodensity profilg(z/Ry)
(Ry~2.17). The crosses indicate the average over all layers. &apapted frorﬂEZ].
(b) @5(t,2) at T = 0.42 andq = 6.9 (= maximum ofS(q)) for a bead-spring polymer
meltin a supported film of thickness= 20.3 (T; =~ 0.392).zdenotes the distance from
the (left) wall. qq‘i‘(t,z) is obtained as arygverage over all monomers which remain for
all times shown in a layer of widthz = 2 and centered & The average behaviour
of the film (average over all layers) is indicated by crossebthe bulk data by filled
circles. Inset: Monomer density profigz) versusz. The layers for whichgi(t, z) is
shown in the main figure, are indicated. Figure adapted fforg];
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Figure 11: Static structure fact&(q) for a bead-spring meltN = 10) in the bulk
(circles) and in supported film geometry (lines)Tat= 0.44 (T. = 0.405 in the bulk;
Te(h~7) ~ 0.361 in the film [17D]). For the filn§(q) is shown respectively for layers
in film center, at wall and at the free surface. At the free auefthe steep rise of
S(q) for small moduliq of the wave vector is due to capillary waves. For the bulk the
compressibility platealig T pk7 is indicated by a horizontal dotted line{( denotes
the isothermal compressibility). Inset: Same data as imthia figure, but in a log-log
representation. The smajlbehaviour expected from capillary wave theory is depicted
by a dashed lineyis the surface tension).

[L94] or for model of liquid toluene confined in cylindricalesopores[[195]. This
relaxation mechanism could be generic when a liquid may lotkregistry with the
surface topography, leading to a mechanism of structuralish down which coexists
with glassy arrest at low [[L96,[197]

A similar locking is not possible at the free surface or a stho@pulsive or weakly
attractive wall. In thin films, one therefore expects enteghdynamics relative to the
bulk. Figure(b) shows that this expectation is borne oufflexible bead-spring
models. For these models the free and smooth interfaceiate enviroments for
nearby monomers which tend to reduce the cage effect: Lpediad correlations on
the scaleg* of the maximum ofS(q) are weaker in the films than in the bulk at the
same temperature (Fif.]11). This is an important contrilgutactor to the enhanced
monomer dynamics found at both interfaces.

Figure[1(b) also shows that the interface-induced deriatfrom bulk dynamics
continuously turn into bulk-like relaxation with increagidistance from the bound-
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T. Figure adapted fronf [1}1].
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aries. The range of this crossover grows on cooling. Firélllstrates this point

by an analysis of the temperature dependence of the lagelvezla relaxation time,
T4(z, T). At high temperature,(z, T) slightly deviates from the bulk value near the
interfaces. With decreasing the interface-induced enhancement of the dynamics in-
creasingly penetrates into the film and eventually progegacross the entire system
for sufficiently lowT. This spatial dependence of(z T) can be modeled if two as-
sumptions are made: (i) The averaf¢h) of the film is given by Eq|:|8 and can be
written as a “democratic averagé” [193] of the loga(lz). That is,

T 2 [h2
) = e = h 9D ©)
which gives
’ T2 - Te(1+ho/2) (10)
T (1+hy/22)2

(ii) The second assumption is that the sole effect of thefiate is to shiffl; from the
bulk value toT;(z), whereas all other parameters determiningfhdependence ofy
remain the same as in the bulk. Here we modelThdependence by the MCT power
law

Tgulk
(T — Te(2)) Youlk

Figure demonstrates that EE[ 11 yields a reasonableipléserof the increase of
1, from the free surface to the center of the film (solid lineshia figure) [L711]. The

decrease of the relaxation time on approach to the free surface therefaresponds

to a decrease of the local glass transition temperatureidfitgtive agreement with the
experimental results of [1B9]

The propagation of enhanced or reduced mobility from thenbawy toward the
interior of the film has also been observed in other simutetion freely-standing
[] and supported polymer filmm64]. These studies edraut a cluster analy-
sis, of highly mobile monomers in the case of the freely-ditag film and of immobile
monomers for the supported film. In both cases, it was fouatidlusters start at the
interface and penetrate into the film.

In summary, simulation studies suggest that confined (petighliquids display
complex relaxation behaviour on approach to the glassitrambecause of the in-
terplay of bulk-like slowing down of the dynamics and intaifal effects. Interfaces
can enhance or retard the relaxation relative to the bullkhaBoed relaxation may be
expected for smooth or free interfaces, whereas strongclgasubstrate attraction or
particle caging in cavities of the substrate tend to slow midke dynamics. These
interface-induced perturbations smoothly transitiomfrthe boundaries to the interior
of the confined liquid. The range of this gradient grows onlicgcso that the perbur-
bations can propagate across the entire liquid for suffilistrong confinement or low
T. Similar interfacial effects may also be important for tmalysis of other problems,
for instance, for solvent evaporation from (spincoatedyper films ] or for
the modeling of the hydrodynamic boundary conditions inroflaidic devices[[198].
Therefore, it appears that those theoretical approacheishwireat the interplay of
boundary effects and glassy slowing-down of the dynamidhersame (microscopic)
footing, are most likely to advance our understanding is field. Folding in boundary
effects is certainly a major challende [199, [I06]197]. Sations of model systems—
as those reported here—should be helpful for the developafsuch theories.

(2 T) = (11)
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4 Studies of the glassy state

Molecular simulations are intrinsically limited in termftimne scales. Therefore study-
ing the glassy state, in which the relaxation time scalesbgirdefinition extremely
large, could seem to be out of reach for this kind of numeapgaroach. Paradoxically,
however, the fact that the intrinsic time scales of the systee large brings the simu-
lations very close to actual experiments. The importarttifathat, deep in the glassy
state, segmental relaxation tim@OO] greatly exceed that experimental and the
simulation time scales. For both laboratory and computpegrents, a time window
is probed where segmental polymer motions are frozen angeheam-equilibrium phe-
nomena associated with the glassy state are observed. Tihéssize is then rather a
matter of sample preparation, which is usually done with Imfaster quenching rates
in computer experiments (cf. Sel.l). As we will seeWelt turns out that the
mechanical behaviour is not strongly affected, at least@iaitative level, and that
simulations can therefore be used to analyse the struatgreng@chanical response of
the glassy state with some confidence.

4.1 Small deformations

We start our discussion by considering the small strairstielpart of the mechanical
response of a polymer glass, which can be described at th®stapic scale by linear
elasticity. It is now well recognized that, in spite of themogeneity in density, glassy
materials are heterogeneous at the nanoscale in termsioélhgtic properties. This
heterogeneity is reflected indirectly in some vibratiorralgerties (e.g., the Boson peak
[@]), and is most obviously revealed by simulation, tHiives one to compute elas-
tic constants and study elastic response at various s@0@% [For polymer glasses,
the first study of that kind was presented in r 20dptving earlier studies
that indicated size dependent results for the elastic aatsbf nanometric systems
[R03]. This study, which uses a simple definition of localséitaconstants based on
a local calculation of the usual fluctuation formulge [20@84R shows clearly that the
material is inhomogeneous at scales of the order of 5 to 10omeric sizes. Small
regions displaying negative elastic constants and thexefould be unstable if they
were not surrounded by regions with large local moduli. Brespects are not specific
to polymer systems, but can be observed in simple moleculaetallic glass formers
[R07,[20B], and using more sophisticated definitions of trwal elastic moduli, which
points to their universal character. However, they arei@adrly important when the
polymer glass is cast in the form of a nanostructure, as theharécal failure of such
structures will be strongly affected by the presence oftielagterogeneities.

While the response of a polymer glass for deformations smtibn a few percent
can be described as elastic from a macroscopic viewpoimtaleld microscopic stud-
ies show that irreversible rearrangements take place atdowerature even for very
small deformations8]. This irreversible behaviour@sponsible for a dissipative
part or the mechanical response, sometimes described lastiig. Ultimately, this
dissipation is associated with strongly localized plastients that involve only a few
monomers, and can be thought as the precursors of the digsipeocesses that take
place under larger deformation.

Two specificities of polymer glasses,already mentionedeiut.@, are the in-
terest for thin films and the ability to introduce variousegpf additives, from small
molecules to nanoparticle fillers. Relatively few studies eoncerned with the thin
film modifications of the glassy state itself. Jain and de ®#09] showed that the
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vibrational density of states is modified compared to theesgtass in the bulk. In
particular, the usual excess of low frequency modes obdéenvglasses (the so called
boson peak) is enhanced in free standing thin films. Thigsme of the soft modes, low
frequency part of the spectrum is consistent with a negatiifeof the glass transition
temperature. As the strength of the boson peak is in gersenahected to a decreased
fragility (in the sense of Angell’s classification of glasssee @2], this points to a
reduction in fragility with film thickness.

Many studies on the other hand have been devoted to the naiiifiof the glassy
state under the influence of nanometric filler particles|[fi&3,[21D]. As discussed in
Sect.[3.2] (see Fi§. 110), the vicinity of fillers was showmrtodify the dynamics of
the polymer, with a slowing down and a shift of the glass titeorstemperature in the
case of attractive interactions. From the mechanical pafiniew, it was also shown
that the presence of attractive fillers results in the preserf a layer with enhanced
mechanical properties (higher local moduli) [P{1,]210] amatdifies the structure of
the entanglement network [412]. The spatial extension isf lyer is of the order
of a few monomer diameters and does not depend on the padities as soon as
the latter exceeds 2 to 3 monomer size. As a result the mesdigmoperties of the
composite are enhanced, however for a well dispersed cdtapgbs enhancement
remains moderate. Note that the existence of a glassy layend the nanoparticles is
expected to affect the properties of the nanocompositelyiaghe region of the glass
transition, where the contrast between this layer and tteofehe polymer is maximal
[R13.[21}]. As for polymer films, the fragility (inferred froboson peak strength and
position) appears to be decreased with respect to the piymen

Further studies of weak deformation include the influenceroéxternal strain on
the microscopic dynamic5] (in fact the latter studyagtends to large, uniax-
ial deformations) , and the evolution of the creep compkangon aging[[216]. It is
found a finite strain rate accelerates the segmental dysamieasured by the bond
orientation relaxation time- , whether the correspondingjs is positive (dilation) or
negative (compression). This symmetry between compnessid dilation is indica-
tive of a stress induced modification of the potential enéaiggscape, with the applied
stress lowering the local barriers and accelerating thengadynamics. Free volume
considerations, on the other hand, would not explain sugimaretry [215]. Acceler-
ation of the dynamics under load (sometimes described asHamcal rejuvenation”)
is also observed in the aging study of r@lG], in whichdheep compliancé(t, ty,)
of a simulated polymer is also shown to be well accountedyahb classical descrip-
tion of Struik ], in which the creep compliance is deked as a scaling function
J(terf /th) wheret,, is the aging time, antkss = /¢ (twt%)udt’. This result again
shows that, in spite of the wide difference in time scales phenomenology of glassy
polymers is reproduced by simulation work. It should alssb#ced ] that the
relation between segmental mobility and strain rate is digeendent on the general
strain history, so that, in contrast to the usual assumsgtidrEyring’s theory, no sim-
ple mechanical variable can relate to the local mobilitycéte theoretical approaches
[@], based on nonlinear Langevin equation descriptiosegfmental dynamics, go
beyond the simple Eyring description and account for thisgigehaviour.

Finally, a rich and promising domain for simulation is thadst of the complex
effects of small molecules on the glass transition and orgthssy state. Such small
molecules can be described as solvent, plasticizers gulasticizers, and in general
their presence leads to an acceleration of the dynamics atetr@ase in the glass
transition More precisely, plasticization of the polymezans that the solvent does not
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only decreasdy, but also softens the polymer glass by reducing the elastidutn
Besides this normally encountered case, there are alsensysh which the solvent
antiplasticizes the polymer. That is, the solvent decie&gebut increases the elastic
moduli of the polymer glass. The origin of this antiplastiog effect has recently been
studied by simulation{ [2]L9, 220], and appears to be due tora efficient packing
associated with solvent molecules smaller than the monansenall molecule fit into
the "holes” of the polymer melt, and increase the elastiffngtss. However, their
mobility also facilitates segmental mobility. Both for giasticizers and plasticizers,
a strongly heterogeneous dynamics of the solvent moletidsdeen reportemzo,
]. The corresponding dynamical correlation length isda@er decreased in the
presence of antiplasticizres, with a fragility of the systihat is also decreased.

4.2 Large deformations and strain hardening

The mechanical properties of glassy polymers at large deftions were first inves-
tigated in the pioneering work of Rottler and Robbi ,122B] 224], and their
results were subsequently reproduced in a number of st{iie®2%]. Beyond the
peak stress, whose actual amplitude depends on the sttaimra logarithmic way,
as in simple glasses, the stress strain behaviour depentife dype of sollicitation.
In pure shear or in simulations of a tensile test under talagdnditions, the plastic
flow proceeds through a cavitation of cavities and subsedagenation of fibrils. The
drawing of these fibrils is essentially at constant stresss phenomenon is discussed
in detail by Réttler[2r] Under uniaxial, almost volume senving conditions (Poisson
ratio close to 1/2), a marked strain hardening is observedfie plastic stress increases
with strain with a dependency that is close to linear. Theesponding deformation,
however, is very far from elastic, and essentially non recable.

This peculiar property of polymer glasses, which stronglgtdbutes to their prac-
tical applications, is the existence of the strain hardgnégime at large deformation.
Large strain-hardening effect prevents the strain loatitn and leads to a tough re-
sponse of the polymeric material; the material breaks ofigr @ significant plastic
strain, as in the case for polycarbonate. For brittle polgnas atactic polystyrene,
the strain-hardening effect is usually too weak, which $etada brittle fracture due to
crazes formation within a few percent of strain. Undersitagndhe microscopic ori-
gin of the strain-hardening effect provides a strategy few tailor-made polymeric
materials.

The microscopic origin of this regime has been clarified aabently, thanks - to a
large extent - to numerical simulations. Both the genenieats of this phenomenon,
and the way strain-hard and strain-soft polymer materidflsrdn terms of segmental
mobility and energetics, have been investigated by exteMdD simulations.

Before we discuss simulation results, let us recall the fapubber elasticity mod-
els ] which predicts that the hardening moduBysvaries linearly with tempera-
ture T and entanglement densipg, Gy, = peksT. Experimental values, however, are
two orders of magnitude larger, and, more important, shosvedese with increasing
T [,]. To take the dissipative nature of the plastiodehtion into account
the rubber elasticity model describes the stress-stréatior in the strain-hardening
regime with the help of two contribution@ZG].

o=0ov+c(A2-27Y (12)

The first part is a constant dissipative stregs, due to the presence of energy
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Figure 13: Snapshots of three configurations of a polymessglaitial undeformed
state (up), uniaxially deformed configuration (left), anebtially deformed configura-
tion (right). Both deformed configurations correspond tdrais of 50% along the
axis of the simulation box. The simulation results are of#difrom a flexible bead-
spring model Nl = 100) atT = 0.2 (Tg ~ 0.43). Figure taken frorrm6].

27



barriers. The second is the strain-dependent part, whitttoisght to be described by
rubber-elasticity theory and represents the strain-mandeeffect. In this description
the strain-hardening modulus is not affected by thermaitivated processes.

However, recent experiments demonstrate that such a pesarfor the strain-
hardening partis invalid; the strain-hardening modulusdiearacteristics of a thermally-
activated process, and decreases for higher tempera@]s [Secondly, at higher
strain rate the strain-hardening modulus incre [28®Blough for some polymers
the dependency on strain rate is rather W [231]. Thigas® can be interpreted in a
very elementary manner within a barrier-crossing, Eyrikeg picture, which however
as discussed above is known to be oversimplified. Finakyettternal pressure affects
the strain-hardening modulus as well. A higher externadsuee leads to an increase
in the strain-hardening modul@SZ]. Again, this behavis typical for thermally-
activated processes. All these three observations onrhie-$tardening modulus are
not present within the classical rubber theory. The failofreubber-elasticity theory
is due to the essential difference between a rubbery statie,many possible chain
conformations between cross-links, and a non-ergodisyglstate where chain confor-
mations are practically frozen, and transitions betwe#areint conformations are not
possible. Deformation of the polymer glass facilitatesth#ransitions and is accom-
panied with the energy dissipation. The work for this irmsigle energy dissipation is
reflected in a dissipative stress, which is absent in thegublasticity theory. The dis-
sipative nature of a polymer strain-hardening is confirmgeiperiments. It is found
that for PC and PS at large (15— 30%) strains[23d, 2§, 2B4]) more work is dissipated
through heat than converted into internal energy.

The increase in stress for larger strains in combinatioh e dissipative nature
of the stress in the strain-hardening regime suggest tbat ik an increase in the rate
of energy dissipation, i.e., more energy per unit of straingeded for more stretched
samples to stretch them further. This picture is supporiethb computer simula-
tions of Hoy and Robbin5], who showed that the dissipagiress increases with
larger strain and that at zero temperature the stress wedlglicorrelated to the rate of
changes in Lennard-Jones (LJ) binding. Their more recemilakions of polymer toy
models also demonstrated that most of the stress at lagjessts due to dissipation.
(238, [236].

If the rubber elasticity theory is invalid, what is then thalypner-specific part of
the strain-hardening modulus? Simulations of the mecladieformation of simple
molecular glasses show no strain harden[237]. HencesHort polymer chains
the amount of strain hardening is expected to be small as Melleover, experiments
[228] and simulations[[238] show that the strain hardenirgluius is positively cor-
related with the entanglement density. Therefore one égplee strain hardening phe-
nomenon to disappear progressively as the chain lengthtdalbw the entanglement
threshold. Simulations show that this is indeed the casa nindel polymer glass, Hoy
and Robbing[235] demonstrated that there is a gradualdseria the strain-hardening
modulus as a function of chain length for chains up to abaeetitanglement length.
For longer chains saturation in the modulus occurs. Sitgjlar MD simulations of
atactic ponstyrendES] only a weak strain hardening waseoled for chain lengths of
80 monomers, below the experimentally observed entanglelmegth of about 128—
139 monomerq [239, 2K0].

In the simulations of ref. 5] it was also observed thatdhrain hardening is
more correlated with the change in the end-to-end distahttee@olymer chains than
with the change in the global sample size. If the sample siziecreasing while the
end-to-end distance does not, then the stress does nca$acre
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After the fundamental aspects of strain hardening have bleeified using simula-
tions of simple, coarse-grained models, more detailedestutsing realistic models are
required to understand the influence of chain architeckoeexample, it is known that
polymers with a larger persistence length often have a higth&n-hardening modulus
[]. It was even shown by molecular-dynamics (MD) simiolas that if the persis-
tence length of a polyethylene-like polymer is artificialhcreased by changing the
trans-to-gauche ratio, the strain-hardening modulusefdisulting material increases
as well ]. That example illustrates that the straindeaing modulus depends on
the conformation of the chain, which is frozen in the gladsyes The changes in this
conformation are associated with plastic events, thatweva collective nanoscale seg-
mental dynamics of individual or neighbouring chains. Uistending the differences
in local mobility and dynamics for chemically different galers under large defor-
mations, and how it relates to the different mechanical attaristics, is therefore an
important question, which has been studied in relativelydases.

As an example of such studies, and of the possibilities effdry simulation, we
consider the extensive studies in refs. [442,[48] £32, 2430 glassy polymers that
vary greatly in their strain-hardening moduli, viz. polygtne (PS) and polycarbonate
(PC, of which the modulus is more than a factor of two hig?; Molecular-
dynamics simulationg [24§, W8, 232] have reproduced theserenental findings qual-
itatively, with a strain-hardening modulus of polystyrehat is much lower than that of
polycarbonate, as shown in figUrd 14. They also allow oneotity the microscopic
mechanisms responsible for the observed difference inttheshardening modulus.
In particular, they show the rate of non-affine displacemméat local plastic events)
increases with larger strain, and that the increase isidogd>C. The non-affine dis-
placements of particles are due to restrictions and hirdsnin particular from cova-
lent and steric interactions. These restrictions are méhg important at the scale of
the covalent bond. If particles would displace affinely,riftiee equilibrium value of
this chemical bond would be excessively disturbed. To ameent the bond stretch,
the bond vector will not move affinely with the deformationt rAuch larger length
scales the situation is different. For a long chain the mdeconformation can be ad-
justed, while still obeying to the equilibrium length of tbevalent bond. The effective
spring constant associated with the end-to-end distanceich less stiff. Moreover,
due to the glassy state the relaxation time of spontaneausregements at the scale of
the whole chain greatly exceeds experimental and simulgitioe scales . Therefore,
the end-to-end distance cannot adjust back towards thétegumn value by means of
spontaneous relaxations. Hence the end-to-end distatideli@iv the imposed defor-
mation much more affinely. So we expect a more affine resp@sseg probe larger
length scales.

This expectation is borne out by a detailed study of the affraracter of the de-
formation of the polymer chain, as a function of the interiatance along the chain
[R43]. At the scale of 100 chemical bonds, it is found thatdeéormation is essen-
tially affine up to about 15% strain for both PS and PC, while &trongly non affine
already at this strain at the scale of 30 bonds, seeEig. I3afger strains the relative
deviation from affinity becomes larger for even long enoud®0( backbone bonds)
chains. This effect is present in both PS and PC, the difterdreing in the magni-
tude of the effect. For an internal distance of 30 monomenitsythe deformation
of the polycarbonate chain is only 30% of the affine value arairs of 50%, while
in polystyrene under the same conditions the chain defoom& 50% of the affine
value. This is because at the scale of the Kuhn length a claainat be stretched any
further. As the Kuhn length of polycarbonate is alreadydattyan that of PS and the
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Figure 14: The von Mises equivalent true streses. straingeng for PS and PC. Solid
lines are fits to Edﬂz. Fit rangedsng= 0.3-0.8. Note that the strain-hardening mod-
ulusGy, for PC (19 MPa) is almost twice that of PS (11 MPa), while tlesitrapolated
offset yield valuessy are about the same (PC: 88 MPa; PS: 86 MPa). Adapted from

ref. [233]
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total non-affine displacement of PC is to a large extent détexd by the backbone
atoms, the increase in the effective stiffness length léads increase in non-affine
displacement, more energy dissipation and hence a higlagm-$tardening effect. For
polystyrene the Kuhn length is small and the major part of-affime displacement
is not caused by the backbone. Hence the expected incre#ise éffective stiffness
length during deformation does not lead to a substantiaéage in plastic flow, so that
at moderate strains PS behaves more like a simple glassuvghain hardening, as
opposed to polycarbonate.

5 Perspectives

The present review has attempted to describe some aspdhtsmaicent progresses in
our understanding of glassy polymers that have been olotdioe simulation work,
with a particular focus on microscopic dynamic, glass tittersand mechanical prop-
erties. The results obtained in the past ten years showhiatrmnulations have reached
a state of maturity that allows them to address and clarifydartant issues in the field,
in spite of the obvious limitations in terms of length and discales. While the il-
lustrative examples we have chosen were relatively sintipd, show that the general
phenomenology of the glass transition and the propertigheflassy state can be
accounted for using molecular simulations, in spite of #latively small time scale
that can be considered in such simulations. We would likddeecthe discussion by
suggesting some directions for future research, which wievgewill be soon - or
are already - within the capabilities of state of the art dations, and correspond to
problems of practical or fundamental interest.

A major ingredient of the physics of glassy polymers - andengemerally of glassy
systems - is the so called "time temperature superpositimtiple” which assumes
that relaxation processes can be rescaled by using a siagiperature dependant re-
laxation timet, (T ). While this "principle” is widely used to produce frequertspen-
dent relaxation function from data taken at various tempeeait is also well known to
be applicable at best in the frequency region corresportditttea peak, presumably
only aboveT;. It is a challenge to understand the molecular mechanismerlying
this superposition principle and the deviations therll A prominent feature of
polymeric glasses is the observation of secondary relaxat higher frequency, the
Johari-Goldsteir8 processes (see 81.2). The associated relaxaties tirarge
with the o relaxation times typically at temperatures 08T, and the associated time
scales are of the order of 1910~ "s at such temperatures. Such time scales are be-
ginning to be in the range attainable by MD simulations, & fat should allow one
to clarify the molecular origins of secondary relaxatiahgjr relation to the existence
of side groups, to torsional modes, and other interpretatibat have been put forward
[]. Molecular simulation, by the flexibility it offers tblock specific motions and
to control chain properties at various scales of coarsengigi should also allow one
to investigate the putative relations between these secpmdlaxations, fragility, and
mechanical properties.

Nanocomposites and thin films have already been the sulfjaactember of simu-
lation studies (see Se2.2). Still, the precise meashathat give rise to reinforce-
ment and nonlinear behaviour in nanocomposites, and talageef the dynamics in
thin films, remain to be elucidated in detail. In particulfar, entangled polymers it
can be expected that the presence of interfaces modifieghmtiharacteristics of the
entanglement network and the monomeric friction coeffitsieihe interplay between
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these different aspects could, in principle, be elucidétesimulations of entangled
systems. Again, the simulation times needed to explore ghiehomena are extremely
large, but, with the development of advanced simulatioortigns—as those alluded
to in Sect[P—and the increase of computer power they aréngiao be within the
attainable range.

Finally, we note that many polymer materials of practic&iest display a mixed
structure, being either partially crystalline with an aptoous fraction, or chemically
inhomogeneous with phases (or microphases in the caseal @dpolymers) display-
ing different mechanical properties, e.g. glassy and robb&he properties of the
resulting nanocomposites have, up to now, received littention from the standpoint
of molecular simulation (see howevér [108,11p7,]246]). Tamylikely to be strongly
influenced, especially for large deformations, by the ipitgr between chain architec-
ture and material nanostructure. Another interesting phesmon of that kind is strain
induced crystallisation, which plays an important rolehie strain hardening of some
specific polymer. The capability of molecular simulatiord&scribe polymer crystal-
lization has been recently demonstrafgd]{, 8] 247, sattiesstudy of strain induced
crystallisation -as well as studies of semi crystallineggseappears to be an interesting
goal for the future.
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