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Optimal consumption and investment with
bounded downside risk for power utility
functions

Claudia Klüppelberg and Serguei Pergamenchtchikov

Abstract We investigate optimal consumption and investment problems for a Black-
Scholes market under uniform restrictions on Value-at-Risk and Expected Shortfall.
We formulate various utility maximization problems, whichcan be solved explicitly.
We compare the optimal solutions in form of optimal value, optimal control and
optimal wealth to analogous problems under additional uniform risk bounds. Our
proofs are partly based on solutions to Hamilton-Jacobi-Bellman equations, and we
prove a corresponding verification theorem.

Key words: Portfolio optimization, Stochastic optimal control, Riskconstraints,
Value-at-Risk, Expected Shortfall
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1 Introduction

We consider an investment problem aiming at optimal consumption during a fixed
investment interval[0,T] in addition to an optimal terminal wealth at maturityT.
Such problems are of prime interest for the institutional investor, selling asset funds
to their customers, who are entitled to certain payment during the duration of an
investment contract and expect a high return at maturity. The classical approach to
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this problem goes back to Merton [10] and involves utility functions, more precisely,
the expected utility serves as the functional which has to beoptimized.

We adapt this classical utility maximization approach to today’s industry prac-
tice: investment firms customarily impose limits on the riskof trading portfolios.
These limits are specified in terms of downside risk measuresas the popular Value-
at-Risk (VaR) or Expected Shortfall (ES). We briefly commenton these two risk
measures.

As Jorion [5], p. 379 points out, VaR creates a common denominator for the
comparison of different risk activities. Traditionally, position limits of traders are
set in terms of notional exposure, which may not be directly comparable across
treasuries with different maturities. In contrast, VaR provides a common denomina-
tor to compare various asset classes and business units. Thepopularity of VaR as
a risk measure has been endorsed by regulators, in particular, the Basel Commit-
tee on Banking Supervision, which resulted in mandatory regulations worldwide.
One of the well-known drawbacks of VaR is due to its definitionas a quantile. This
means that only the probability to exceed a VaR bound is considered, the values of
the losses are not taken into account. Artzner et al. [1] proposes as an alternative
risk measure the Expected Shortfall, defined as the conditional expectation of losses
above VaR.

Our approach combines the classical utility maximization with risk limits in
terms of VaR and ES. This leads to control problems under restrictions on uni-
form versions of VaR or ES, where the risk bound is supposed tobe in vigour
throughout the duration of the investment. To our knowledgesuch problems have
only been considered in dynamic settings which reduce intrinsically to static prob-
lems. Emmer, Klüppelberg and Korn [4] consider a dynamic market, but maximize
only the expected wealth at maturity under a downside risk bound at maturity. Basak
and Shapiro [2] solve the utility optimization problem for complete markets with
bounded VaR at maturity. Gabih, Gretsch and Wunderlich [3] solve the utility opti-
mization problem for constant coefficients markets with bounded ES at maturity.

In the present paper we aim now at a truly dynamic portfolio choice of a trader
subject to a risk limit specified in terms of VaR or ES. We shallstart with Merton’s
consumption and investment problem for a pricing model driven by Brownian mo-
tion with càdlàg drift and volatility coefficients. Such dynamic optimization prob-
lems for standard financial markets have been solved in Karatzas and Shreve [7]
by martingale methods. In order to obtain the optimal strategy in “feedback form”
basic assumption in [7] on the coefficients is Hölder continuity of a certain order
(see e.g. Assumption 8.1, p. 119). In the present paper we useclassical optimization
methods from stochastic control. This makes it possible to formulate optimal solu-
tions to Merton’s consumption and investment problem in “explicit feedback form”
for different power consumption and wealth utility functions. We also weaken the
Hölder continuity assumption to càdlàg coefficients satisfying weak integrability
conditions.

In a second step we introduce uniform risk limits in terms of VaR and ES into
this optimal consumption and investment problem. Our risk measures are specified
to represent the required Capital-at-Risk of the institutional investor. The amount



Consumption and investment with bounded downside risk 3

of required capital increases with the corresponding loss quantile representing the
security of the investment. This quantile is for any specifictrader an exogeneous
variable, which he/she cannot influence. Additionally, each trader can set a specific
portfolio’s risk limit, which may affect the already exogeneously given risk limit of
the portfolio. A trader, who has been given a fixed Capital-at-Risk, can now use risk
limits for different portfolios categorizing the riskiness of his/her portfolios in this
way.

It has been observed by Basak and Shapiro [2] that VaR limits only applied at
maturity can actually increase the risk. In contrast to thisobservation, when work-
ing with a power utility function and a uniform risk limit throughout the investment
horizon, this effect disappears; indeed the optimal strategy for the constrained prob-
lem of Theorem 5 given in (3.21) is riskless for sufficiently small risk bound: For
a HARA utility function, in order to keep within a sufficiently small risk bound, it
is not allowed to invest anything into risky assets at all, but consume everything.
This is in contrast to the optimal strategy, when we optimisethe linear utility, which
recommends to invest everything into risky assets and consume nothing; see (3.12)
of Theorem Th.3.1

Within the class of admissible control processes we identify subclasses of con-
trols, which allow for an explicit expression of the optimalstrategy. We derive re-
sults based on certain utility maximization strategies, choosing a power utility func-
tion for both, the consumption process and the terminal wealth. The literature to util-
ity maximization is vast; we only mention the books by Karatzas and Shreve [6, 7],
Korn [8] and Merton [10]. Usually, utility maximization is based on concave util-
ity functions. The assumption of concavity models the idea that the infinitesimal
utility decreases with increasing wealth. Within the classof power utility functions
this corresponds to parametersγ < 1. The caseγ = 1 corresponds to linear utility
functions, meaning that expected utility reduces to expected wealth.

Our paper is organised as follows. In Section 2 we formulate the problem. In
Section 2.1 the Black-Scholes model for the price processesand the parameter re-
strictions are presented. We also define the necessary quantities like consumption
and portfolio processes, also recall the notion of a self-financing portfolio and a
trading strategy. Section 2.2 is devoted to the control processes; here also the dif-
ferent classes of controls to be considered later are introduced. The cost functions
are defined in Section 2.3 and the risk measures in Section 2.4. In Section 3 all op-
timization problems and their solutions are given. Here also the consequences for
the trader are discussed. All proofs are summarized in Section 4 with a verification
theorem postponed to the Appendix.
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2 Formulating the Problem

2.1 The Model

We consider a Black-Scholes type financial market consisting of oneriskless bond
and severalrisky stocks. Their respective prices(S0(t))0≤t≤T and(Si(t))0≤t≤T for
i = 1, . . . ,d evolve according to the equations:





dS0(t) = rt S0(t)dt , S0(0) = 1,

dSi(t) = Si(t)µi(t)dt + Si(t) ∑d
j=1 σi j (t)dWj(t) , Si(0) = si > 0.

(2.1)

HereWt = (W1(t), . . . ,Wd(t))
′ is a standardd-dimensional Brownian motion;rt ∈R

is the riskless interest rate, µt = (µ1(t), . . . ,µd(t))
′ ∈ R

d is the vector ofstock-
appreciation ratesandσt = (σi j (t))1≤i, j≤d is the matrix ofstock-volatilities. We
assume that the coefficientsrt , µt and σt are deterministic functions, which are
right continuous with left limits (càdlàg). We also assume that the matrixσt is non-
singular for Lebesgue-almost allt ≥ 0.

We denote byFt = σ{Ws,s≤ t}, t ≥ 0, the filtration generated by the Brownian
motion (augmented by the null sets). Furthermore,| · | denotes the Euclidean norm
for vectors and the corresponding matrix norm for matrices.For (yt)0≤t≤T square

integrable over the fixed interval[0,T] we define‖y‖T = (
∫ T

0 |yt |
2dt)1/2.

For t ≥ 0 let φt ∈ R denote the amount of investment into bond and

ϕt = (ϕ1(t), . . . ,ϕd(t))
′ ∈ R

d

the amount of investment into risky assets. We recall that atrading strategyis an
R

d+1-valued(Ft )0≤t≤T -progressively measurable process(φt ,ϕt)0≤t≤T and that

Xt = φt S0(t) +
d

∑
j=1

ϕ j(t)Sj(t) , t ≥ 0,

is called thewealth process. Moreover, an(Ft)0≤t≤T -progressively measurable
nonnegative process(ct)0≤t≤T satisfying for the investment horizonT > 0

∫ T

0
ct dt < ∞ a.s.

is calledconsumption process.
The trading strategy((φt ,ϕt))0≤t≤T and the consumption process(ct)0≤t≤T are

calledself-financing, if the wealth process satisfies the following equation

Xt = x+
∫ t

0
φudS0(u) +

d

∑
j=1

∫ t

0
ϕ j(u)dSj(u) −

∫ t

0
cudu, t ≥ 0, (2.2)
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wherex> 0 is the initial endowment.
In this paper we work with relative quantities, i.e. with thefractions of the wealth

process, which are invested into bond and stocks; i.e., we define for j = 1, . . . ,d

π j(t) :=
ϕ j(t)Sj(t)

φt S0(t) + ∑d
j=1 ϕi(t)Si(t)

, t ≥ 0.

Thenπt = (π1(t), . . . ,πd(t))
′, t ≥ 0, is called theportfolio processand we assume

throughout that it is(Ft )0≤t≤T -progressively measurable. We assume that for the
fixed investment horizonT > 0

‖π‖2
T :=

∫ T

0
|πt |

2dt < ∞ a.s. .

We also define with1= (1, . . . ,1)′ ∈ R
d the quantities

yt = σ ′
t πt and θt = σ−1

t (µt − rt 1) , t ≥ 0, (2.3)

where it suffices that these quantities are defined for Lebesgue-almost allt ≥ 0.
Taking these definitions into account we rewrite equation (2.2) for Xt as

dXt = Xt (rt + y′t θt)dt − ct dt + Xt y′t dWt , t > 0, X0 = x> 0. (2.4)

This implies in particular that any optimal investment strategy is equal to
π∗

t = σ ′−1
t y∗t , wherey∗t is the optimal control process for equation (2.4). We also

require for the investment horizonT > 0

‖θ‖2
T =

∫ T

0
|θt |

2dt < ∞ . (2.5)

Besides the already defined Euclidean norm we shall also use for arbitraryq≥ 1 the
notation‖ f‖q,T for theq-norm of( ft ), i.e.

‖ f‖q,T =

(∫ T

0
| ft |

qdt

)1/q

. (2.6)

2.2 The Control Processes

Now we introduce the set of control processes(yt ,ct)0≤t≤T . First we choose the
consumption process(ct)0≤t≤T as a proportion of the wealth process; i.e.

ct = vt Xt ,

where(vt)0≤t≤T is a deterministic non-negative function satisfying



6 Claudia Klüppelberg and Serguei Pergamenchtchikov

∫ T

0
vt dt < ∞ .

For this consumption we define thecontrol processς = (ςt )0≤t≤T asςt = (yt ,vtXt),
where(yt)0≤t≤T is a deterministic function taking values inRd such that

‖y‖2
T =

∫ T

0
|yt |

2dt < ∞ . (2.7)

The process(Xt)0≤t≤T is defined by equation (2.4), which in this case has the
following form (to emphasize that the wealth process corresponds to some control
processς we writeXς )

dXς
t = Xς

t (rt − vt + y′t θt)dt + Xς
t y′t dWt , t > 0, Xς

0 = x. (2.8)

We denote byU the set of all such control processesς .
Note that for everyς ∈ U , by Itô’s formula, equation (2.8) has solution

Xς
t = xeRt−Vt+(y,θ)t Et(y) , (2.9)

where

Rt =

∫ t

0
rudu, Vt =

∫ t

0
vudu and (y,θ )t =

∫ t

0
y′u θudu. (2.10)

Moreover,E (y) denotes the stochastic exponential defined as

Et(y) = exp
(∫ t

0
y′udWu−

1
2

∫ t

0
|yu|

2du
)

t ≥ 0.

Therefore, for everyς ∈ U the process(Xς
t )0≤t≤T is positive and continuous.

We considerU as a first class of control processes for equation (2.4), for which
we can solve the control problem explicitly and interpret its solution. This is due
to the fact, as we shall see in Section 2.4, that because of theGaussianity of the
log-process we have explicit representations of the risk measures.

It is clear that the behaviour of investors in the model (2.1)depends on the coeffi-
cients(rt)0≤t≤T , (µt)0≤t≤T and(σt )0≤t≤T which in our case are nonrandom known
functions and as we will see below (Corollary 3) for the ”equlibrate utility func-
tions” case optimal strategies are deterministic, i.e. belong to this class.

A natural generalisation ofU is the following set of controls.

Definition 1. Let T > 0 be a fixed investment horizon. A stochastic control process
ς = (ςt )0≤t≤T = ((yt ,ct))0≤t≤T is calledadmissibleif it is (Ft)0≤t≤T -progressively
measurable with values inRd × [0,∞), and equation (2.4) has a unique strong a.s.
positive continuous solution(Xς

t )0≤t≤T on [0, T]. We denote byV the class of all
admissible control processes.
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2.3 The Cost Functions

We investigate different cost functions, each leading to a different optimal control
problem. We assume that the investor wants to optimize expected utility of con-
sumption over the time interval[0,T] and wealthXς

T at the end of the investment
horizon. For initial endowmentx> 0 and a control process(ςt)0≤t≤T in V , we in-
troduce thecost function

J(x,ς) := Ex

(∫ T

0
U(ct)dt + h(Xς

T)

)
,

whereU andh areutility functions. This is a classical approach to the problem; see
Karatzas and Shreve [7], Chapter 6.

HereEx is the expectation operator conditional onXς
0 = x. For both utility func-

tions we chooseU(z) = zγ1 andh(z) = zγ2 for z≥ 0 with 0< γ1,γ2 ≤ 1, correspond-
ing to the cost function

J(x,ς) := Ex

(∫ T

0
c

γ1
t dt + (Xς

T )
γ2

)
. (2.11)

Forγ < 1 the utility functionU(z) = zγ is concave and is called a power (or HARA)
utility function. We include the case ofγ = 1, which corresponds to simply opti-
mizing expected consumption and terminal wealth. In combination with a downside
risk bound this allows us in principle to dispense with the utility function, where in
practise one has to choose the parameterγ. In the context of this paper it also allows
us to separate the effect of the utility function and the risklimit.

2.4 The Downside Risk Measures

As risk measures we use modifications of the Value-at-Risk and the Expected Short-
fall as introduced in Emmer, Klüppelberg and Korn [4]. Theycan be summarized
under the notion of Capital-at-Risk and limit the possibility of excess losses over the
riskless investment. In this sense they reflect a capital reserve. If the resulting risk
measure is negative (which can happen in certain situations) we interpret this as an
additional possibility for investment. For further interpretations we refer to [4].

To avoid non-relevant cases we consider only 0< α < 1/2.

Definition 2. [Value-at-Risk (VaR)]
Define for initial endowmentx> 0, a control processς ∈ U and 0< α ≤ 1/2 the
Value-at-Risk (VaR)by

VaRt(x,ς ,α) := xeRt −λt , t ≥ 0,

whereλt = λt(x,ς ,α) is theα-quantile ofXς
t , i.e.
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λt = inf{λ ≥ 0 : P(Xς
t ≤ λ )≥ α} .

Corollary 1. In the situation of Definition 2, for everyς ∈ U the α-quantileλt is
given by

λt = x exp

(
Rt −Vt +(y,θ )t −

1
2
‖y‖2

t −|zα |‖y‖t

)
, t ≥ 0,

where zα is theα-quantile of the standard normal distribution, and the other quan-
tities are defined in(2.3)and (2.10).

We define thelevel risk functionfor some coefficient 0< ζ < 1 as

ζt(x) = ζ xeRt , t ∈ [0,T] . (2.12)

We consider only controlsς ∈ U for which the Value-at-Risk is bounded by the
level function (2.12) over the interval[0,T]; i.e. we require

sup
0≤t≤T

VaRt(x,ς ,α)

ζt(x)
≤ 1. (2.13)

We have formulated the time-dependent risk bound in the samespirit as we have
defined the risk measures, which are based on a comparisn of the minimal possi-
ble wealth in terms of a low quantile to the pure bond investment. The risk bound
now limits the admissible risky strategies to those, whose risk compared to the pure
bond portfolio, represented byζ , remains uniformly bounded over the investment
interval.

Our next risk measure is an analogous modification of theExpected Shortfall
(ES).

Definition 3. [Expected Shortfall (ES)]
Define for initial endowmentx> 0, a control processς ∈ U and 0< α ≤ 1/2

mt(x,ς ,α) = Ex(X
ς
t |Xς

t ≤ λt) , t ≥ 0,

whereλt(x,ς ,α) is theα-quantile ofXς
t . TheExpected Shortfall (ES)is then defined

as
ESt(x,ς ,α) = xeRt − mt(x,ς ,α) , t ≥ 0.

The following result is an analogon of Corollary 1.

Corollary 2. In the situation of Definition 3, for anyς ∈ U the quantity mt =
mt(x,ς ,α) is given by

mt(x,ς ,α) = xFα (|zα |+ ‖y‖t)eRt+(y,θ)t−Vt , t ≥ 0,

where where zα is theα-quantile of the standard normal distribution and
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Fα(z) =

∫ ∞
z e−t2/2dt
∫ ∞
|zα |

e−t2/2dt
, z≥ 0.

We shall consider all controlsς ∈ U , for which the Expected Shortfall is
bounded by the level function (2.12) over the interval[0,T], i.e. we require

sup
0≤ t≤T

ESt(x,ς ,α)

ζt(x)
≤ 1. (2.14)

Remark 1.(i) The coefficientζ introduces some risk aversion behaviour into the
model. In that sense it acts similarly as a utility function does. The difference, how-
ever, is thatζ has a clear interpretation, and every investor can choose and under-
stand the influence ofζ with respect to the corresponding risk measures.

(ii) If ‖y‖t = 0 for all t ∈ [0,T], then VaRt(x,ς ,α) = ESt(x,ς ,α) = xeRt (1−e−Vt ),
0≤ t ≤ T. On the other hand, if‖y‖t > 0 for t ∈ [0,T], then

lim
α→0

VaRt(x,ς ,α) = lim
α→0

ESt(x,ς ,α) = xeRt .

This means that the choice ofα influences the risk bounds (2.13) and (2.14). Note,
however, thatα is chosen by the regulatory authorities, not by the investor. The
investor only chooses the valueζ . If ζ is near 0 the risk level is rather low, whereas
for ζ close to 1 the risk level is rather high, indeed in such case the risk bounds may
not be restrictive at all.

3 Problems and Solutions

In the situation of Section 2 we are interested in the solutions to different optimiza-
tion problems. Throughout we assume a fixed investment horizonT > 0.

In the following we first present the solution to the unconstrained problem and
then study the constrained problems. The constraints are interms of risk bounds
with respect to downfall risks like VaR and ES defined by meansof a quantile.

3.1 The Unconstrained Problem

We consider two regimes with cost functions (2.11) for 0< γ1,γ2 < 1 and forγ1 =
γ2 = 1. We include the case ofγ1 = γ2 = 1 for further referencing, although it makes
economically not much sense without a risk constraint. The mathematical treatment
of the two cases is completely different by nature.
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Problem 1.

max
ς∈V

J(x,ς) .

Theorem 1.Consider Problem 1 withγ1 = γ2 = 1. Assume a riskless interest rate
rt ≥ 0 for all t ∈ [0,T].
If ‖θ‖T > 0, then

max
ς∈U

J(x,ς) = ∞ .

If ‖θ‖T = 0, then a solution exists and the optimal value of J(x,ς) is given by

max
ς∈U

J(x,ς) = J(x,ς∗) = xeRT ,

corresponding to the optimal controlς∗
t = (y∗t ,0) for all 0≤ t ≤ T with arbitrary

deterministic square integrable function(y∗t )0≤t≤T . In this case the optimal wealth
process(X∗

t )0≤t≤T satisfies the following equation

dX∗
t = X∗

t rtdt + X∗
t (y

∗
t )

′ dWt , X∗
0 = x. (3.1)

Consider now Problem 1 for 0< γ1,γ2 < 1. To formulate the solution we define
functions

A1(t) = γq1
1

∫ T

t
e
∫ s
t β1(u)duds and A2(t) = γq2

2 e
∫ T
t β2(u)du , 0≤ t ≤ T , (3.2)

whereqi = (1− γi)
−1 andβi(t) = (qi −1)(rt +

qi
2 |θt |

2). Moreover, for all 0≤ t ≤ T
andx> 0 we define the functiong(t,x)> 0 as solution to

A1(t)g−q1(t,x)+A2(t)g−q2(t,x) = x (3.3)

and
p(t,x) = q1A1(t)g−q1(t,x)+q2A2(t)g−q2(t,x) .

Theorem 2.Consider Problem 1 for0< γ1,γ2 < 1. The optimal value of J(x,ς) is
given by

max
ς∈V

J(x,ς) = J(x,ς∗) =
A1(0)

γ1
g1−q1(0,x)+

A2(0)
γ2

g1−q2(0,x) ,

where the optimal controlς∗ = (y∗,c∗) is for all 0≤ t ≤ T of the form





y∗t =
p(t,X∗

t )

X∗
t

θt

(
π∗

t =
p(t,X∗

t )

X∗
t

(σtσ ′
t )

−1(µt − rt1)
)

;

c∗t =

(
γ1

g(t,X∗
t )

)q1

.

(3.4)

The optimal wealth process(X∗
t )0≤t≤T is the solution to
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dX∗
t = a∗(t,X∗

t )dt +(b∗(t,X∗
t ))

′dWt , X∗
0 = x, (3.5)

where

a∗(t,x) = rtx+ p(t,x) |θt |
2−

(
γ1

g(t,x)

)q1

and b∗(t,x) = p(t,x)θt .

The following result can be found Example 6.7 on p. 106 in Karatzas and Shreve
[7]; its proof here is based on the martingale method.

Corollary 3. Consider Problem 1 forγ1 = γ2 = γ ∈ (0,1) and define

g̃γ(t) = exp

(
γRt +

q−1
2

‖θ‖2
t

)
and q=

1
1− γ

. (3.6)

Then the optimal value of J(x,ς) is given by

J∗(x) = max
ς∈V

J(x,ς) = J(x,ς∗) = xγ
(
‖g̃γ‖

q
q,T + g̃q

γ(T)
)1/q

,

where the optimal controlς∗ = (y∗,c∗) is for all 0≤ t ≤ T of the form





y∗t =
θt

1− γ

(
π∗

t =
(σtσ ′

t )
−1(µt − rt1)
1− γ

)
;

c∗t = v∗t X∗
t and v∗t =

g̃q
γ(t)

g̃q
γ(T)+

∫ T
t g̃q

γ(s)ds
.

(3.7)

The optimal wealth process(X∗
t )0≤t≤T is given by

dX∗
t = X∗

t

(
rt − v∗t +

|θt |
2

1− γ

)
dt+X∗

t

θ ′
t

1− γ
dWt , X∗

0 = x. (3.8)

Remark 2.Note that Problem 1 for different 0< γ1 < 1 and 0< γ2 < 1 was also
investigated by Karatzas and Shreve [7]. For Hölder continuous market coefficients
they find by the martingale method an implicit “feedback form” of the optimal solu-
tion in their Theorem 8.8. In contrast, Theorem 2 above givesthe optimal solution in
“explicit feedback form” for quite general market coefficients. Our proof is based on
a special version of a verification theorem for stochastic optimal control problems,
which allows for càdlàg coefficients.

3.2 Value-at-Risk as Risk Measure

For the Value-at-Risk we consider again the cost function (2.11) and, as before, we
consider different regimes for 0< γ1,γ2 < 1 andγ1,γ2 = 1.
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Problem 2.

max
ς∈U

J(x,ς) subject to sup
0≤t≤T

VaRt(x,ς ,α)

ζt(x)
≤ 1.

To formulate the solution letzα be the normalα-quantile for 0< α ≤ 1/2 and
the constantζ ∈ (0,1) as in (2.12). Obviously, forα → 0 we have|zα | → ∞ and,
hence, the quotient in (2.13) tends to 1/ζ > 1. This means that the bound can be
restrictive. We define forθ as in (2.3) the following quantity

ρ∗
VaR =

√
(|zα |−‖θ‖T)

2−2ln(1− ζ )− (|zα |−‖θ‖T) . (3.9)

Theorem 3.Consider Problem 2 forγ1 = γ2 = 1. Assume a riskless interest rate
rt ≥ 0 for all t ∈ [0,T]. Then for

max(0,1−ez2
α/2−|zα |‖θ‖T )< ζ < 1 (3.10)

the optimal value of J(x,ς) is given by

max
ς∈U

J(x,ς) = J(x,ς∗) = xeρ∗
VaR‖θ‖T+RT . (3.11)

If ‖θ‖T > 0, then the optimal controlς∗ = (y∗,v∗X∗) is for all 0≤ t ≤ T of the form

y∗t = ρ∗
VaR

θt

‖θ‖T

(
π∗

t = ρ∗
VaR

(σtσ ′
t )

−1

‖θ‖T
(µt − rt1)

)
and v∗t = 0. (3.12)

The optimal wealth process(X∗
t )0≤t≤T is given by

dX∗
t = X∗

t

(
rt +ρ∗

VaR

|θt |
2

‖θ‖T

)
dt+ X∗

t ρ∗
VaR

θ ′
t

‖θ‖T
dWt , X∗

0 = x.

If ‖θ‖T = 0, then the optimal value of J(x,ς) is given by

max
ς∈U

J(x,ς) = J(x,ς∗) = xeRT , (3.13)

corresponding to the optimal controlς∗
t = (y∗t ,0) for 0≤ t ≤ T with arbitrary de-

terministic function(y∗t )0≤t≤T such that

‖y∗‖T ≤ ρ∗
VaR =

√
z2

α −2ln(1− ζ )−|zα | .

In this case the optimal wealth process(X∗
t )0≤t≤T satisfies equation(3.1).

Remark 3.(i) For |zα | ≥ 2‖θ‖T condition (3.10) gives a lower bound 0; i.e.
0< ζ < 1. If |zα |< 2‖θ‖T, then condition (3.10) translates to

1−ez2
α/2−|zα |‖θ‖T < ζ < 1;
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i.e. we obtain a positive lower bound.

(ii) The optimal strategy implies that there will be no consumption throughout the
investment horizon. This is due to the fact that the wealth weexpect by investment
is so attractive that we continue to invest everything. Notethat the solution is the
same as the solution to the problem without possible consumption.

Now we present a sufficient condition for which the optimal unconstrained strat-
egy (3.7)–(3.8) is solution for Problem 2 in the caseγ1 = γ2 = γ ∈ (0,1). For this
we introduce the following functions:

κ̃(γ) =
‖g̃γ‖

q
q,T

‖g̃γ‖
q
q,T + g̃q

γ(T)
= 1−e−V∗

T = 1−e−
∫T
0 v∗t dt ,

where(v∗t )0≤t≤T is the optimal consumption rate introduced in (3.7). By setting

l̃(γ) = ln(1− κ̃(γ)) we define

l∗(γ) =





−q‖θ‖T |zα |+ l̃(γ) for 0< γ ≤ 1/2;

−q‖θ‖T |zα |+ l̃(γ)− q(q−2)
2 ‖θ‖2

T for 1/2< γ < 1.

Theorem 4.Consider Problem 2 withγ1= γ2 = γ ∈ (0,1). Assume a riskless interest
rate rt ≥ 0 for all t ∈ [0,T] and

1−el∗(γ) ≤ ζ < 1. (3.14)

Then the optimal solution is given by(3.7)–(3.8); i.e. it is equal to the solution of
the unconstrained problem.

Remark 4.Theorem 4 does not hold forγ1 6= γ2, since the solution (3.4) does not
belong toU .

To formulate the result for differentγi (i = 1,2) we introduce the following func-
tion for 0≤ κ ≤ 1

G(x,κ) := xγ1κγ1‖ĝ1‖q,T + xγ2(1−κ)γ2ĝ2(T) , x> 0, (3.15)

whereq= (1− γ1)
−1, ĝi = ĝγi

and

ĝγ = eγRt = eγ
∫ t
0 rudu .

Moreover, forx> 0 we set

κ∗(x) = arg max
0≤κ≤1

G(x,κ) . (3.16)
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Note that for 0< γ1 < 1 and 0< γ2 ≤ 1 this function is strictly positive for allx> 0;
i.e. 0< κ∗(x)≤ 1. It is easy to see that in the caseγ1 = γ2 =: γ the functionκ∗(x) is
independent ofx and equals to

κ̂(γ) =
‖ĝγ‖

q
q,T

‖ĝγ‖
q
q,T + ĝq

γ(T)
. (3.17)

Theorem 5.Consider Problem 2 with0< γ1 < 1 and0< γ2 ≤ 1. Assume a riskless
interest rate rt ≥ 0 for all t ∈ [0,T] and

0< ζ < min{κ∗(x) , κ̂(γ1)} . (3.18)

Moreover, assume that

|zα | ≥

(
1+

max{γ1 , γ2}

1− ζ
1

∂
∂ζ ln G(x,ζ )

)
‖θ‖T . (3.19)

Then the optimal value of J(x,ς) is given by

max
ς∈U

J(x,ς) = J(x,ς∗) = xγ1ζ γ1‖ĝ1‖q,T + xγ2(1− ζ )γ2ĝ2(T) , (3.20)

where the optimal controlς∗ = (y∗,v∗X∗) is for all 0≤ t ≤ T of the form

y∗t = 0 (π∗
t = 0) and v∗t =

ζ ĝq
1(t)

‖ĝ1‖
q
q,T − ζ ‖ĝ1‖

q
q,t

. (3.21)

The optimal wealth process(X∗
t )0≤t≤T is given by the deterministic function

X∗
t = xeRt

‖ĝ1‖
q
q,T − ζ‖ĝ1‖

q
q,t

‖ĝ1‖
q
q,T

= x
ζ
v∗t

eRt , 0≤ t ≤ T . (3.22)

Remark 5.We compare now conditions (3.18)–(3.19) forγ1 = γ2 = γ ∈ (0,1) with
condition (3.14). Making use of the notation in (3.6) we obtain

g̃γ(t) = ĝγ(t)e
q−1

2 ‖θ‖2
t ≥ ĝγ(t) .

Taking this inequality into account we find that in the case 0< γ ≤ 1/2
(i.e. 1< q≤ 2), the functionel∗(γ) is bounded above by

el∗(γ) =
g̃q

γ(T)e
−q‖θ‖T |zα |

‖g̃γ‖
q
q,T + g̃q

γ(T)
≤

ĝq
γ(T)e

−q(‖θ‖T |zα |−
q−1

2 ‖θ‖2
T )

‖ĝ‖q
q,T + ĝq

γ(T)
.

Moreover, condition (3.19) implies|zα | ≥ ‖θ‖T . Therefore, taking into account that
1< q≤ 2 we obtain

e−q(‖θ‖T |zα |−
q−1

2 ‖θ‖2
T ) ≤ 1.
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Hence,

el∗(γ) ≤
ĝq

γ (T)

‖ĝ‖q
q,T + ĝq

γ(T)
= 1− κ̂(γ) .

Similarly, for 1/2< γ < 1 (i.e.q> 2),

el∗(γ) ≤
ĝq

γ(T)e
− q

2‖θ‖2
T

‖ĝ‖q
q,T + ĝq

γ(T)
≤ 1− κ̂(γ) .

So we have shown that 1−el∗(γ) ≥ κ̂(γ), i.e. condition (3.14) is complementary to
conditions (3.18)-(3.19).

We present an example for further illustration.

Example 1.To clarify conditions (3.18)–(3.19) consider againγ1 = γ2 = γ ∈ (0,1)
andrt ≡ r > 0. We shall investigate what happens forT → ∞. First we calculate

κ∗(x) = κ̂(γ) =
∫ T

0 eqγrt dt
∫ T

0 eqγrt dt+eqγrT
=

1−e−qγrT

1+qγr −e−qγrT ∼
1

1+qγr

asT → ∞, whereq= (1− γ)−1. Thus, condition (3.18) yields forT → ∞ approxi-
mately

0< ζ <
1

1+qγr
.

The function (3.15) has the following form

G(x,κ) = xγeγrT (κγA(T)+ (1−κ)γ) with A(T) =

(∫ T

0
e−qγrt dt

)1/q

.

For the partial derivative with respect toζ we calculate

∂
∂ζ

ln G(x,ζ ) = γ
ζ γ−1A(T)− (1− ζ )γ−1

ζ γ A(T)+ (1− ζ )γ .

Since

max{γ1 , γ2}

1− ζ
1

∂
∂ζ ln G(x,ζ )

=
ζ γ+1A(T)+ ζ (1− ζ )γ

ζ γ (1− ζ )A(T)− ζ (1− ζ )γ = O(ζ ) as ζ → 0,

condition (3.19) implies|zα |> ‖θ‖T approximately forζ → 0. Moreover, the opti-
mal consumption (3.21) is given by

v∗t = ζ
γqr

eγqr(T−t)− ζ − (1− ζ )e−γqrt

and the optimal wealth process (3.22) is
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X∗
t = x

ert

γqr

(
eγqr(T−t)− ζ − (1− ζ )e−γqrt

)
, 0≤ t ≤ T .

Conclusion 6 The preceding results allow us to compare the optimal strategies of
the unconstrained problems and the constrained problems with VaR bound. We con-
sider a riskless interest ratert ≥ 0 for all t ∈ [0,T].

When simply optimizing expectation, i.e.γ1 = γ2 = 1, the VaR constrain puts
a limit to the investment strategy and also influences the optimum wealth. On the
other hand, there is no change in the consumption, which is zero throughout the
investment horizon in both cases.

For 0< γ1,γ2 ≤ 1 the optimal strategy for the utility maximization problemin-
volves investment and consumption during the investment horizon; cf. Theorem 3.
The influence of a VaR bound is dramatic, when it is valid, as itrecommends the
optimal strategy of no investment, but consumption only; cf. Theorem 5.

3.3 Expected Shortfall as Risk Measure

The next problems concern bounds on the Expected Shortfall.

Problem 3.

max
ς∈U

J(x,ς) subject to sup
0≤ t≤T

ESt(x,ς ,α)

ζt(x)
≤ 1.

To formulate the solution for Problem 3 we define forρ ≥ 0 and 0≤ u≤ 1

ψ(ρ ,u) = ‖θ‖T ρ u2 + ln Fα (|zα | + ρ u) . (3.23)

Moreover, we set

ρ∗
ES = sup{ρ > 0 : ψ(ρ ,1)≥ ln(1− ζ )} , (3.24)

where we define sup{ /0} = ∞. We formulate some properties ofψ which will help
us to calculateρ∗

ES.

Lemma 1. Let 0< α < 1/2 such that|zα | ≥ 2‖θ‖T. Thenψ satisfies the following
properties.

(1) For everyρ > 0 the functionψ(ρ ,u) is strictly decreasing for0≤ u≤ 1.
(2) The functionψ(·,1) is strictly decreasing.
(3) For every a≤ 0 the equationψ(ρ ,1) = a has a unique positive solution.

The equationψ(ρ ,1) = ln(1− ζ ) has solutionρ∗
ES as defined in(3.24).

For |zα |> 1 we have
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ρ∗
ES≤

− ln(1− z−2
α )− ln(1− ζ )

|zα |−‖θ‖T
. (3.25)

Now we present the solution of Problem 3, where we start againwith the situation
of a smallα, where the risk bound is restrictive.

Theorem 7.Consider Problem 3 forγ1 = γ2 = 1. Assume also that the riskless in-
terest rate rt ≥ 0 for all t ∈ [0,T]. Then for every0< ζ < 1 and for0< α < 1/2
such that|zα | ≥ 2‖θ‖T the solutionρ∗

ES of ψ(ρ ,1) = ln(1− ζ ) is finite, and the
optimal solution is given by(3.12)after replacingρ∗

VaR byρ∗
ES.

Now we consider Problem 3 withγ1 = γ2 = γ ∈ (0,1). Our next theorem concerns
the case of a loose risk bound, where the solution is the same as in the unconstrained
case.

Theorem 8.Consider Problem 3 forγ1 = γ2 = γ ∈ (0,1). Assume that the riskless
interest rate rt ≥ 0 for all t ∈ [0,T]. Assume also that|zα | ≥ 2‖θ‖T and

1− (1− κ̃(γ))eq‖θ‖2
T Fα(|zα |+q‖θ‖T) ≤ ζ < 1. (3.26)

Then the optimal solutionς∗ is given by(3.7)–(3.8); i.e. it is equal to the solution of
the unconstrained problem.

Now we turn to the general case of 0< γ1,γ2 ≤ 1, the analogon of Theorem 5.

Theorem 9.Consider Problem 3 for0< γ1 < 1 and0< γ2 ≤ 1. Assume a riskless
interest rate rt ≥ 0 for all t ∈ [0,T]. Takeκ∗(x) as in(3.16). Assume(3.18)and

|zα | ≥

(
2+

max{γ1 , γ2}

1− ζ
1

∂
∂ζ ln G(x,ζ )

)
‖θ‖T . (3.27)

Then the optimal solutionς∗ is given by(3.21)–(3.22).

Remark 6.For |zα | ≥ 2‖θ‖T we calculate

Fα(|zα |+q‖θ‖T) =

∫ ∞
|zα |

exp(− (t+q‖θ‖T)
2

2 )dt

∫ ∞
|zα |

e−
t2
2 dt

≤ exp(−2q‖θ‖2
T −

q2‖θ‖2
T

2
) .

Recalling from Remark 5 that̃gγ(t) = ĝγ(t)e
q−1

2 ‖θ‖2
t we obtain

(1− κ̃(γ))eq‖θ‖2
T Fα(|zα |+q‖θ‖T) ≤

g̃q
γ(T)e

−
q(q+4)

2 ‖θ‖2
T

‖g̃γ‖
q
q,T + g̃q

γ(T)

≤
ĝq

γ(T)

‖ĝ‖q
q,T + ĝq

γ(T)
e−

5q
2 ‖θ‖2

T ≤ 1− κ̂(γ) ,

i.e. condition (3.26) is complementary to condition (3.18). �
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Remark 7.(i) It should be noted that the optimal solution (3.21)–(3.22) for Prob-
lems 2 and 3 does not depend on the coefficients(µt)0≤t≤T and(σt)0≤t≤T of the
stock price. These parameters only enter into (3.18), (3.19) and (3.27). Conse-
quently, in practice it is not necessary to know these parameters precisely, an upper
bound for‖θ‖T suffices.

(ii) If θ ≡ 0, then conditions (3.19) and (3.27) are trivial, i.e. the optimal solutions
for Problems 2 and 3 for 0< γ1 < 1 and 0< γ2 ≤ 1 are given by (3.21)–(3.22) for
every 0< α < 1/2 andζ satisfying (3.18) �

Conclusion 10 The preceding results again allow us to compare the optimal strate-
gies of the utility maximization problems and the constrained problems with ES
bound. The structures of the solutions are the same as for a VaR constrain, only
certain values have changed.

4 Proofs

4.1 Proof of Theorem 1

First we consider‖θ‖T > 0. Define forn ∈ N the sequence of strategiesς (n) =
(y(n),v(n)X(n)) for whichv(n) = 0 andy(n) = nθ . For this strategy (2.9) implies

J(x,ς (n)) = xeRT+n‖θ‖T → ∞ as n→ ∞ .

Let now‖θ‖T = 0. Then the cost function can be estimated above by

J(x,ς) = x

(∫ T

0
eRt−Vt vt dt +eRT−VT

)

≤ xeRT

(∫ T

0
e−Vt vtdt +e−VT

)

= xeRT .

Thus, every controlς with v= 0 matches this upper bound. �

4.2 Proof of Theorem 2

We apply the Verification Theorem A.1 to Problem 1 for the stochastic control dif-
ferential equation (2.4). For fixedϑ = (y,c), wherey∈R

d andc∈ [0,∞), the coef-
ficients in model (A.2) are defined as
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a(t,x,ϑ) = x( rt + y′θt ) − c,

b(t,x,ϑ) = x|y| , f (t,x,ϑ) = cγ1 , h(x) = xγ2 , 0< γ1,γ2 < 1.

This implies immediatelyH1. Moreover, by Definition 1 the coefficients are contin-
uous, hence (A.3) holds for everyς ∈ V .

To checkH1−H3 we calculate the Hamilton function (A.5) for Problem 1. We have

H(t,x,z1,z2) = sup
ϑ∈Rd×[0,∞)

H0(t,x,z1,z2,ϑ) ,

where

H0(t,x,z1,z2,ϑ) = (rt + y′ θt)xz1 +
1
2

x2|y|2z2 + cγ1 − cz1 .

Forz2 ≤ 0 we find (recall thatqi = (1− γi)
−1)

H(t,x,z1,z2) = H0(t,x,z1,z2,ϑ0)

= rt xz1 +
1

2|z2|
z2
1 |θt |

2 +
1
q1

(
γ1

z1

)q1−1

,

whereϑ0 = ϑ0(t,x,z1,z2) = (y0(t,x,z1,z2),c0(t,x,z1,z2)) with

y0(t,x,z1,z2) =
z1

x|z2|
θt and c0(t,x,z1,z2) =

(
γ1

z1

)q1

. (4.1)

Now we solve the HJB equation (A.6), which has for our problemthe following
form:





zt(t,x) + rt xzx(t,x) +
z2
x(t,x) |θt |

2

2|zxx(t,x)|
+

1
q1

(
γ1

zx(t,x)

)q1−1

= 0,

z(T,x) = xγ2 .

(4.2)

We make the following ansatz:

z(t,x) =
A1(t)

γ1
g1−q1(t,x)+

A2(t)
γ2

g1−q2(t,x) , (4.3)

where the functiong is defined in (3.3). One can now prove directly that this function
satisfies equation (4.2) using the following properties ofg
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(
−A1(t)q1g−q1 −A2(t)q2g−q2

) ∂
∂x

g(t,x) = g(t,x) ,

Ȧ1(t)g
−q1(t,x)+ Ȧ2(t)g

−q2(t,x)−A1(t)q1g−q1−1 ∂
∂ t

g(t,x)

−A2(t)q2g−q2−1 ∂
∂ t

g(t,x) = 0

Ȧ1(t)g
−q1(t,x)+ Ȧ2(t)g

−q2(t,x)+
1

∂
∂xg(t,x)

∂
∂ t

g(t,x) = 0.

This implies that

zt(t,x) =−
Ȧ1(t)
1−q1

g1−q1(t,x)−
Ȧ2(t)
1−q2

g1−q2(t,x) . (4.4)

Moreover,zx(t,x) = g(t,x) andzxx(t,x) = −g(t,x)/p(t,x). Equation (4.2) implies
the following differential equations for the coefficientsAi :

{
Ȧ1(t) =−β1(t)A1(t)− γq1

1 , A1(T) = 0,

Ȧ2(t) =−β2(t)A2(t) , A2(T) = γq2
2 .

(4.5)

The solution of this system is given by the functions (3.2) inall points of continuity
of (βi(t))0≤t≤T . We denote this setΓ . By our conditions (all coefficients in the
model (2.1) are càdlàg functions) the Lebesgue measure ofΓ is equal toT. Note
that conditions (2.5) and (4.5) imply that

∫ T

0
|Ȧi(t)|dt < ∞

for i = 1,2. Moreover, the definition ofg(t,x) in (3.3) implies thatg(·, ·) is continu-
ous on[0,T]× (0,∞). Invoking (4.4) we obtain property (A.8). Hence conditionH2

holds.

Now by (4.1) we find that

H(t,x,zx(t,x),zxx(t,x)) = H0(t,x,zx(t,x),zxx(t,x),ϑ
∗(t,x)) ,

whereϑ ∗(t,x) = (y∗(t,x),c∗(t,x)) with

y∗(t,x) =
p(t,x)

x
θt and c∗(t,x) =

(
γ1

g(t,x)

)q1

.

HenceH2 holds.

Now we check conditionH3. First note that equation (A.9) is identical to equation
(3.5). By Itô’s formula one can show that this equation has aunique strong positive
solution given by
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X∗
t = A1(t)g−q1(0,x)e−q1ξt +A2(t)g−q2(0,x)e−q2ξt (4.6)

with

ξt =−

∫ t

0

(
ru+

1
2
|θu|

2
)

du−
∫ t

0
θ ′

udWu .

This impliesH3.

To check the final conditionH4 note that by definitions (3.3) and (4.6)

g(t,X∗
t ) = g(0,x)eξt .

Therefore, taking into account that

X∗
s = A1(s)g−q1(s,X∗

s ) +A2(s)g−q2(s,X∗
s )

we obtain fors≥ t

X∗
s = A1(s)g−q1(t,X∗

t )e−q1(ξs−ξt )+A2(s)g−q2(t,X∗
t )e−q2(ξs−ξt ) .

Hence, fors≥ t we can find an upper bound of the processz(s,X∗
s ) given by

z(s,X∗
s )≤

g(t,X∗
t )

min(γ1,γ2)
eξs−ξt X∗

s ≤ M∗(X
∗
t )
(

e(1−q1)(ξs−ξt )+e(1−q2)(ξs−ξt )
)
,

where

M∗(x) =
sup0≤t≤T(A1(t)+A2(t))

(
g1−q1(t,x)+g1−q2(t,x)

)

min(γ1,γ2)
.

Moreover, note that the random variablesξs−ξt andX∗
t are independent. Therefore,

for everym> 1 we calculate (Et,x is the expectation operator conditional onXς
t = x)

Et,x sup
t≤s≤T

zm(s,X∗
s )≤ 2m−1Mm

∗ (x)

(
E sup

t≤s≤T
em1(ξs−ξt )+E sup

t≤s≤T
em2(ξs−ξt )

)
,

wherem1 = m(1− q1) andm2 = m(1− q2). Therefore, to check conditionH4 it
suffices to show that for everyλ ∈R

E sup
t≤s≤T

eλ (ξs−ξt ) < ∞ . (4.7)

Indeed, for everyt ≤ s≤ T we setEt,s = e−λ
∫ s
t θ ′

udWu−
λ2
2
∫ s
t |θu|

2du, then

eλ (ξs−ξt ) ≤ e|λ |RT+
|λ |+λ2

2 ‖θ‖2
T Et,s .

We recall from (2.3) that(θs)0≤s≤T is a deterministic function. This implies that
the process(Et,s)t≤s≤T is a martingale. Hence applying the maximal inequality for
positives submartingales (see e.g. Theorem 3.2 in [9]) we obtain that
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E sup
t≤s≤T

E
2
t,s ≤ 4EE

2
t,T = 4eλ 2∫ T

t |θu|
2du ≤ 4eλ 2‖θ‖2

T .

From this inequality (4.7) follows, which impliesH4. Therefore, by Theorem A.1
we get Theorem 2. �

4.3 Proof of Theorem 3

First note that restriction (2.13) is equivalent to

inf
0≤t≤T

Lt(ς) ≥ ln(1− ζ ) , (4.8)

where

Lt(ς) = (y,θ )t − Vt −
1
2
‖y‖2

t − |zα |‖y‖t (4.9)

with notations as in (2.3) and (2.10). Inequality (4.8) and the Cauchy-Schwartz in-
equality imply that

‖y‖T ‖θ‖T −
1
2
‖y‖2

T −|zα |‖y‖T ≥ ln(1− ζ )

and, consequently,
‖y‖T ≤ ρ∗

VaR , (4.10)

whereρ∗
VaR has been defined in (3.4) and satisfies the equation

‖θ‖Tρ∗
VaR−

1
2
(ρ∗

VaR)
2−|zα |ρ∗

VaR = ln(1− ζ ) . (4.11)

Moreover, for everyς ∈ U equation (2.9) yields

ExX
ς
t = xeRt−Vt+(y,θ)t .

For everyy∈ R
d the upper bound (4.10) and the Cauchy-Schwartz inequality yield

sup
0≤t≤T

e(y,θ)t ≤ eρ∗
VaR‖θ‖T .

Therefore, the cost function (2.11) has an upper bound givenby

J(x,ς) = x

(∫ T

0
eRt−Vt+(y,θ)t vt dt +eRT−VT+(y,θ)T

)

≤ xeρ∗
VaR‖θ‖T+RT

(∫ T

0
e−Vt vtdt+e−VT

)

= xeρ∗
VaR‖θ‖T+RT .
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It is easy to see that the controlς∗ defined in (3.12) matches this upper bound, i.e.
J(x,ς∗) = xeρ∗

VaR‖θ‖T+RT . To finish the proof we have to check condition (4.8) for
this control. If‖θ‖T = 0 then by (4.9)

Lt(ς
∗) =−

1
2
‖y∗‖2

t −|zα |‖y∗‖t ≥−
1
2
‖y∗‖2

T −|zα |‖y∗‖T

≥−
1
2
(ρ∗

VaR)
2−|zα |ρ∗

VaR = ln(1− ζ ) .

Let now‖θ‖T > 0. Note that condition (3.10) implies|zα | ≥ 2‖θ‖T −ρ∗
VaR. More-

over, we can representLt(ς∗) as

Lt(ς
∗) = ρ∗

VaR f (‖θ‖t/‖θ‖T)

with

f (η) = (2‖θ‖T − ρ∗
VaR)

η2

2
−|zα |η , 0≤ η ≤ 1.

Then
inf

0≤t≤T
Lt(ς

∗) = ρ∗
VaR inf

0≤η≤1
f (η) .

Taking into account that for|zα | ≥2‖θ‖T−ρ∗
VaR this infimum equalsf (1)we obtain

together with (4.11)

inf
0≤t≤T

Lt(ς
∗) = ρ∗

VaR f (1) = ln(1− ζ ) .

This proves Theorem 3. �

4.4 Proof of Theorem 4

We have to prove condition (4.8) for the strategy (3.7)–(3.8):

Lt(ς
∗) =

(
q−

q2

2

)
‖θ‖2

t − V∗
t − q|zα |‖θ‖t

≥

(
q −

q2

2

)
‖θ‖2

T1{q>2}− V∗
T − q|zα |‖θ‖T = l∗(γ) .

Now condition (4.8) follows immediately from the restrictions onζ and the defini-
tion of l∗(γ). �
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4.5 Proof of Theorem 5

We prove this theorem as theorem 3. Firstly, we find an upper bound for the cost
functionJ(x,ς) and, secondly, we show that the optimal control (3.20) matches this
bound and satisfies condition (4.8). To this end note that from (2.9) we find that for
ς ∈ U

Ex (X
ς
t )

γ = xγ ĝγ(t)e
−γVt+γ(y,θ)t−

γ(1−γ)
2 ‖y‖2

t . (4.12)

This implies forς ∈ U that the cost function (2.11) has the form

J(x,ς) = xγ1

∫ T

0
(e−Vt vt)

γ1 ĝ1(t) ĥ1(t,y)dt + xγ2 ĝ2(T)e−γ2VT ĥ2(T,y) ,

where

ĥi(t,y) = eγi(y,θ)t−
γi (1−γi )

2 ‖y‖2
t .

Hölder’s inequality withp= 1/γ1 andq= (1− γ1)
−1 yields

J(x,ς)≤ sup
0≤t≤T

ĥ(t,y)

(
xγ1

∫ T

0
(e−Vt vt)

γ1ĝ1(t)dt + xγ2ĝ2(T)e
−γ2VT

)

≤ sup
0≤t≤T

ĥ(t,y)
(
xγ1(1−e−VT)γ1 ‖ĝ1‖q,T + xγ2ĝ2(T)e−γ2VT

)
,

wherêh(t,y)=max{ĥ1(t,y), ĥ2(t,y)}. We abbreviate as before‖ĝ1‖q,T :=(
∫ T

0 eqγ1Rt dt)1/q.
By settingκ = 1−e−VT we obtain that

J(x,ς)≤ max
0≤t≤T

ĥ(t,y)G(x,κ) , (4.13)

whereG(·, ·) is given in (3.15). Moreover, condition (4.8) implies

‖y‖T ≤

√
(|zα |−‖θ‖T)

2+2ln
1−κ
1− ζ

− (|zα |−‖θ‖T) := ρ(κ) (4.14)

and 0≤ κ ≤ ζ < 1. It is easy to see thatρ(κ)≤ ρ(0) = ρ∗
VaR for every 0≤ κ ≤ ζ .

From this inequality follows that fori = 1,2 the functionŝhi(t,y) with 0 < γi ≤ 1
can be bounded above by

sup
0≤t≤T

ĥi(t,y) ≤ exp

{
γi max

0≤x≤ρ(κ)

(
x‖θ‖T −

(1− γi)x
2

2

)}

= exp{γiρi(κ)‖θ‖T −
γi(1− γi)

2
ρ2

i (κ)} := Mi(ρi(κ)) , (4.15)

whereρi(κ) = min(ρ(κ),xi) with xi = qi ‖θ‖T for 0 < γi < 1 andρi(κ) = ρ(κ)
for γi = 1. Therefore, from (4.13) we obtain the following upper bound for the cost
function
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J(x,ς) ≤ max
1≤i≤2

Mi(ρi(κ))G(x,κ) ≤ max
1≤i≤2

sup
0≤κ≤ζ

Mi(ρi(κ))G(x,κ) .

If ρ(0)≤ xi then

sup
0≤κ≤ζ

Mi(ρi(κ))G(x,κ) = sup
0≤κ≤ζ

Mi(ρ(κ))G(x,κ) .

We calculate this supremum by means of Lemma 2 witha= 0 andb= ζ . Note that
condition (3.18) guarantees thatζ < κ∗(x), which is defined in (3.16). Therefore, the
functionG(x, ·) has positive first derivative and negative second on[0,ζ ]. Moreover,
from (4.14) we find the derivative ofρ(·) as

ρ̇(κ) = −
1

(1−κ)
√
(|zα |−‖θ‖T)

2+2ln(1−κ)−2ln(1− ζ )

and, therefore,

sup
0≤κ≤ζ

|ρ̇(κ)| ≤
1

(1− ζ )(|zα |−‖θ‖T)
.

By (3.19) we obtain that

sup
0≤κ≤ζ

|ρ̇(κ)| ≤
1

max{γ1 , γ2}‖θ‖T

∂ lnG(x,ζ )
∂ζ

.

Now Lemma 2 yields

max
0≤κ≤ζ

Mi(ρ(κ))G(x,κ) = Mi(ρ(ζ ))G(x,ζ ) = G(x,ζ ) . (4.16)

Consider nowxi < ρ(0). We recall thatρ(·) is decreasing on[0,ζ ] with ρ(ζ ) = 0.
Therefore, there exists 0≤ κi < ζ such thatρ(κi) = xi . As G(x, ·) is increasing on
[0,ζ ] we obtain

max
0≤κ≤κi

Mi(ρi(κ))G(x,κ) = Mi(ρ(κi))G(x,κi) .

This in combination with (4.16) yields

sup
0≤κ≤ζ

Mi(ρi(κ))G(x,κ) = sup
κi≤κ≤ζ

Mi(ρ(κ))G(x,κ) = G(x,ζ ) .

This implies the following upper bound for the cost function

J(x,ς)≤ G(x,ζ ) . (4.17)

Now we find a control to obtain the equality in (4.17). It is clear that we have to take
a consumption such that
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∫ T

0
ĝ1(t)(e

−Vt vt)
γ1dt = (1−e−VT)γ1 ‖ĝ1‖q1,T

andVT = − ln(1− ζ ). To find this consumption we solve the differential equation
on [0,T]

V̇t e−Vt =
ζ

‖ĝ1‖
q1
q1,T

ĝ
q1
1 (t) , V0 = 0.

The solution of this equation is given by

V∗
t =− ln

(
1− ζ

‖ĝ1‖
q1
q1,t

‖ĝ1‖
q1
q1,T

)

and the optimal consumption rate is

v∗t = V̇∗
t =

ζ ĝ
q1
1 (t)

‖ĝ1‖
q1
q1,T

− ζ‖ĝ1‖
q1
q1,t

.

We recall thatrt ≥ 0, therefore, for every 0≤ t ≤ T

v∗t ≤ v∗T =
ζ ĝ

q1
1 (T)

(1− ζ )‖ĝ1‖
q1
q1,T

.

The condition 0< ζ ≤ κ̂(γ1) implies directly that the last upper bound less than
1, i.e. the strategyς∗ defined in (3.21) belongs toU . Moreover, from (4.14) we
see that for the valueV∗

T = − ln(1− ζ ) (i.e. κ = ζ ) the only control process, which
satisfies this condition is identical zero; i.e.y∗t = 0 for all 0≤ t ≤ T. In this case

ĥ(t,y∗) = 1 for everyt ∈ [0,T] and, therefore,J(x,ς∗) = G(x,ζ ). �

4.6 Proof of Lemma 1

(1) Recall the following well known inequality for the Gaussian integral

(1− x−2)e−x2/2 < x
∫ ∞

x
e−t2/2dt < e−x2/2 , x≥ 0. (4.18)

We use this to check directly thatψ(ρ , ·) is for every fixedρ > 0 decreasing for
|zα | ≥ 2‖θ‖T. This implies for 0≤ u≤ 1

∂ψ(ρ ,u)
∂u

= 2‖θ‖T ρ u − ρ
e−(|zα |+ρ u)2/2

∫ ∞
|zα |+ρ u e−t2/2dt

≤ ρ (2‖θ‖T − |zα |) < 0.
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(2) Similarly, we can show thatψ(·,1) is strictly decreasing for|zα | ≥ ‖θ‖T .
(3) From (4.18) we obtain

ψ(ρ ,1)≤ ‖θ‖T ρ − ln
∫ ∞

|zα |
e−t2/2dt −

1
2
(|zα |+ρ)2− ln(|zα |+ρ) (4.19)

This implies that limρ→∞ ψ(ρ ,1) =−∞. As ψ(0,1) = 0 we conclude that the equa-
tion ψ(ρ ,1) = a has a unique root for everya≤ 0. Thusρ∗

ES is equal to the root of
this equation fora = ln(1− ζ ). Now for |zα | > 1 inequalities (4.18)–(4.19) imply
directly the upper bound forρ∗

ES as given in (3.25). �

4.7 Proof of Theorem 7

Note that Lemma 1 implies immediately thatρ∗
ES< ∞ andψ(ρ∗

ES,1) = ln(1− ζ ).
Furthermore, inequality (2.14) is equivalent to

inf
0≤t≤T

L∗
t (ς) ≥ ln(1− ζ ) , (4.20)

where
L∗

t (ς) = (y,θ )t −Vt + ln(Fα(|zα |+ ‖y‖t)) .

First note that

L∗
T(ς) = (y,θ )T −VT + ln(Fα(|zα |+ ‖y‖T))

≤ ‖y‖T ‖θ‖T + ln(Fα(|zα |+ ‖y‖T)) = ψ(‖y‖T ,1) .

Therefore, for every strategyς ∈ U satisfying inequality (4.20) fort = T we obtain

ln(1− ζ ) = ψ(ρ∗
ES,1)≤ L∗

T(ς) ≤ ψ(‖y‖T ,1) .

By Lemma 1(2)ψ(·,1) is decreasing, hence‖y‖T ≤ ρ∗
ES. Therefore, to conclude the

proof we have to show (4.20) for the strategyς∗ as defined in (3.12) withρ∗
VaR= ρ∗

ES.
If ‖θ‖T = 0, thenς∗ = (y∗,0) with every functiony∗ for which‖y∗‖T ≤ ρ∗

ES. There-
fore, if ‖θ‖T = 0, then

L∗
t (ς

∗) = ψ(‖y∗‖t ,1)≥ ψ(‖y∗‖T ,1) ≥ ln(1− ζ ) .

If ‖θ‖T > 0, then

inf
0≤t≤T

L∗
t (ς

∗) = inf
0≤t≤T

ψ
(

ρ∗
ES,

‖θ‖t

‖θ‖T

)
= ψ(ρ∗

ES,1) = ln(1− ζ ) .

This proves Theorem 7. �
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4.8 Proof of Theorem 8

It suffices to prove condition (4.20) for the strategy (3.7)–(3.8). We have

L∗
t (ς

∗) =
∫ t

0
(y∗u)

′ θudu− V∗
t + ln(Fα(|zα |+ ‖y∗‖t))

= q‖θ‖2
t − V∗

t + ln(Fα(|zα | + q‖θ‖t))

≥ ψ0(‖θ‖t)−V∗
T , (4.21)

where

ψ0(u) = qu2 + ln Fα (|zα | + qu) with q=
1

1− γ
.

It is clear thatψ0 is continuously differentiable. Moreover, by inequality (4.18) we
obtain for 0≤ u≤ ‖θ‖T

dψ0(u)
du

= 2qu− q
e−(|zα |+qu)2/2

∫ ∞
|zα |+qu e−t2/2dt

≤ 2 qu− q|zα | − q2u ≤ q(2‖θ‖T − |zα |) .

Since|zα | ≥ 2‖θ‖T, ψ0(u) decreases in[0,‖θ‖T]. Hence, inequality (4.21) implies

L∗
t (ς

∗)≥ ψ0(‖θ‖T)−V∗
T = q‖θ‖2

T + lne−V∗
T Fα(|zα |+q‖θ‖T) .

Applying condition (3.26) yields (4.20). This proves Theorem 8. �

4.9 Proof of Theorem 9

We recall thatψ(ρ ,1)≤ 0 for ρ ≥ 0. Therefore condition (4.20) implies

ln(1− ζ )≤−VT +ψ(‖y‖T,1)≤−VT . (4.22)

As in the proof of Theorem 5 we setκ = 1−e−VT and conclude from this inequality
that 0≤ κ ≤ ζ . Moreover, from (4.22) we obtain also that

ln(1− ζ )− ln(1−κ)≤ ψ(‖y‖T ,1) .

Since, by Lemma 1(2)ψ(·,1) is decreasing, we get‖y‖T ≤ ρ(κ), whereρ(κ) is the
solution of the equation

ψ(ρ ,1) = ln(1− ζ )− ln(1−κ) . (4.23)
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By Lemma 1(3) the root of (4.23) exists for every 0≤ κ ≤ ζ and is decreasing
in κ giving ρ(κ)≤ ρ(0) = ρ∗

ES. Consequently, we estimate the cost function as in
Section 4.5 and obtain

J(x,ς)≤ max
1≤i≤2

max
κ∈[0,ζ ]

Mi(ρi(κ))G(x,κ) , (4.24)

whereG(x,κ) is as in (3.15),Mi(·) is defined in (4.15) andρi(κ) = min(xi ,ρ(κ))
for xi = ‖θ‖T/(1− γi) for 0< γi < 1 with ρi(κ) = ρ(κ) for γi = 1.

To finish the proof we have to show condition (A.1) of Lemma 2. From (4.23) we
find that

ρ̇(κ) =
1

1−κ

(
dψ(ρ ,1)

dρ

)−1

.

Now from the definition ofψ in (3.23) and inequality (4.18) follows

dψ(ρ ,1)
dρ

= ‖θ‖T −
e−(|zα |+ρ)2/2

∫ ∞
|zα |+ρ e−t2/2dt

≤ ‖θ‖T − |zα | .

Therefore (3.27) yields (we setG1(x,ζ ) =
∂G(x,ζ )

∂ζ )

sup
0≤κ≤ζ

|ρ̇(κ)| ≤
1

(1− ζ )(|zα |−‖θ‖T)
≤

G1(x,ζ )
max{γ1 , γ2}‖θ‖TG(x,ζ )

.

We apply Lemma 2, and the same reasoning as in the proof of Theorem 5 implies
that

max
0≤κ≤ζ

Mi(ρi(κ))G(x,κ)≤ G(x,ζ )

for i = 1,2. Therefore from the upper bound (4.24) follows

J(x,ς)≤ G(x,ζ ) .

The remainder of the proof is the same as for Theorem 5. �

Appendix

A.1 A Technical Lemma

Lemma 2. Let G be some positive two times continuously differentiable function on
[a,b] such thatĠ(x)≥ 0andG̈(x)≤0 for all a≤ x≤ b. Moreover, letρ : [a,b]→R+

be continuously differentiable with negative derivativeρ̇ satisfying
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sup
a≤κ≤b

|ρ̇(κ)| ≤
(lnG(b))′

max{γ1 , γ2}‖θ‖T
. (A.1)

Recall the definitions of Mi(·) in (4.15). Then the functions M1(ρ(·))G(·) and
M2(ρ(·))G(·) are increasing in[a,b].

Proof. For ‖θ‖T = 0 the result is obvious. Consider now‖θ‖T > 0. We prove that
for i = 1,2 the functionsl i(x) = lnMi(ρ(x)) + lnG(x) are increasing in[a,b]. As
derivative we obtain

l̇ i(κ) = γi ρ̇(κ)(‖θ‖T − (1− γi)ρ(κ))+
Ġ(x)
G(x)

.

Since the derivative of the functioṅG(·)/G(·) is negative on[a,b], Ġ(·)/G(·) is
decreasing on[a,b], hence

Ġ(x)
G(x)

≥
Ġ(b)
G(b)

> 0

for x∈ [a,b]. Therefore, asρ > 0 andρ̇ < 0 we find

l̇ i(x)≥ (lnG(b))′− γi ‖θ‖T |ρ̇(κ)| ≥ 0, a≤ κ ≤ b. �

A.2 The Verification Theorem

We prove a special form of the verification theorem (see e.g. Touzi [11], p. 16).
Consider on the inteval[0,T] the stochastic control process given by the Itô process

dXς
t = a(t,Xς

t ,ςt)dt + b(t,Xς
t ,ςt)dWt , t ≥ 0, Xς

0 = x> 0. (A.2)

We assume that the control processς takes values in some setK ⊆ R
d × [0,∞).

Moreover, assume that the coefficientsa andb satisfy the following conditions

(1) for all t ∈ [0,T] the functionsa(t, ·, ·) andb(t, ·, ·) are continuous on(0,∞)×K ;
(2) for every deterministic vectorυ ∈ K the stochastic differential equation

dXυ
t = a(t,Xυ

t ,υ)dt + b(t,Xυ
t ,υ)dWt , Xυ

0 = x> 0,

has an unique strong solution.

Now we introduce admissibles control processes for the equation (A.2). We setFt =
σ{Wu ,0≤ u≤ t} for any 0< t ≤ T.

Definition 4. A stochastic control processς = (ςt)0≤t≤T = ((yt ,ct))0≤t≤T is called
admissibleon [0,T] with respect to equation (A.2) if it is(Ft)0≤t≤T - progressively
measurable with values inRd × [0,∞), and equation (A.2) has a unique strong a.s.
positive continuous solution(Xς

t )0≤t≤T on [0, T] such that
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∫ T

0

(
|a(t,Xς

t ,ςt )| + b2(t,Xς
t ,ςt )

)
dt < ∞ a.s.. (A.3)

In this contextV is the set of all admissible control processes with respect to the
equation (A.2); cf. Definition 1.

Moreover, assume thatf : [0,T]× (0,∞)× K → [0,∞) andh : (0,∞) → [0,∞)
are continuous utility functions. We define the cost function by

J(t,x,ς) := Et,x

[∫ T

t
f (s,Xς

s ,ςs)ds+ h(Xς
T)

]
, 0≤ t ≤ T ,

whereEt,x is the expectation operator conditional onXς
t = x. Our goal is to solve

the optimization problem

J∗(t,x) := sup
ς∈V

J(t,x,ς) . (A.4)

To this end we introduce the Hamilton function

H(t,x,z1,z2) := sup
ϑ∈K

H0(t,x,z1,z2,ϑ) , (A.5)

where

H0(t,x,z1,z2,ϑ) := a(t,x,ϑ)z1 +
1
2

b2(t,x,ϑ)z2 + f (t,x,ϑ) .

In order to find the solution to (A.4) we investigate the Hamilton-Jacobi-Bellman
equation 




zt(t,x) + H(t,x,zx(t,x),zxx(t,x)) = 0, t ∈ [0,T] ,

z(T,x) = h(x) , x> 0.
(A.6)

Herezt denotes the partial derivative ofz with respect tot, analogous notation ap-
plies to all partial derivatives.

We assume that the following conditions hold:

H1) There exists some function z: [0,T]× (0,∞) → [0,∞), which satisfies the fol-
lowing conditions.

• For all 0≤ t1, t2 ≤ T there exists aB[0,T]⊗B(0,∞) measurable function zt(·, ·)
such that

z(t2,x)− z(t1,x) =
∫ t2

t2

zt(u,x)du, x> 0. (A.7)

• Moreover, we assume that for every u∈ [0,T] the function zt(u, ·) is continuous
on (0,∞) such that for every N> 1

lim
ε→0

∫ T

0
sup

x,y∈KN , |x−y|<ε
|zt(u,x)− zt(u,y)|du= 0, (A.8)
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where KN = [N−1,N].
• The function z has second partial derivative zxx, which is continuous on[0,T]×

(0,∞).
• There exists a setΓ ⊂ [0,T] of Lebesgue measureλ (Γ ) = T such that z(t,x)

satisfies equation(A.6) for all t ∈ Γ ⊂ [0,T] and for all x> 0.

H2) There exists a measurable functionϑ ∗ : [0,T]× (0,∞)→ K such that

H(t,x,zx(t,x),zxx(t,x)) = H0(t,x,zx(t,x),zxx(t,x),ϑ
∗(t,x))

for all t ∈ Γ and for all x∈ (0,∞).

H3) There exists a unique a.s. strictly positive strong solution to the It̂o equation

dX∗
t = a∗(t,X∗

t )dt + b∗(t,X∗
t )dWt , t ≥ 0, X∗

0 = x, (A.9)

where a∗(t,x) = a(t,x,ϑ ∗(t,x)) and b∗(t,x) = b(t,x,ϑ ∗(t,x)). Moreover, the opti-
mal control processς∗

t = ϑ ∗(t,X∗
t ) for 0≤ t ≤ T belongs toV .

H4) There exists someδ > 1 such that for all0≤ t ≤ T and x> 0

Et,x sup
t≤s≤T

(z(s,X∗
s ))

δ < ∞ .

Theorem A.1.Assume thatV 6= /0 andH1−H4 hold. Then for all t∈ [0,T] and for
all x > 0 the solution to the Hamilton-Jacobi-Bellman equation (A.6) coincides with
the optimal value of the cost function, i.e. z(t,x) = J∗(t,x) = J∗(t,x,ς∗), where the
optimal strategyς∗ is defined inH2 andH3.

Proof. For ς ∈ V let Xς be the associated wealth process with initial valueXς
0 = x.

Define stopping times

τn = inf

{
s≥ t :

∫ s

t
b2(u,Xς

u ,ςu)z2
x(u,X

ς
u )du ≥ n

}
∧T .

Note that condition (A.3) implies thatτn → T asn→ ∞ a.s.. By continuity ofz(·, ·)
and of(Xς

t )0≤t≤T we obtain

lim
n→∞

z(τn,X
ς
τn
) = z(T,Xς

T ) = h(Xς
T) a.s.. (A.10)

Theorem A.2 guarantees that we can invoke Itô’s formula, and we conclude from
(A.2)

z(t,x) =
∫ τn

t
f (s,Xς

s ,ςs)ds+ z(τn,X
ς
τn
)−

∫ τn

t
(zt(s,X

ς
s )

+ H1(s,X
ς
s ,ςs))ds−

∫ τn

t
b(u,Xς

u ,ςu)zx(u,X
ς
u )dWu , (A.11)
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where
H1(s,x,ϑ) = H0(t,x,zx(t,x),zxx(t,x),ϑ) .

ConditionH1 implies

z(t,x) ≥ Et,x

∫ τn

t
f (s,Xς

s ,ςs)ds+ Et,xz(τn,X
ς
τn
) .

Moreover, by monotone convergence for the first term and Fatou’s lemma for the
second, and by observing (A.10) we obtain

lim
n→∞

Et,x

∫ τn

t
f (s,Xς

s ,ςs)ds+ lim
n→∞

Et,xz(τn,X
ς
τn
)

≥ Et,x

∫ T

t
f (s,Xς

s ,ςs)ds+ Et,x h(Xς
T) := J(t,x,ς) , 0≤ t ≤ T . (A.12)

Therefore,z(t,x)≥ J∗(t,x) for all 0≤ t ≤ T.

Similarly, replacingς in (A.11) byς∗ as defined byH2−H3 we obtain

z(t,x) = Et,x

∫ τn

t
f (s,X∗

s ,ς
∗
s )ds+ Et,x z(τn,X

∗
τn
) .

Condition H4 implies that the sequence(z(τn,X
∗
τn
))n∈N is uniformly integrable.

Therefore, by (A.10),

lim
n→∞

Et,x z(τn,X
∗
τn
) = Et,x lim

n→∞
z(τn,X

∗
τn
) = Et,x h(X∗

T) ,

and we obtain

z(t,x) = lim
n→∞

Et,x

∫ τn

t
f (s,X∗

s ,ς
∗
s )ds+ lim

n→∞
Et,x z(τn,X

∗
τn
)

= Et,x

(∫ T

t
f (s,X∗

s ,ς
∗
s )ds+ h(X∗

T)

)

= J(t,x,ς∗) .

Together with (A.12) we arrive atz(t,x) = J∗(t,x). This proves Theorem A.1. �

Remark 8.Note that in contrast to the usual verification theorem (see e.g. Touzi [11],
Theorem 1.4) we do not assume that equation (A.6) has a solution for all t ∈ [0,T],
but only for almost allt ∈ [0,T]. This provides the possibility to consider market
models as in (2.1) with discontinuous functional coefficients. Moreover, in the usual
verification theorem the functionf (t,x,ϑ) is bounded with respect toϑ ∈ K or
integrable with all moments finite. This is an essential difference of our situation as
for the optimal consumption problemf is not bounded overϑ ∈ K and we do not
assume thatf is integrable. �



34 Claudia Klüppelberg and Serguei Pergamenchtchikov

A.3 A Special Version of It̂o’s Formula

We prove Itô’s formula for functions satisfyingH1, an extension, which to the best
of our knowledge can not be found in the literature. Considerthe Itô equation

dξt = at dt + bt dWt ,

where the stochastic processesa = (at)0≤t≤T andb = (bt)0≤t≤T are measurable,
adapted and satisfy for the investment horizonT > 0

∫ T

0
(|at |+b2

t )dt < ∞ a.s.. (A.13)

Theorem A.2.Let f : [0,T]× (0,∞) → [0,∞) satisfyH1. Assume that the process
ξ is a.s. positive on0≤ t ≤ T. Then( f (t,ξt ))0≤t≤T is the solution to

d f (t,ξt) =
(

ft (t,ξt)+ fx(t,ξt)at +
1
2

fxx(t,ξt)
)
b2

t dt + fx(t,ξt)bt dWt . (A.14)

Remark 9.Note that in contrast to the usual Itô formula we do not assume thatf has
a continuous derivative with respect tot and continuous derivatives with respect tox
on the whole ofR. For example, the function (4.3) forγ1 = γ2 = γ ∈ (0,1) factorises
into z(t,x) = Z(t)xγ , i.e. is not continuosly differentiable with respect tox on R.
�

Proof. First we prove (A.14) for bounded processesa andb, i.e. we assume that for
some constantL > 0

sup
0≤t≤T

(|at |+ |bt |)≤ L a.s.. (A.15)

Let (tk)1≤k≤n be a partition of[0,T], more precisely, taketk = kT/n, and consider
the telescopic sums

f (T,ξT)− f (0,ξ0) =
n

∑
k=1

( f (tk,ξtk
)− f (tk−1,ξtk

))

+
n

∑
k=1

( f (tk−1,ξtk
)− f (tk−1,ξtk−1

))

:= ∑
1,n

+∑
2,n

.

Taking condition (A.7) into account we can represent the first sum as

Σ1,n =
n

∑
k=1

∫ tk

tk−1

ft (u,ξtk
)du =

∫ T

0
ft(u,ξu)du+ r1,n ,

where
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r1,n =
n

∑
k=1

∫ tk

tk−1

( ft (u,ξtk
)− ft(u,ξu))du.

Now we prove thatr1,n
P
→ 0 asn→ ∞. To this end we introduce the stopping time,

τN = inf{t ≥ 0 : ξt + ξ−1
t ≥ N}∧T , N > 0. (A.16)

As the processξ is continuous and a.s. positive,

lim
N→∞

P(τN < T) = 0, (A.17)

and, hence,τN
P
→ T asN → ∞. Moreover, the modulus of continuity of the process

ξ satisfies

∆ε(ξ , [0,T]) := sup
|t−s|≤ε ,s,t∈[0,T]

|ξt − ξs|
a.s.
→ 0, ε → 0. (A.18)

Note now that condition (A.8) implies that for everyN > 1

F∗(η ,N) :=
∫ T

0
sup

x,y,∈KN , |x−y|<η
| ft (u,x)− ft(u,y)|du→ 0 as η → 0,

whereKN = [N−1,N]. This implies that for everyδ > 0 there existsηδ > 0 such that
F∗(ηδ ,N)< δ . Moreover, taking into account that forε = T/n the random variable
r1,n is bounded on theω-set

{∆ε(ξ , [0,T])≤ ηδ}∩{τN = T}

by |r1,n| ≤ F∗(ηδ ,N)< δ , we obtain that

P(|r1,n|> δ )≤ P(∆ε(ξ , [0,T])> ηδ )+P(τN < T) .

Relations (A.17) and (A.18) implyr1,n
P
→ 0 asn→ ∞. Now define

r2,n := Σ2,n−
∫ T

0
fx(t,ξt)dξt −

1
2

∫ T

0
fxx(t,ξt)b2

t dt .

We show thatr2,n
P
→ 0 asn→ ∞. A Taylor expansion gives

Σ2,n =
n

∑
k=1

fx(tk−1,ξtk−1
)∆ξtk

+
1
2

n

∑
k=1

fxx(tk−1,ξtk−1
)

∫ tk

tk−1

b2
udu

+
1
2

n

∑
k=1

fxx(tk−1,ξtk−1
)αk+

1
2

n

∑
k=1

f̂k(∆ξtk
)2 , (A.19)
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whereαk = (∆ξtk
)2−

∫ tk
tk−1

b2
udu, f̂k = fxx(tk−1, ξ̂tk

)− fxx(tk−1,ξtk−1
) and

ξ̂tk
= ξtk−1

+θk∆ξtk
with θk ∈ [0,1]. Now taking into account that asn→ ∞

n

∑
k=1

fx(tk−1,ξtk−1
)∆ξtk

P
→

∫ T

0
fx(t,ξt)dξt

n

∑
k=1

fxx(tk−1,ξtk−1
)
∫ tk

tk−1

b2
udu

a.s.
→
∫ T

0
fxx(t,ξt)b2

t dt

it suffices to show that the last two terms in (A.19) tend to zero in probability. To
this end we represent the first sum as

n

∑
k=1

fxx(tk−1,ξtk−1
)αk = Mn+Rn ,

where

Mn =
n

∑
k=1

fxx(tk−1,ξtk−1
)ηk with ηk = (

∫ tk

tk−1

budWu)
2−

∫ tk

tk−1

b2
udu,

Rn =
n

∑
k=1

fxx(tk−1,ξtk−1
)α∗

k with α∗
k = (∆ξtk

)2− (

∫ tk

tk−1

budWu)
2 .

First we estimate the martingale part in this representation. Note that on the set
{τN = T} the martingale part coincides with the bounded martingale

Mn =
n

∑
k=1

fxx(tk−1,ξtk−1∧τN
)ηk .

Taking into account that

| fxx(tk−1,ξtk−1∧τN
)| ≤ sup

t∈[0,T] ,y∈[N−1,N]

| fxx(t,y)| := M∗

we obtain

EM2
n = E

n

∑
k=1

f 2
xx(tk−1,ξtk−1∧τN

)η2
k ≤ M2

∗

n

∑
k=1

E

(∫ tk

tk−1

budWu

)4

≤ 3L4M2
∗

n

∑
k=1

(∆ tk)
2 = 3L4M2

∗T2 1
n

→ 0, n→ ∞ .

In the last inequality we used the bound (A.15) forb. We conclude

Mn
P
→ 0, n→ ∞ . (A.20)
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Using the convergence (A.18) also forI(t) =
∫ t

0 budWu and the upper bound (A.15)
for a we obtain

|α∗
k | ≤

(∫ tk

tk−1

audu
)2

+2
∫ tk

tk−1

|au|du
∣∣∣
∫ tk

tk−1

budWu

∣∣∣

≤ L2(∆ tk)
2+2L∆ε(I , [0,T])∆ tk ,

whereε = ∆ tk = T/n. This yields limn→∞ ∑n
k=1 |α

∗
k |= 0 a.s. We use analogous argu-

ments as for (A.20) to show thatRn
P
→ 0. Taking also into account that∑n

k=1(∆ξtk
)2

is bounded in probability, i.e.

lim
m→∞

P

(
n

∑
k=1

(∆ξtk
)2 ≥ m

)
= 0,

it is easy to see that the last sum in (A.19) tends to zero in probability. This proves
Ito’s formula (A.14) for bounded coefficients(at) and(bt).

To prove Ito’s formula under condition (A.13) we introduce for L ∈ N the sequence
of processes(ξ L

t )0≤t≤T by

dξ L
t = aL

t dt + bL
t dWt , ξ L

0 = ξ0 ,

whereaL
t := at χ{|at |≤L} andbL

t := bt χ{|bt |≤L}. For each of these processes we already
proved (A.14). Therefore we can write

f (T,ξ L
T ) = f (0,ξ0)+

∫ T

0
AL

t dt+
∫ T

0
BL

t dWt , (A.21)

whereAL
t = ft (t,ξ L

t )+ fx(t,ξ L
t )a

L
t + fxx(t,ξ L

t )(b
L
t )

2/2 andBL
t = fx(t,ξ L

t )b
L
t . Note

that (A.13) implies immediately

lim
L→∞

∫ T

0
(|aL

t −at |+(bL
t −bt)

2)dt = 0 a.s..

Taking this into account we show that

sup
0≤t≤T

|ξ L
t − ξt |

P
→ 0, L → ∞ . (A.22)

Indeed, from the definitions ofξ andξ L we obtain that

sup
0≤t≤T

|ξ L
t − ξt | ≤

∫ T

0
|aL

t −at |dt + sup
0≤t≤T

∣∣∣
∫ t

0
(bL

t −bt)dWt

∣∣∣ .

Thus for (A.22) it suffices to show that the last term in this inequality tends to zero
asL → ∞. By Lemma 4.6, p. 102 in Liptser and Shiryaev [9]) we obtain for every
ε > 0
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P

(
sup

0≤t≤T

∣∣∣∣
∫ t

0
(bL

t −bt)dWt

∣∣∣∣ ≥ δ

)
≤

ε
δ 2 +P

(∫ T

0
(bL

t −bt)
2dt ≥ ε

)
.

This implies (A.22). Taking now the limit in (A.21) forL to infinity we obtain
(A.14). �
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