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Abstract:
The problem of reconstruction of band-limited signals from sampled and noisy observations is studied. It is proposed to sample a signal at quasi-random points, that form a deterministic sequence with properties resembling a random variable being uniformly distributed. Such quasi-random points can be easily and efficiently generated yielding signal reconstruction algorithms with the improved accuracy. In fact, in this paper we propose a reconstruction method based on the modified orthogonal sampling formula where the sampling rate and the reconstruction rate are treated separately. This distinction is necessary to ensure consistency of the reconstruction algorithm in the presence of noise. Asymptotical properties of the algorithm are evaluated including its convergence to the true signal and the corresponding rate. It is shown that the rate of convergence is better than that for reconstructions algorithms that utilize the traditional uniform sampling. Similar results are also obtained for the case of multivariate signals.

1. Introduction

Signal sampling is an inherent part of the modern signal processing theory and as such it has attracted a great deal of research activities lately [9], [10]. In particular, the problem of signal sampling and recovery from imperfect data has been addressed in a number of recent works [1], [2], [7]. In this case, one assumes that the signal samples \( \{ f(k\tau) \} \) are observed with noise, i.e., we have

\[
y_k = f(k\tau) + z_k,
\]

where \( z_k \) is uncorrelated noise process with \( E z_k = 0 \), \( \text{var}(z_k) = \sigma^2 < \infty \). Throughout the paper we assume that \( f(t) \) has a bounded spectrum and that \( f(t) \) is a finite energy type signal. Any signal with such a property is referred to as band-limited and will denote this class of signals as \( BL(\Omega) \), where \( \Omega \) is the bandwidth of \( f(t) \).

The celebrated Whittaker-Shannon theorem says that any band-limited signal \( f(t) \) can be perfectly recovered from its discrete values \( \{ f(k\tau) \} \) provided that \( \tau \leq \pi/\Omega \). Application of the resulting interpolation formula to noisy data would lead to the following reconstruction scheme based on \( 2n + 1 \) random samples

\[
f_n(t) = \sum_{|k| \leq n} y_k \text{sinc} \left( \frac{\pi}{\tau} (t - k\tau) \right),
\]

where \( \text{sinc}(t) = \sin(t)/t \), and \( \tau \leq \pi/\Omega \). The fundamental question, which arises is whether \( f_n(t) \) can be a consistent estimate of \( f(t) \) for any \( f \in BL(\Omega) \). Hence, whether \( \phi(f_n, f) \to 0 \) as \( n \to \infty \), in a certain probabilistic sense, for some distance measure \( \phi \). Since \( f(t) \) is assumed to be square integrable, then the natural measure between \( f_n(t) \) and \( f(t) \) is the mean integrated square error

\[
MISE(f_n) = E \int_{-\infty}^{\infty} (f_n(t) - f(t))^2 dt.
\]

It can be easily shown, see [6], that \( MISE(f_n) \to \infty \) as \( n \to \infty \) for any fixed \( \tau \leq \pi/\Omega \). This unpleasant property of the estimate \( f_n(t) \) is caused by the presence of the noise process in the observed data and the fact that \( f_n(k\tau) = y_k \), i.e., \( f_n(t) \) interpolates the noisy observations. It is clear that one should avoid interpolation schemes in the presence of noise since they would retain random errors. The aim of this paper is to propose a consistent estimate of \( f(t) \) being a smooth correction of the naive algorithm \( f_n(t) \).

The statistical aspects of signal sampling and recovery have been examined first in [5], and next in [6], [7], [2], [1]. In [2], [1] the sampling rate \( \tau \) has been assumed to be a fixed constant. This assumption, however, cannot lead to consistent estimates of the true signal of the band-limited type. On the other hand, in [5], [6], [7] \( \tau = \tau_n \)
such that $\tau_n \to 0$ as $n \to \infty$ with a controlled rate. Such a choice of $\tau$ allows us to design a signal recovery algorithm for which the reconstruction error $MISE$ tends to zero with a certain rate. In this paper, we propose a nonlinear sampling scheme based on the theory of quasi-random sequences, i.e., we observe the following noisy samples
\[ y_k = f(\tau_k) + z_k, \]
where $\{\tau_k\}$ is a sequence of quasi-random points. We show that a proper choice of $\{\tau_k\}$ leads to the reconstruction algorithm with the improved convergence rate.

2. Reconstruction Algorithms with Quasi-Random Points

The notion of quasi-random sequences has been originally established in the theory of numerical integration [4]. A sequence of real numbers $\{x_j\}$ is said to be a quasi-random sequence in $[0, 1]$ if for every continuous function $b(x)$ on $[0, 1]$ we have
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} b(x_j) = \int_0^1 b(x) \, dx. \] (3)

Quasi-random sequences are also called equidistributed sequences, since (3) means that the sequence $\{x_j\}$ behaves like uniformly distributed random variables. Nevertheless, an important property of quasi-random sequences is that they are more uniform than random uniform sequences which tend to clump. A consequence of this fact is that the accuracy of approximating integrals based on quasi-random sequences is superior to the accuracy obtained by random sequences. In fact, the celebrated Koksma-Hlawka inequality [4] says that for any function of bounded variation on $[0, 1]$ we have
\[ \left| \frac{1}{n} \sum_{j=1}^{n} f(x_j) - \int_0^1 f(t) \, dt \right| \leq \mathcal{V}(f) D_n^*, \]
where $\mathcal{V}(f)$ is the total variation of $f$ on $[0, 1]$, and $D_n^*$ denotes the so-called discrepancy of the quasi-random sequence $\{x_j\}$. The discrepancy measures the strength of the sequence to approximate the uniform distribution on $[0, 1]$. There are quasi-random sequences with discrepancy of order $O(\log(n)/n)$ [4].

This should be contrasted with a random sequence of uniformly distributed points on $[0, 1]$ that possesses the discrepancy of order $O(1/\sqrt{n})$. This basic observation plays a key role in our developments concerning the signal recovery problem from quasi-random points. Numerous quasi-random sequences have been constructed that have the aforementioned property of approximating the uniform distribution. The simplest, and sufficient for our purposes, way of generating a quasi-random sequence is the following
\[ x_j = \text{frac}(j \vartheta), \] (4)
where $\vartheta$ is an irrational number and $\text{frac}(\cdot)$ denotes the fractional part of a number in the parenthesis. A good choice of $\vartheta$ is $(\sqrt{5} - 1)/2$, see [8] for an extensive discussion on the choice of $\vartheta$.

Since band-limited signals are defined on the whole real line we need a rescaled version of quasi-random sequences. Thus, let us define the following sampling points on the interval $[-T, T]$.
\[ \tau_j = T \text{sgn}(j) \text{frac}(|j| \vartheta), \quad j = 0, \pm 1, \pm 2, \ldots, n, \] (5)
where $\text{sgn}(\cdot)$ is the sign of a number. The observation number $T$ must increase with $n$ such that $T(n) \to \infty$ as $n \to \infty$. In order, however, to establish the consistency result of our reconstruction algorithm we must control the growth of $T(n)$. The approximation property of quasi-random sequences applied to the sequence defined in (5) reads now as
\[ \frac{2T}{2n + 1} \sum_{|j| \leq n} f(\tau_j) \approx \int_{-T}^{T} f(t) \, dt. \] (6)

It has been known since the work of Hardy [3] that the cardinal expansion can be viewed as the orthogonal expansion in $BL(\Omega)$. Using this fact and then the reasoning as in [5] we can define the following estimate of $f(t)$
\[ \tilde{f}_n(t) = \sum_{|k| \leq N} \tilde{c}_k s_k(t), \quad \tilde{c}_k = \frac{2T}{(2n + 1)} h \sum_{|j| \leq n} y_j s_k(\tau_j), \] (7)
(8)

where $\{\tau_j\}$ is the quasi-random sequence defined in (5). Here $s_k(t) = \text{sinc}(\pi h^{-1}(t - kh))$, $k = 0, \pm 1, \ldots$ forms the orthogonal and complete system in $BL(\Omega)$ provided that $h \leq \pi/\Omega$. The corresponding Fourier coefficient is $\tilde{c}_k = h^{-1} \int_{-T}^{T} f(t)s_k(t) \, dt$. It is also clear that for $f \in BL(\Omega)$ we have $c_k = f(kh)$. The parameter $h$ is called the reconstruction rate. In (7) the parameter $N$ defines the number of terms in the expansion which are taken into account and $2n + 1$ is the sample size. The truncation parameter plays important role in our asymptotic analysis, i.e., $N$ depends on $n$ such that $N(n) \to \infty$ with the controlled rate. It is also worth noting that the sampling rate is nonuniform (defined by the discrepancy of the quasi-random sequence in (5)) and different than the reconstruction rate $h$. We assume that $h$ is constant and not greater than $\pi/\Omega$.

Throughout the paper we use the worst localized base system utilizing the $\text{sinc}$ function. The methodology
presented in this paper can be extended to the windowed version of the estimate \( \hat{f}_n(t) \) of the form

\[
\hat{f}_n(t) = \sum_{|k| \leq n} w_k c_k s_k(t),
\]

where \( \{w_k, |k| \leq n\} \) is a sequence of numbers such that \( 0 \leq w_k \leq 1 \). The proper choice of this window sequence yields an estimate with better time-localized properties and consequently better convergence rates. The case when \( w_k = 1 \) for \( |k| \leq N \) and \( w_k = 0 \) otherwise corresponds to the estimate \( \hat{f}_n(t) \).

3. The MISE Consistency and Rate

In this section we summarize the results concerning the convergence of MISE(\( \hat{f}_n \)) to zero as \( n \to \infty \) for any signal \( f \in BL(\Omega) \). Also the rate of convergence is established.

Due to Pareval’s formula we can decompose the MISE(\( \hat{f}_n \)) as follows:

\[
MISE(\hat{f}_n) = h \sum_{|k| \leq N} \text{var}(\hat{c}_k) + h \sum_{|k| \leq N} (\hat{E}\hat{c}_k - c_k)^2 + h \sum_{|k| \geq N} c_k^2.
\]

The first term of the decomposition controls the stochastic part of the estimate, whereas the remaining term describes the systematic error (bias) of the estimate. A careful examination of these terms lead to the following result on the consistency of our estimate.

**Theorem 1** Let \( f \in BL(\Omega) \) and let the reconstruction rate \( h \) be constant such that \( h \leq \pi/\Omega \). Suppose that \( N(n) < T(n)/h \). Assume \( T(n) \to \infty \), \( N(n) \to \infty \) such that \( T(n) \) does not grow faster than \( \sqrt{n}/\log(n) \). Let, moreover,

\[
\frac{N(n)T(n)}{n} \to 0.
\]

Then

\[
MISE(\hat{f}_n) \to 0
\]

as \( n \to \infty \).

The conditions required on the parameters \( T(n) \) and \( N(n) \) in Theorem 1 impose some general restrictions on their growth. In order further see how to choose \( T(n) \) and \( N(n) \) let us assume the following condition on the decay of band-limited signals.

(F) There exists \( r \geq 0 \) and a constant \( C_f > 0 \) such that for \( |t| \) sufficiently large we have \( |f(t)| \leq C_f/|t|^{r+1} \).

This assumption can be also expressed in the frequency domain by requiring that the Fourier transform of \( f(t) \) has \( r \) derivatives on \([-\Omega, \Omega]\). A further analysis of the reconstruction error leads to the following bound

\[
MISE(\hat{f}_n) \leq (2N+1) \left( C_1 T^{-(2r+1)} + \frac{C_2 T^3 \log^2(n)}{n^2} + \frac{C_3 T}{n} \right) + C_4 N^{-(2r+1)},
\]

for some constants \( C_1, C_2, C_3, C_4 \). By optimizing the above bound we can obtain the following asymptotically optimal choice of \( T(n) \) and \( N(n) \).

\[
T^*(n) = an^{1/(2r+1)} \quad N^*(n) = bn^{1/(2r+1)},
\]

subject to the condition \( a > bh \). Plugging these values of \( T(n) \) and \( N(n) \) back into the bound for MISE(\( \hat{f}_n \)) we obtain the following rate

\[
MISE(\hat{f}_n) = O(n^{-\frac{2r+1}{2r+3}}).
\]

It is worth noting that under Assumption (F) the best possible rate obtained for the reconstruction algorithms discussed in [6] and [7] is of order \( O(n^{-\frac{2r+1}{2r+3}}) \). This is clearly a slower rate than the one obtained in this paper.

4. Concluding Remarks

In this paper we have proposed an algorithm for recovering a band-limited signal observed under noise. Assuming that the signal is a square integrable function the sufficient conditions for the convergence of the mean integrated square error have been established. The distinguishing feature of the proposed approach is its utilization of nonuniform samples taken at quasi-random points. When quasi-random sequences are applied to the problem of numerical evaluation of integrals they reveal the approximation rate \( O(\log(n)/n) \) for a class of bounded variation functions. This rate is superior to the rate \( O(1/\sqrt{n}) \) that characterizes usual numerical algorithms and classical Monte Carlo methods. This advantage of quasi-random sequences seems to be carried out to the problem of signal sampling and recovery. In our consistency results we assume that the reconstruction rate \( h \) is constant and could be chosen as large as \( \pi/\Omega \). One could also consider the case when \( h = h(n) \) and \( h(n) \to 0 \) as \( n \to \infty \). The estimates with variable \( h \) would be needed for the problem of recovering not necessarily band-limited signals. Finally, let us mention that the results of this paper can be extended to the \( d \)-dimensional case, where the orthogonal system can be obtained in the form of the product of sinc functions, i.e., \( s_k(t) = \prod_{i=1}^d s_{k_i}(t_i) \), where \( k = (k_1, k_2, \ldots, k_d) \).
\( \mathbf{t} = (t_1, t_2, \ldots, t_d) \). We should mention that multi-dimensional quasi-random sequences can be generated in a relatively straightforward way. Moreover, they exhibit the favorite discrepancy of order \( O(n^{-1}(\log(n))^d) \) for any \( d \). This fact may have important consequences for sampling problems of two-dimensional objects like images.
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