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# Attractivity theory for second order non-smooth dynamical systems with application to dry friction 

Samir Adly

LACO, University of Limoges, 123, Avenue A. Thomas, 87060 Limoges cedex, France

In this paper, we study the attractivity properties of the set of stationary solutions for a general class of second order non-smooth dynamical system involving friction term. Sufficient conditions for the local attractivity of the set of stationary solutions are given in the case of dry friction and negative viscous damping. An estimation of the attraction domain is also given in this case. Applications can be found in unilateral mechanics.
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## 1. Introduction

In recent year, the theory of stability (in the sense of Lyapunov) of stationary solutions of dynamical systems has been considerably developed. It is well known that this field is of major importance in both applied mathematics and engineering. With the emergence of many engineering disciplines, it is not surprising that the unilateral dynamical system has played a central role in the understanding of mechanical processes. The mathematical formulation of the unilateral dynamical system involved inequality constraints and necessarily contains natural non-smoothness. The non-smoothness could originate from the discontinuous control term, or from the environment (non-smooth impact), or from the dry friction. It is well known that dry friction generates
instabilities and consequently influences the performance and the behavior of mechanical systems. It seems that the formalism of evolution variational inequalities represents a large class of unilateral dynamical systems [3,4,8,9,12,13]. Due to the lack of smoothness, classical mathematical methods (see, e.g., $[11,12]$ ) are applicable only to a limited amount and require naturally extensions for both analytical and numerical methods. Recently, new analytical tools have been developed for the study of evolution variational inequalities [7-9].

Recently, S. Adly and D. Goeleven [1] have developed a LaSalle's invariance theory applicable to a general class of first order non-linear evolution variational inequalities. This approach was applied to the study of the stability and the asymptotic properties of second order dynamical systems involving friction forces. Equally important is the study of the attractivity properties of the set of stationary solutions which correspond in general to a stationary mode where the friction elements are sticking.

It is well known that the dynamics of many mechanical systems could be influenced by the stability and the attractivity of the stationary sets (such as e.g. limit-cycling induced by friction). In the last decade, the stability and the attractivity of the set of stationary solutions have attracted many important research interests (see e.g. [7-9]). Inspired by a recent work by N. Van De Wouw and R.I. Leine [16] and motivated by the mechanical applications, we provide sufficient conditions for the global or local attractivity of the set of stationary solutions of a general class of second order dynamical systems with friction term. These results are obtained by applying the approach developed in [1] and could be seen as a unification and an extension of the results obtained by N. Van De Wouw and R.I. Leine [16] for the Coulomb friction in a general framework. A particular attention is made in the case of the non-positive definiteness of the viscous damping matrix (for the mechanical motivation we refer to $[5,6,15,16]$ and references cited therein). In [16], it was proved that the presence of the Coulomb friction in such a situation can ensure the local attractivity of the set of stationary solutions. Moreover, an estimation of the attraction domain has been given. In this paper, we prove that these results are still valid for the general class of second order dynamical systems with friction term by using the techniques developed in [1].

The paper is organized as follows. In Section 2, we recall an existence and uniqueness result for the first order non-linear evolution variational inequalities. This result is a direct consequence of Kato's theorem [10]. In Section 3, we study the attractivity of the set of stationary solutions. More precisely, we show that if the viscous damping matrix is symmetric and positive definite, then the set of stationary solutions is globally attractive. Moreover, if the viscous damping matrix is symmetric but not necessarily positive definite, then with (the presence of dry friction) the set of stationary solutions is only locally attractive. We give also an estimation of the attractivity domain. In Section 4, we discuss some examples.

Let us consider the following second order dynamic system: For $\left(t_{0}, q_{0}, \dot{q}_{0}\right) \in \mathbb{R} \times$ $\mathbb{R}^{m} \times \mathbb{R}^{m}$, we consider the problem $P\left(t_{0}, q_{0}, \dot{q}_{0}\right)$ : Find a function $t \mapsto q(t)\left(t \geqslant t_{0}\right)$ with $q \in C^{1}\left(\left[t_{0},+\infty\right) ; \mathbb{R}^{m}\right)$ and such that:

$$
\begin{align*}
& \frac{d^{2} q}{d t^{2}} \in L_{\mathrm{loc}}^{\infty}\left(t_{0},+\infty ; \mathbb{R}^{m}\right)  \tag{1}\\
& \frac{d q}{d t} \text { is right-differentiable on }\left[t_{0},+\infty\right)  \tag{2}\\
& \left(q\left(t_{0}\right), \frac{d q}{d t}\left(t_{0}\right)\right)=\left(q_{0}, \dot{q}_{0}\right)  \tag{3}\\
& M \frac{d^{2} q}{d t^{2}}(t)+C \frac{d q}{d t}(t)+\Pi^{\prime}(q(t)) \in-H_{1} \partial \Phi\left(H_{1}^{T} \frac{d q}{d t}(t)\right), \quad \text { a.e. } t \geqslant t_{0} \tag{4}
\end{align*}
$$

where $\Phi: \mathbb{R}^{l} \rightarrow \mathbb{R}$ and $\Pi: \mathbb{R}^{m} \rightarrow \mathbb{R}$ are functions satisfying the following assumptions:
$\left(\mathcal{H}_{\Phi}-\mathrm{i}\right) \Phi$ is convex;
$\left(\mathcal{H}_{\Phi}-\mathrm{ii}\right) \min _{x \in \mathbb{R}^{l}} \Phi(x)=\Phi(0)=0$;
$\left(\mathcal{H}_{\Pi}-\mathrm{i}\right) \quad \Pi \in \mathcal{C}^{1}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ such that $\Pi^{\prime}$ is Lipschitz continuous on $\mathbb{R}^{m}$;
$\left(\mathcal{H}_{\Pi}\right.$-ii) $\Pi$ is coercive, i.e., $\Pi(x) \rightarrow+\infty$ as $\|x\| \rightarrow+\infty$;
$\left(\mathcal{H}_{M}-\mathrm{i}\right) \quad M \in \mathbb{R}^{m \times m}$ is a symmetric and positive definite matrix;
and $C \in \mathbb{R}^{m \times m}$ and $H_{1} \in \mathbb{R}^{m \times l}$ are given matrices. Here $\partial \Phi$ denotes the convex subdifferential of $\Phi$.

The second order dynamical system (4) is useful for the study of many problems in unilateral mechanics. Indeed, the motion of various mechanical systems with frictional contact can be studied in the framework of Eq. (4). For such problems $m$ is the number of degrees of freedom, $M$ is the mass matrix, $C$ is the viscous damping matrix and $\Pi$ is the potential. The vector $q \in \mathbb{R}^{m}$ is the vector of generalized coordinates. The term $H_{1} \partial \Phi\left(H_{1}^{T} \cdot\right)$ is used to model the unilaterality of the contact induced by friction forces.

The set of stationary solutions of (4) is given by

$$
\begin{equation*}
\mathcal{W}=\left\{\bar{q} \in \mathbb{R}^{m}: \Pi^{\prime}(\bar{q}) \in-H_{1} \partial \Phi(0)\right\} . \tag{5}
\end{equation*}
$$

## 2. An existence and uniqueness result

Let us consider the following first order evolution variational inequality, denoted $P\left(t_{0}, x_{0}\right)$, and defined by

$$
P\left(t_{0}, x_{0}\right) \quad\left\{\begin{array}{l}
\text { Find } x \in \mathcal{C}^{0}\left(\left[t_{0},+\infty\left[; \mathbb{R}^{n}\right), \frac{d x}{d t} \in L_{\mathrm{loc}}^{\infty}\left(t_{0},+\infty ; \mathbb{R}^{n}\right)\right.\right. \text { such that }  \tag{6}\\
\left\langle\frac{d x}{d t}(t)+F(x(t)), v-x(t)\right\rangle+\varphi(v)-\varphi(x(t)) \geqslant 0, \forall v \in \mathbb{R}^{n}, \text { a.e. } t \geqslant t_{0} \\
x\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

Here $\langle.,$.$\rangle denotes the euclidean scalar product in \mathbb{R}^{n}$ and $\|$.$\| the corresponding norm.$
We have the following existence and uniqueness result. For more details see $[1,8]$.
Theorem 2.1. Let $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper, convex and lower semicontinuous function and $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous operator such that for some $\omega \geqslant 0$, the operator $F+\omega I$ is monotone, i.e.,

$$
\langle F(x)-F(y), x-y\rangle \geqslant-\omega|x-y|^{2}, \quad \forall x, y \in \mathbb{R}^{n} .
$$

Let $t_{0} \in \mathbb{R}$ and $x_{0} \in \operatorname{Dom}(\partial \varphi)^{1}$ be given. Then there exists a unique $x \in C^{0}\left(\left[t_{0},+\infty\right) ; \mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\frac{d x}{d t} \in L_{\mathrm{loc}}^{\infty}\left(t_{0},+\infty ; \mathbb{R}^{n}\right) \tag{7}
\end{equation*}
$$

$x$ is right-differentiable on $\left[t_{0},+\infty\right)$,
$x\left(t_{0}\right)=x_{0}$,
$x(t) \in \operatorname{Dom}(\partial \varphi), \quad t \geqslant t_{0}$,
$\left\langle\frac{d x}{d t}(t)+F(x(t)), v-x(t)\right\rangle+\varphi(v)-\varphi(x(t)) \geqslant 0, \quad \forall v \in \mathbb{R}^{n}$, a.e. $t \geqslant t_{0}$.

[^0]We will denote by $x\left(\cdot ; t_{0}, x_{0}\right)$ the unique solution of $P\left(t_{0}, x_{0}\right)$ under the assumptions of Theorem 2.1.

Using Theorem 2.1, we have the following existence and uniqueness result for the second order dynamic system (4).

Theorem 2.2 (Existence and uniqueness). Suppose that assumptions $\left(\mathcal{H}_{\Phi}-\mathrm{i}, \mathrm{ii}\right)$, $\left(\mathcal{H}_{\Pi}-\mathrm{i}\right)$ and $\left(\mathcal{H}_{M}-\mathrm{i}\right)$ are satisfied.

Let $t_{0} \in \mathbb{R},\left(q_{0}, \dot{q}_{0}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{m}$. Then there exists a unique $q \in C^{1}\left(\left[t_{0},+\infty\right) ; \mathbb{R}^{m}\right)$ satisfying conditions (1)-(4).

Proof. Since the matrix $M$ is symmetric and positive definite, then problem (4) is equivalent to the following first order differential inclusion:

$$
\left\{\begin{array}{l}
\dot{x}(t)+F(x(t)) \in-\partial \varphi(x(t))  \tag{FO}\\
x\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

where the vector $x=\binom{x_{1}}{x_{2}} \in \mathbb{R}^{n}(n=2 m)$ and the mapping $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is defined by

$$
\begin{equation*}
F(x)=\binom{-x_{2}}{M^{-\frac{1}{2}} C M^{-\frac{1}{2}} x_{2}+M^{-\frac{1}{2}} \Pi^{\prime}\left(M^{-\frac{1}{2}} x_{1}\right)} . \tag{12}
\end{equation*}
$$

We note that

$$
F(x)=A x+\bar{F}(x)
$$

where the matrix $A \in \mathbb{R}^{n \times n}$ is defined by

$$
A=\left(\begin{array}{cc}
0_{m \times m} & -I_{m} \\
0_{m \times m} & M^{-\frac{1}{2}} C M^{-\frac{1}{2}}
\end{array}\right)
$$

and the mapping $\bar{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is defined by

$$
\bar{F}(x)=\binom{0_{m \times 1}}{M^{-\frac{1}{2}} \Pi^{\prime}\left(M^{-\frac{1}{2}} x_{1}\right)}
$$

the vector $x_{0} \in \mathbb{R}^{n}$ is given by

$$
\begin{equation*}
x_{0}=\binom{M^{-\frac{1}{2}} q_{0}}{M^{-\frac{1}{2}} \dot{q}_{0}} \tag{13}
\end{equation*}
$$

and the convex function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\varphi(x)=\left(\Phi \circ H_{1}^{T} M^{-\frac{1}{2}}\right)\left(x_{2}\right) \tag{14}
\end{equation*}
$$

In this case, the subdifferential of $\varphi$ is given by

$$
\begin{equation*}
\partial \varphi(x)=\binom{0}{\partial\left(\Phi \circ H_{1}^{T} M^{-\frac{1}{2}}\right)\left(x_{2}\right)}=\binom{0}{M^{-\frac{1}{2}} H_{1} \partial \Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right)} . \tag{15}
\end{equation*}
$$

It is clear that $A$ is continuous and $A+\omega I_{n \times n}$ is monotone provided that $\omega \geqslant \sup _{\|x\|=1}\langle-A x, x\rangle$. By assumption $\left(\mathcal{H}_{\Pi}-\mathrm{i}\right)$, the mapping $\bar{F}$ is Lipschitz continuous. The conclusion of Theorem 2.2 follows from Theorem 2.1.

## 3. An attractivity result for second order dynamical systems

In this section, we will study some attractivity properties of the set of stationary solutions (5). Let us first recall some invariance properties.

We denote by $\mathcal{S}(F, \varphi)$ the set of stationary solutions of the first order evolution variational inequalities (6), that is,

$$
\begin{equation*}
\mathcal{S}(F, \varphi):=\left\{z \in D(\partial \varphi):\langle F(z), v-z\rangle+\varphi(v)-\varphi(z) \geqslant 0, \forall v \in \mathbb{R}^{n}\right\} . \tag{16}
\end{equation*}
$$

Let $V \in C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}\right)$ be given. We set

$$
\begin{equation*}
E(F, \varphi, V):=\left\{x \in D(\partial \varphi):\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right)=0\right\} . \tag{17}
\end{equation*}
$$

For $x_{0} \in \mathbb{R}^{n}$, we denote by $\gamma\left(x_{0}\right)$ the orbit

$$
\gamma\left(x_{0}\right):=\left\{x\left(\tau ; t_{0}, x_{0}\right): \tau \geqslant t_{0}\right\}
$$

and by $\Lambda\left(x_{0}\right)$ the limit set

$$
\Lambda\left(x_{0}\right):=\left\{z \in \mathbb{R}^{n}: \exists\left\{\tau_{i}\right\} \subset\left[t_{0},+\infty\right), \tau_{i} \rightarrow+\infty \text { and } x\left(\tau_{i} ; t_{0}, x_{0}\right) \rightarrow z\right\} .
$$

We say that a set $\mathcal{D} \subset \mathbb{R}^{n}$ is invariant if any solution of problem (6) starting in $\mathcal{D}$ remains in $\mathcal{D}$ for all $t \geqslant t_{0}$, i.e.,

$$
x_{0} \in \mathcal{D} \quad \Rightarrow \quad \gamma\left(x_{0}\right) \subset \mathcal{D}
$$

### 3.1. Global attractivity: The damping matrix $C$ is positive definite

We recall the following result (see [1, Corollary 1]).
Theorem 3.1. Suppose that the assumptions of Theorem 2.1 hold. Let $V \in C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}\right)$ be a function such that
(1) $\varphi()-.\varphi\left(.-V^{\prime}().\right)$ is lower semicontinuous on $\operatorname{Dom}(\partial \varphi)$;
(2) $\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right) \geqslant 0, \forall x \in \operatorname{Dom}(\partial \varphi)$;
(3) $V(x) \rightarrow+\infty$ as $\|x\| \rightarrow+\infty, x \in D(\partial \varphi)$;
(4) $D(\partial \varphi)$ is closed.

Let $\mathcal{M}$ be the largest invariant subset of $E(F, \varphi, V)$. Then for each $x_{0} \in \operatorname{Dom}(\partial \varphi)$, the orbit $\gamma\left(x_{0}\right)$ is bounded and

$$
\lim _{\tau \rightarrow+\infty} \operatorname{dist}\left(x\left(\tau ; t_{0}, x_{0}\right), \mathcal{M}\right)=0
$$

If the damping matrix $C$ is symmetric and positive definite, then we have the following global attractivity result of the set $\mathcal{W}$ of stationary solutions (5).

Theorem 3.2 (Attractivity of $\mathcal{W})$. Suppose that the assumptions $\left(\mathcal{H}_{\Phi}-\mathrm{i}\right.$, ii), $\left(\mathcal{H}_{\Pi}-\mathrm{i}\right.$, ii) and ( $\left.\mathcal{H}_{M}-\mathrm{i}\right)$ hold. If the matrix $C$ is symmetric and positive definite, then for any $\left(q_{0}, \dot{q}_{0}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{m}$, we have the following asymptotic properties:

$$
\lim _{\tau \rightarrow+\infty} \operatorname{dist}\left(q\left(\tau ; t_{0}, q_{0}, \dot{q}_{0}\right), \mathcal{W}\right)=0 \quad \text { and } \quad \lim _{\tau \rightarrow+\infty} \frac{d q}{d t}\left(\tau ; t_{0}, q_{0}, \dot{q}_{0}\right)=0
$$

Proof. Let us consider the following associated first order system to (4) defined by

$$
\dot{x}+F(x) \in-\partial \varphi(x),
$$

where $F$ and $\varphi$ are defined respectively in (12) and (14).
We will check that all assumptions of Theorem 3.1 are satisfied with the function $V \in$ $C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}\right)(n=2 m)$ defined by

$$
\begin{equation*}
V(x)=\Pi\left(M^{-\frac{1}{2}} x_{1}\right)+\frac{1}{2}\left\|x_{2}\right\|_{m}^{2} . \tag{18}
\end{equation*}
$$

The function $V \in \mathcal{C}^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and we have

$$
V^{\prime}(x)=\binom{M^{-\frac{1}{2}} \Pi^{\prime}\left(M^{-\frac{1}{2}} x_{1}\right)}{x_{2}}
$$

Hence,

$$
\varphi(x)-\varphi\left(x-V^{\prime}(x)\right)=\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right)-\Phi(0)=\left(\Phi \circ H_{1}^{T} M^{-\frac{1}{2}}\right)\left(x_{2}\right),
$$

and the application $x \mapsto \varphi(x)-\varphi\left(x-V^{\prime}(x)\right)$ is thus lower semicontinuous on $\operatorname{Dom}(\partial \varphi)=\mathbb{R}^{n}$. It results that hypothesis (1) of Theorem 3.1 is satisfied.

We have

$$
\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right)=\left\langle M^{-\frac{1}{2}} C M^{-\frac{1}{2}} x_{2}, x_{2}\right\rangle_{m}+\left(\Phi \circ H_{1}^{T} M^{-\frac{1}{2}}\right)\left(x_{2}\right) .
$$

Using the fact that the matrix $C$ is positive definite and $\left(\mathcal{H}_{\Phi}-\mathrm{ii}\right)$, we get hypothesis (2) of Theorem 3.1.

By $\left(\mathcal{H}_{\Pi}\right.$-ii), hypothesis (3) of Theorem 3.1 is satisfied. Since $\operatorname{Dom}(\partial \varphi)=\mathbb{R}^{n}$, it is clear that hypothesis (4) of Theorem 3.1 also holds.

Now, since

$$
E(F, \varphi, V)=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}:\left\langle M^{-\frac{1}{2}} C M^{-\frac{1}{2}} x_{2}, x_{2}\right\rangle_{m}+\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right)=0\right\}
$$

using $\left(\mathcal{H}_{\Phi}-\mathrm{ii}\right),\left(\mathcal{H}_{M}-\mathrm{i}\right)$ and the fact that $C$ is positive definite, we get $x_{2}=0$, and hence,

$$
\begin{equation*}
E(F, \varphi, V)=\left\{\left(x_{1}, 0\right): x_{1} \in \mathbb{R}^{m}\right\} \tag{19}
\end{equation*}
$$

Theorem 3.1 ensures that

$$
\lim _{\tau \rightarrow+\infty} \operatorname{dist}\left(x\left(\tau ; t_{0}, x_{0}\right), \mathcal{M}\right)=0
$$

where $\mathcal{M}$ is the largest invariant subset of $E(F, \varphi, V)$. We show that $\mathcal{M}=S(F, \varphi)$ (where $S(F, \varphi)$ is defined in (16)).

Fix any $z=\left(z_{1}, z_{2}\right) \in S(F, \varphi)$. We have

$$
\langle F(z), v-z\rangle+\varphi(v)-\varphi(z) \geqslant 0, \quad \forall v \in \mathbb{R}^{n}
$$

which yields for $v=z-V^{\prime}(z)$,

$$
\left\langle F(z), V^{\prime}(z)\right\rangle+\varphi(z)-\varphi\left(z-V^{\prime}(z)\right) \leqslant 0
$$

and hence,

$$
\left\langle M^{-\frac{1}{2}} C M^{-\frac{1}{2}} z_{2}, z_{2}\right\rangle+\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} z_{2}\right) \leqslant 0 .
$$

Invoking the positive definiteness of $C$ and $\left(\mathcal{H}_{\Phi}\right.$-ii), we obtain

$$
\left\langle M^{-\frac{1}{2}} C M^{-\frac{1}{2}} z_{2}, z_{2}\right\rangle+\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} z_{2}\right)=0,
$$

that is

$$
z \in E(F, \varphi, V)
$$

Therefore, $S(F, \varphi) \subset E(F, \varphi, V)$ and thus $z_{2}=0$, according to (19).
Consequently,

$$
S(F, \varphi)=\left\{z=\left(z_{1}, 0\right): \Pi^{\prime}\left(M^{-\frac{1}{2}} z_{1}\right) \in-H_{1} \partial \Phi(0)\right\}=\mathcal{N} \times\{0\}
$$

where $\mathcal{N}=\left\{z_{1} \in \mathbb{R}^{n}: \Pi^{\prime}\left(M^{-\frac{1}{2}} z_{1}\right) \in-H_{1} \partial \Phi(0)\right\}$.
It is clear that the set of stationary solutions $S(F, \varphi)$ is invariant. Let $\mathcal{D}$ be any invariant subset of $E(F, \varphi, V)$ and $z=\left(z_{1}, z_{2}\right) \in \mathcal{D}$. The function $t \mapsto x\left(t ; t_{0}, z\right)$ satisfies:

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2},  \tag{S}\\
\dot{x}_{2}+M^{-\frac{1}{2}} C M^{-\frac{1}{2}} x_{2}+M^{-\frac{1}{2}} \Pi^{\prime}\left(M^{-\frac{1}{2}} x_{1}\right) \in-M^{-\frac{1}{2}} H_{1} \partial \Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right)
\end{array}\right.
$$

Since $\mathcal{D}$ is invariant, the orbit $\gamma(z) \subset \mathcal{D} \subset E(F, \varphi, V)$. Hence, $x_{2}\left(t ; t_{0}, z_{2}\right)=0, \forall t \geqslant t_{0}$. Thus $x_{1}\left(t ; t_{0}, z_{1}\right)=z_{1}, \forall t \geqslant t_{0}$ and $z_{2}=0$.

Therefore,

$$
\Pi^{\prime}\left(M^{-\frac{1}{2}} z_{1}\right) \in-H_{1} \partial \Phi(0), \quad \text { i.e., } z_{1} \in \mathcal{N}
$$

Hence,

$$
z=\left(z_{1}, 0\right) \in S(F, \varphi)
$$

Consequently $\mathcal{D} \subset S(F, \varphi)$ and thus $S(F, \varphi)$ is the largest invariant subset of $E(F, \varphi, V)$. Consequently,

$$
\lim _{\tau \rightarrow+\infty} \operatorname{dist}\left(x\left(\tau ; t_{0}, x_{0}\right), S(F, \varphi)\right)=0
$$

which means

$$
\lim _{\tau \rightarrow+\infty} \operatorname{dist}\left(x_{1}(\tau), \mathcal{N}\right)=0 \quad \text { and } \quad \lim _{\tau \rightarrow+\infty} x_{2}(\tau)=0
$$

Recalling that $q=M^{-\frac{1}{2}} x_{1}$ and $\dot{q}=M^{-\frac{1}{2}} x_{2}$, we get

$$
\lim _{\tau \rightarrow+\infty} \operatorname{dist}\left(q\left(\tau ; t_{0}, q_{0}, \dot{q}_{0}\right), \mathcal{W}\right)=0 \quad \text { and } \quad \lim _{\tau \rightarrow+\infty} \dot{q}(\tau)=0
$$

which completes the proof of Theorem 3.3.

### 3.2. Local attractivity and dry friction: The damping matrix $C$ is not necessarily positive definite

Suppose now that the damping matrix $C \in \mathbb{R}^{m \times m}$ is symmetric and not necessary positive definite. Suppose also that $C$ has $m_{1}$ non-positive eigenvalues and $m_{2}$ positive ones such that $m_{1}+m_{2}=m$. Since $C$ is symmetric, there exits an orthogonal matrix $P_{C} \in \mathbb{R}^{m \times m}$ and a diagonal matrix $D_{C} \in \mathbb{R}^{m \times m}$ such that $C=P_{C} D_{C} P_{C}^{T}$. We will assume the case of dry friction, i.e.,
$\left(\mathcal{H}_{\Phi}\right.$-iii) $0 \in \operatorname{Int}(\partial \Phi(0))$.
In the remaining of the paper, we will denote by $\left(e_{1}, e_{2}, \ldots, e_{m}\right)$ the canonical basis of $\mathbb{R}^{m}$. The following lemma will be needed in the proof of Theorem 3.4.

Lemma 3.1. Suppose assumptions ( $\left.\mathcal{H}_{\Phi}-\mathrm{i}-\mathrm{iii}\right)$. If

$$
\begin{equation*}
\left(P_{C}\right)_{i}:=P_{C} e_{i} \in \operatorname{span}\left(H_{1}\right) \quad \text { for } i=1, \ldots, m_{1} . \tag{20}
\end{equation*}
$$

then there exists $\alpha>0$ such that

$$
\begin{equation*}
\sum_{i=1}^{m_{1}}\left|y_{i}\right| \leqslant \alpha \Phi\left(H_{1}^{T} P_{C} y\right), \quad \forall y \in \mathbb{R}^{m} \tag{21}
\end{equation*}
$$

Proof. If $\left(P_{C}\right)_{i}:=P_{C} e_{i} \in \operatorname{span}\left(H_{1}\right)$ for $i=1, \ldots, m_{1}$, then there exists $\bar{x}^{(i)} \in \mathbb{R}^{m} \backslash\{0\}$ (depending on $i$ ) such that $P_{C} e_{i}=H_{1} \bar{x}^{(i)}$. Thus, $e_{i}=P_{C}^{T} H_{1} \bar{x}^{(i)}$ and for any $y \in \mathbb{R}^{m}$, we have

$$
\left|y_{i}\right|=\left|\left\langle e_{i}, y\right\rangle\right|=\left|\left\langle\bar{x}^{(i)}, H_{1}^{T} P_{C} y\right\rangle\right| \leqslant\left\|\bar{x}^{(i)}\right\|\left\|H_{1}^{T} P_{C} y\right\| .
$$

On the other hand, we have

$$
0 \in \operatorname{Int}(\partial \Phi(0)) \Longleftrightarrow \exists \beta>0: \quad \Phi(x) \geqslant \beta\|x\|, \quad \forall x \in \mathbb{R}^{m} .
$$

In fact,

$$
0 \in \operatorname{Int}(\partial \Phi(0)) \quad \Longleftrightarrow \quad \exists \beta>0: \quad \beta \mathbb{B}:=\mathbb{B}(0, \beta) \subset \partial \Phi(0) .
$$

Therefore,

$$
\sigma_{\partial \Phi(0)}(x) \geqslant \sigma_{\beta \mathbb{B}}(x), \quad \forall x,
$$

where $\sigma_{C}(x)=\sup _{y \in C}\langle x, y\rangle$ is the support function to the closed convex set $C$.
Consequently,

$$
\Phi^{\prime}(0 ; x) \geqslant \beta\|x\|, \quad \forall x .
$$

Since $\Phi(0)=0$ and $\Phi$ is continuous, we get

$$
\Phi(x) \geqslant \beta\|x\|, \quad \forall x .
$$

Hence,

$$
\|x\| \leqslant \frac{1}{\beta} \Phi(x), \quad \forall x \in \mathbb{R}^{m}
$$

Consequently,

$$
\left|y_{i}\right| \leqslant \frac{1}{\beta}\left\|\bar{x}^{(i)}\right\| \Phi\left(H_{1}^{T} P_{C} y\right), \quad i=1, \ldots, m_{1}
$$

which yields

$$
\sum_{i=1}^{m_{1}}\left|y_{i}\right| \leqslant \alpha \Phi\left(H_{1}^{T} P_{C} y\right), \quad \forall y \in \mathbb{R}^{m},
$$

with $\alpha=\frac{1}{\beta} \sum_{i=1}^{m_{1}}\left\|x^{(i)}\right\|>0$, and the proof of the lemma is thereby complete.
To prove the local attractivity, we will use the following theorem (see [1, Theorem 5]).
Theorem 3.3 (Local Invariance Theorem). Suppose that the assumptions of Theorem 2.1 hold. Let $\Psi \subset \mathbb{R}^{n}$ be a compact set and $V \in C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}\right)$ a function such that
(1) $\varphi()-.\varphi\left(.-V^{\prime}().\right)$ is lower semicontinuous on $\operatorname{Dom}(\partial \varphi) \cap \Psi$;
(2) $\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right) \geqslant 0, \forall x \in \operatorname{Dom}(\partial \varphi) \cap \Psi$;
(3) $\operatorname{Dom}(\partial \varphi)$ is closed.

Let $\mathcal{M}$ the largest invariant subset of $E_{\Psi}(F, \varphi, V):=E(F, \varphi, V) \cap \Psi$. Then for each $x_{0} \in$ $\operatorname{Dom}(\partial \varphi)$ such that $\gamma\left(x_{0}\right) \subset \Psi$, we have

$$
\lim _{\tau \rightarrow+\infty} d\left(x\left(\tau ; t_{0}, x_{0}\right), \mathcal{M}\right)=0
$$

In the case of dry friction (i.e., $0 \in \operatorname{Int}(\partial \Phi(0))$, we have the following result for the local attractivity.

Theorem 3.4 (Local Attractivity). Suppose that the assumptions $\left(\mathcal{H}_{\Phi}-\mathrm{i}-\mathrm{iii}\right)$, $\left(\mathcal{H}_{\Pi}-\mathrm{i}\right.$, ii) and $\left(\mathcal{H}_{M}-\mathrm{i}\right)$ hold. Suppose also that the damping matrix $C$ is symmetric but not necessary positive definite and that (20) is satisfied. Then there exists a subset $\mathcal{W}^{*} \subset \mathcal{W}$ which is locally attractive.

Proof. As in the proof of Theorem 3.2, we consider the following associated first order system defined by

$$
\dot{x}+F(x) \in-\partial \varphi(x)
$$

where $F$ and $\varphi$ are defined respectively in (12) and (14).
We take $V(x)=\Pi\left(M^{-\frac{1}{2}} x_{1}\right)+\frac{1}{2}\left\|x_{2}\right\|_{2}^{2}$. We will show that all assumptions of Theorem 3.2 are satisfied.

It is clear that the function $x \mapsto \varphi(x)-\varphi\left(x-V^{\prime}(x)\right)=\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right)$ is lower semicontinuous. Further we have:

$$
\begin{aligned}
&\langle F\left.(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right) \\
& \quad=\left\langle M^{-\frac{1}{2}} C M^{-\frac{1}{2}} x_{2}, x_{2}\right\rangle+\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right) \\
& \quad=\left\langle C M^{-\frac{1}{2}} x_{2}, M^{-\frac{1}{2}} x_{2}\right\rangle+\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right) \\
& \quad=\left\langle P_{C} D_{C} P_{C}^{T} M^{-\frac{1}{2}} x_{2}, M^{-\frac{1}{2}} x_{2}\right\rangle+\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right) \\
& \quad=\left\langle D_{C} P_{C}^{T} M^{-\frac{1}{2}} x_{2}, P_{C}^{T} M^{-\frac{1}{2}} x_{2}\right\rangle+\Phi\left(H_{1}^{T} P_{C} P_{C}^{T} M^{-\frac{1}{2}} x_{2}\right) \\
&=\left\langle D_{C} y, y\right\rangle+\Phi\left(H_{1}^{T} P_{C} y\right) \quad \text { by setting } y=P_{C}^{T} M^{-\frac{1}{2}} x_{2} \\
&=\sum_{i=1}^{m} \lambda_{i} y_{i}^{2}+\Phi\left(H_{1}^{T} P_{C} y\right) .
\end{aligned}
$$

Therefore

$$
\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right)=\sum_{i=1}^{m_{1}} \lambda_{i} y_{i}^{2}+\sum_{i=m_{1}+1}^{m} \lambda_{i} y_{i}^{2}+\Phi\left(H_{1}^{T} P_{C} y\right)
$$

and hence,

$$
\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right) \geqslant \sum_{i=1}^{m_{1}} \lambda_{i} y_{i}^{2}+\Phi\left(H_{1}^{T} P_{C} y\right)
$$

Using Lemma 3.1, there exists $\alpha>0$ such that

$$
\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right) \geqslant \sum_{i=1}^{m_{1}}\left(\lambda_{i} y_{i}^{2}+\frac{1}{\alpha}\left|y_{i}\right|\right) .
$$

Since

$$
\sum_{i=1}^{m_{1}}\left(\lambda_{i} y_{i}^{2}+\frac{1}{\alpha}\left|y_{i}\right|\right) \geqslant 0, \quad \forall y_{i} \in\left[\frac{1}{\alpha \lambda_{i}}, \frac{-1}{\alpha \lambda_{i}}\right], i=1, \ldots, m_{1}
$$

it follows that

$$
\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right) \geqslant 0, \quad \forall x \in \mathcal{A}
$$

where the set $\mathcal{A}$ is defined by

$$
\begin{equation*}
\mathcal{A}=\bigcap_{i=1}^{m_{1}}\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{m}:\left|\left\langle P_{C}^{T} M^{-\frac{1}{2}} x_{2}, e_{i}\right\rangle\right| \leqslant \frac{-1}{\alpha \lambda_{i}}\right\} \tag{22}
\end{equation*}
$$

Choose $\rho \in \mathbb{R}$ such that the sublevel set $\operatorname{Lev}(V, \rho)=\left\{x \in \mathbb{R}^{m}: V(x) \leqslant \rho\right\} \subset \operatorname{Int} \mathcal{A}$ and put $\Psi=\operatorname{Lev}(V, \rho)$. By assumption $\left(\mathcal{H}_{\Pi}-\mathrm{ii}\right)$ it is clear that $V$ is coercive. Hence $\Psi$ is a compact set of $\mathbb{R}^{m}$. It is clear also that

$$
\begin{equation*}
\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right) \geqslant 0, \quad \forall x \in \Psi \tag{23}
\end{equation*}
$$

Let us show that $\Psi$ is invariant, i.e., the orbit $\gamma\left(x_{0}\right) \subset \Psi$ for any $x_{0} \in \Psi$.
We recall that the orbital derivative is defined by

$$
\dot{V}(x)=\left\langle V^{\prime}(x), x^{\prime}(t)\right\rangle .
$$

Then we have

$$
\begin{aligned}
\dot{V}(x) & =\left\langle V^{\prime}(x), x^{\prime}(t)\right\rangle \leqslant-\left\langle M^{-\frac{1}{2}} C M^{-\frac{1}{2}} x_{2}, x_{2}\right\rangle-\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right) \\
& =-\sum_{i=1}^{m_{1}} \lambda_{i} y_{i}^{2}-\sum_{i=m_{1}+1}^{m} \lambda_{i} y_{i}^{2}-\Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right)
\end{aligned}
$$

hence $\dot{V}(x) \leqslant 0, \forall x \in \Psi$, which implies that $V\left(x\left(\tau ; t_{0}, x_{0}\right)\right) \leqslant V\left(x\left(t_{0} ; t_{0}, x_{0}\right)\right)=V\left(x_{0}\right) \leqslant \rho$. Consequently, $\gamma\left(x_{0}\right) \subset \Psi$.

Now, set

$$
E_{\Psi}(F, \varphi, V)=\left\{x=\left(x_{1}, x_{2}\right) \in \Psi: x_{2}=0\right\}
$$

and fix any invariant subset $\mathcal{D}$ of $E_{\Psi}(F, \varphi, V)$ and $z \in \mathcal{D}$.
The function $x\left(\cdot ; t_{0}, z\right)$ satisfies

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}  \tag{S}\\
\dot{x}_{2}+M^{-\frac{1}{2}} C M^{-\frac{1}{2}} x_{2}+M^{-\frac{1}{2}} \Pi^{\prime}\left(M^{-\frac{1}{2}} x_{1}\right) \in-M^{-\frac{1}{2}} H_{1} \partial \Phi\left(H_{1}^{T} M^{-\frac{1}{2}} x_{2}\right)
\end{array}\right.
$$

Since $\mathcal{D}$ is invariant in $E_{\Psi}(F, \varphi, V)$, we have $\gamma(z) \subset \mathcal{D} \subset E_{\Psi}(F, \varphi, V)$. Hence, $x_{2}\left(t ; t_{0}, z\right)=0$, $\forall t \geqslant t_{0}$. Therefore, $x_{1}\left(t ; t_{0}, z\right)=z, \forall t \geqslant t_{0}$.

Consequently, according to ( $S$ ) we obtain

$$
-M^{-\frac{1}{2}} \Pi^{\prime}\left(M^{-\frac{1}{2}} z\right) \in \partial\left(\Phi \circ H_{1}^{T} M^{-\frac{1}{2}}\right)(0)=M^{-\frac{1}{2}} H_{1} \partial \Phi(0)
$$

which ensures that

$$
-\Pi^{\prime}\left(M^{-\frac{1}{2}} z\right) \in H_{1} \partial \Phi(0)
$$

Recall that $q=M^{-\frac{1}{2}} x_{1}$ and that $\mathcal{W}=\left\{\bar{q} \in \mathbb{R}^{m}:-\Pi^{\prime}(\bar{q}) \in H_{1} \partial \Phi(0)\right\}$. It results that $\mathcal{D} \subset$ $\mathcal{S}(F, \varphi) \cap \Psi$. Since the largest invariant subset of $E_{\Psi}(F, \varphi, V)$ is

$$
\mathcal{M}_{\rho^{*}}=\mathcal{S}(F, \varphi) \cap \operatorname{Int} \operatorname{Lev}\left(V, \rho^{*}\right)
$$

where $\rho^{*}=\max \left\{\rho: \operatorname{Lev}\left(V, \rho^{*}\right) \subset \mathcal{A}\right\}$, it follows that

$$
\lim _{\tau \rightarrow+\infty} \operatorname{dist}\left(q\left(\tau ; t_{0}, q_{0}, \dot{q}_{0}\right), \mathcal{W}_{\rho^{*}}\right)=0 \quad \text { and } \quad \lim _{\tau \rightarrow+\infty} \frac{d q}{d t}\left(\tau ; t_{0}, q_{0}, \dot{q}_{0}\right)=0
$$

where

$$
\begin{equation*}
\mathcal{W}_{\rho^{*}}=\mathcal{W} \cap\left\{(q, \dot{q}) \in \mathbb{R}^{m} \times \mathbb{R}^{m}: V\left(M^{\frac{1}{2}} q, M^{\frac{1}{2}} \dot{q}\right) \leqslant \rho^{*}\right\} \tag{24}
\end{equation*}
$$

The proof of the theorem is then complete.
Remark 3.1. If the damping matrix $C$ is not symmetric, then the result of Theorem 3.4 is still valid by replacing $C$ with its symmetric part $\frac{C+C^{T}}{2}$.

Let us suppose now, that the potential $\Pi$ is quadratic and given by the following formula:

$$
\begin{equation*}
\Pi(x)=\frac{1}{2}\langle K x, x\rangle, \tag{25}
\end{equation*}
$$

where $K \in \mathbb{R}^{m \times m}$ is the stiffness matrix. We have the following result:
Corollary 3.1. Suppose that assumptions of Theorem 3.4 are satisfied. Assume that $\Pi$ is given by (25) and that the matrix $K$ is symmetric and positive definite. Then the set $\mathcal{W}_{\rho^{*}}$ in (24) is convex and compact in $\mathbb{R}^{m}$. Moreover, if $\partial \Phi(0) \subset \overline{\mathbb{B}}_{m}(0, \gamma),{ }^{2}$ and $\gamma<\frac{\sqrt{2 \rho^{*}}}{\left\|K^{-1}\right\|_{2}\left\|H_{1}\right\|_{2} \sqrt{\|K\|_{2}}}$, then $\mathcal{W}_{\rho^{*}}=\mathcal{W}$.

Proof. If $\Pi(x)=\frac{1}{2}\langle K x, x\rangle$ with a symmetric and positive definite matrix $K$, then

$$
\mathcal{W}=\left\{\bar{q} \in \mathbb{R}^{m}:-K \bar{q} \in H_{1} \partial \Phi(0)\right\}=-K^{-1} H_{1} \partial \Phi(0) .
$$

Therefore,

$$
\mathcal{W}_{\rho^{*}}=\left(-K^{-1} H_{1} \partial \Phi(0)\right) \cap\left\{(q, \dot{q}) \in \mathbb{R}^{m} \times \mathbb{R}^{m}: V\left(M^{\frac{1}{2}} q, M^{\frac{1}{2}} \dot{q}\right) \leqslant \rho^{*}\right\}
$$

Hence, $\mathcal{W}_{\rho^{*}}$ is a convex and compact set in $\mathbb{R}^{m}$.
If $\partial \Phi(0) \subset \overline{\mathbb{B}}_{m}(0, \gamma)$, then $\mathcal{W} \subset K^{-1} H_{1} \mathbb{B}_{m}(0, \gamma)$. Fix any $q_{0} \in K^{-1} H_{1} \partial \Phi(0)$ and note that

$$
\frac{1}{2}\left|\left\langle K q_{0}, q_{0}\right\rangle\right| \leqslant \frac{1}{2}\|K\|_{2}\left\|q_{0}\right\|_{2}^{2} \leqslant \frac{1}{2} \gamma^{2}\|K\|_{2}\left\|K^{-1}\right\|_{2}^{2}\left\|H_{1}\right\|_{2}^{2}
$$

Consequently, if $\gamma<\frac{\sqrt{2 \rho^{*}}}{\left\|K^{-1}\right\|_{2}\left\|H_{1}\right\|_{2} \sqrt{\|K\|_{2}}}$, then

$$
\frac{1}{2}\left|\left\langle K q_{0}, q_{0}\right\rangle\right| \leqslant \rho^{*}
$$

[^1]Therefore, $\left(q_{0}, 0\right) \in\left\{(q, \dot{q}) \in \mathbb{R}^{m} \times \mathbb{R}^{m}: V\left(M^{\frac{1}{2}} q, M^{\frac{1}{2}} \dot{q}\right) \leqslant \rho^{*}\right\}$, which implies that

$$
\mathcal{W} \subset\left\{(q, \dot{q}) \in \mathbb{R}^{m} \times \mathbb{R}^{m}: V\left(M^{\frac{1}{2}} q, M^{\frac{1}{2}} \dot{q}\right) \leqslant \rho^{*}\right\}
$$

Hence, $\mathcal{W}_{\rho^{*}}=\mathcal{W}$.
Remark 3.2. We give an estimation of the attraction domain. For $i=1, \ldots, m_{1}$ let $\rho_{i}$ be defined such that

$$
\sup _{V(x)=\rho_{i}}\left|\left\langle P_{C}^{T} M^{-\frac{1}{2}} x_{2}, e_{i}\right\rangle\right|=-\frac{1}{\alpha \lambda_{i}} .
$$

By introducing a Lagrange multiplier $v$ for the equality constraint and by setting the gradient of the corresponding Lagrangian function to 0 , we obtain

$$
\begin{equation*}
\rho_{i}=\frac{1}{2 \alpha^{2} \lambda_{i}^{2}\left\|M^{-\frac{1}{2}} P_{C} e_{i}\right\|_{2}^{2}}, \quad i=1,2, \ldots, m_{1} . \tag{26}
\end{equation*}
$$

Hence, $\rho^{*}=\min _{i=1, \ldots, m_{1}} \rho_{i}$.

## 4. Some examples in unilateral mechanics

In this section, we illustrate our theoretical results by simple examples in unilateral and nonsmooth mechanics.

Example 1. Let us consider the following simple illustration (see Fig. 1):

$$
m \ddot{x}(t)+c \dot{x}(t)+k x \in-\partial \Phi(\dot{x})
$$

where

$$
\begin{equation*}
\Phi(x)=\gamma|x|+\frac{v}{p}|x|^{p}, \tag{27}
\end{equation*}
$$

with $\gamma>0$ the coefficient of friction, $v \geqslant 0$ and $p \in] 1,2[$. This is a combination of the Coulomb friction with the $p$-friction term $\left.\frac{v}{p}|x|^{p}, p \in\right] 1,2[$.

If the damping coefficient $c>0$, then by Theorem 3.2 we conclude to global attractivity of the set of stationary points $\mathcal{W}=\left[-\frac{\gamma}{k}, \frac{\gamma}{k}\right]$. Suppose now that $c<0$.
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The associated first order system is given by

$$
\dot{x}(t)+A(x(t)) \in-\partial \varphi(x(t)),
$$

where

$$
A=\left(\begin{array}{cc}
0 & -1 \\
\frac{k}{m} & \frac{c}{m}
\end{array}\right)
$$

and $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}$,

$$
x=\left(x_{1}, x_{2}\right) \mapsto \varphi(x)=\Phi\left(\frac{x_{2}}{\sqrt{m}}\right)=\frac{\gamma}{\sqrt{m}}\left|x_{2}\right|+\frac{\nu}{p}\left|\frac{x_{2}}{\sqrt{m}}\right|^{p} .
$$

We take $V\left(x_{1}, x_{2}\right)=\frac{1}{2} \frac{k}{m} x_{1}^{2}+\frac{1}{2} x_{2}^{2}$. We have

$$
\begin{aligned}
\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right) & =\frac{c}{m} x_{2}^{2}+\Phi\left(\frac{1}{\sqrt{m}} x_{2}\right) \\
& =\frac{c}{m} x_{2}^{2}+\frac{\gamma}{\sqrt{m}}\left|x_{2}\right|+\frac{v}{{p m^{p / 2}}^{2}}\left|x_{2}\right|^{p}
\end{aligned}
$$

Here Lemma 3.1 is satisfied with $\alpha=\frac{\sqrt{m}}{\gamma}$ and $\lambda_{i}=\frac{c}{m}$.
Using (26), we have (see Fig. 2)

$$
\rho^{*}=\frac{m^{2} \gamma^{2}}{2 c^{2}}
$$

Using Corollary 3.1, we see that if $c \in]-m \sqrt{k}, 0\left[\right.$, then $\mathcal{W}^{*}=[m \gamma /(c \sqrt{k}),-m \gamma /(c \sqrt{k})]$ and if $c \in]-\infty,-m \sqrt{k}\left[\right.$, then $\mathcal{W}^{*}=\mathcal{W}=[-\gamma / k, \gamma / k]$.

Example 2. A coupled system of rotational oscillators with two friction elements.
Consider a system of two moving masses respectively attached to rotational springs (see Fig. 3). The two masses are coupled by a viscous damper, characterized by the coefficient $c<0$.
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The angular displacements of the masses are measured by $\theta_{1}$ and $\theta_{2}$, respectively. The angular velocities and accelerations are denoted respectively by $\dot{\theta}_{i}$ and $\ddot{\theta}_{i}, i=1,2$. Without loss of generality, the moments of inertia of the respective masses are assumed to be equal to 1 . The forces exerted by the two springs are supposed to derive from the potentials $f_{i}(x)=\frac{1}{2} k_{i} x^{2}, i=1,2$. We assume moreover that the contact of each mass with its support generates a dry friction characterized by $-\partial \Phi_{i}\left(\dot{\theta}_{i}\right), i=1,2$.

By applying Newton's second law for rotational systems, we get the following torque equations:

$$
\begin{align*}
& \ddot{\theta}_{1}+c\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right)+k_{1} \theta_{1} \in-\partial \Phi_{1}\left(\dot{\theta}_{1}\right),  \tag{28}\\
& \ddot{\theta}_{2}+c\left(\dot{\theta}_{2}-\dot{\theta}_{1}\right)+k_{2} \theta_{2} \in-\partial \Phi_{2}\left(\dot{\theta}_{2}\right) . \tag{29}
\end{align*}
$$

Equations (28)-(29) can be written in the following form:

$$
M \ddot{\theta}+C \dot{\theta}+\Pi^{\prime}(\theta) \in-H_{1} \partial \Phi\left(H_{1}^{T} \dot{\theta}\right),
$$

with $\theta=\left(\theta_{1}, \theta_{2}\right)^{T}, M=I_{2}, C=\left(\begin{array}{cc}c & -c \\ -c & c\end{array}\right), \Phi: \mathbb{R}^{2} \rightarrow \mathbb{R},(x, y) \mapsto \Phi(x, y)=\Phi_{1}(x)+\Phi_{2}(y)$, $H_{1}=I_{2}$ and $\Pi: \mathbb{R}^{2} \rightarrow \mathbb{R},(x, y) \mapsto \frac{1}{2} k_{1} x^{2}+\frac{1}{2} k_{2} y^{2}$.

It is clear that

$$
\partial \Phi(x, y)=\binom{\partial \Phi_{1}(x)}{\partial \Phi_{2}(y)}, \quad D_{C}=\left(\begin{array}{cc}
0 & 0 \\
0 & 2 c
\end{array}\right) \quad \text { and } \quad P_{C}=\left(\begin{array}{cc}
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array}\right) .
$$

Since $\operatorname{span}\left(H_{1}\right)=\mathbb{R}^{2}$, it is clear that the assumption in Lemma 3.1 is satisfied.
For $\mathbf{x}=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{4}$ (with $\left(x_{1}=\left(\theta_{1}, \theta_{2}\right)^{T}\right.$ and $\left.x_{2}=\left(\dot{\theta}_{1}, \dot{\theta}_{2}\right)\right)$, we consider the following Lyapunov function:

$$
V(\mathbf{x})=\frac{1}{2}\left\langle K x_{1}, x_{2}\right\rangle+\frac{1}{2}\left\|x_{2}\right\|_{2}^{2},
$$

where $K=\left(\begin{array}{cc}k_{1} & 0 \\ 0 & k_{2}\end{array}\right)$.
We have

$$
\left\langle F(x), V^{\prime}(x)\right\rangle+\varphi(x)-\varphi\left(x-V^{\prime}(x)\right)=\left\langle C x_{2}, x_{2}\right\rangle+\Phi\left(x_{2}\right)
$$

If we take for example $\Phi_{1}$ and $\Phi_{2}$ of the form (27), i.e., $\Phi_{1}(x)=\gamma_{1}|x|+\frac{\nu_{1}}{p}|x|^{p}$ and $\Phi_{2}(x)=$ $\gamma_{2}|x|+\frac{\nu_{2}}{p}|x|^{p}$ with $\gamma_{1}, \gamma_{2}>0, \nu_{1}, \nu_{2} \geqslant 0$ and $\left.p \in\right] 1,2[$. Then it is clear that Lemma 3.1 is satisfied with $\alpha=\frac{\sqrt{2}}{\min \left(\gamma_{1}, \gamma_{2}\right)}$.

Using (26), we have

$$
\rho^{*}=\frac{\min \left(\gamma_{1}, \gamma_{2}\right)^{2}}{16 c^{2}}
$$
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Example 3. A coupled system of rotational oscillators with one friction elements.
Consider a system of two moving masses attached to rotational springs as depicted in Fig. 4. By applying Newton's second law for rotational systems, we get the following torque equations:

$$
\begin{aligned}
& \ddot{\theta}_{1}+c_{1} \dot{\theta}_{1}+c\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right)+k_{1} \theta_{1} \in-\partial \Phi\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right), \\
& \ddot{\theta}_{2}+c_{1} \dot{\theta}_{2}+c\left(\dot{\theta}_{2}-\dot{\theta}_{1}\right)+k_{2} \theta_{2} \in-\partial \Phi\left(\dot{\theta}_{2}-\dot{\theta}_{1}\right) .
\end{aligned}
$$

The equation of motion of this system can be rewritten in the form

$$
M \ddot{\theta}+C \dot{\theta}+\Pi^{\prime}(\theta) \in-H_{1} \partial \Phi\left(H_{1}^{T} \dot{\theta}\right)
$$

with $\theta=\left(\theta_{1}, \theta_{2}\right)^{T}, M=I_{2}, C=\left(\begin{array}{cc}c+c_{1} & -c \\ -c & c+c_{1}\end{array}\right), H_{1}=\binom{1}{-1}, \Pi: \mathbb{R}^{2} \rightarrow \mathbb{R},(x, y) \mapsto \frac{1}{2} k_{1} x^{2}+\frac{1}{2} k_{2} y^{2}$ and $\Phi: \mathbb{R} \rightarrow \mathbb{R}$ of the form (27), i.e. $x \mapsto \Phi(x)=\gamma|x|+\frac{v}{p}|x|^{p}$, with $\gamma>0, v \geqslant 0$ and $\left.p \in\right] 1,2[$.

It is clear that

$$
D_{C}=\left(\begin{array}{cc}
c_{1} & 0 \\
0 & c_{1}+2 c
\end{array}\right) \quad \text { and } \quad P_{C}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right) .
$$

If $c_{1}>0$ and $c_{1}+2 c>0$, then the matrix $C$ is positive definite and the global attractivity of the stationary points $\mathcal{W}$ is assured due to Theorem 3.2.

If $c_{1}>0$ and $c_{1}+c<0$, then the assumption of Lemma 3.1 is satisfied and the local attractivity of the stationary points $\mathcal{W}$ is guaranteed by Theorem 3.4.

## 5. Conclusion

In this paper we have provided some conditions ensuring the global or the local attractivity (depending whether the viscous damping matrix is positive definite or not) of the set of stationary solution of a non-smooth second order dynamical system with friction. An estimation of the domain of attraction was also discussed. These results extend and unify some existing result [2,16].

It is well known that the Coulomb friction is not sufficient if we are looking for the stickslip phenomena (see, for example, E. Rabinowicz [14]). However, with a slip velocity dependent coefficient, this leads to a non-monotone differential inclusion, so it would be interesting to obtain some similar results for the non-convex case. This is out of the scope of this paper and will be probably the subject of another paper.
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[^0]:    ${ }^{1}$ Here $\operatorname{Dom}(\partial \varphi)$ denotes the domain of the subdifferential of $\varphi$.

[^1]:    ${ }^{2}$ Where $\overline{\mathbb{B}}_{m}(0, \gamma)$ denotes the closed ball of center 0 and radius $\gamma$ in $\mathbb{R}^{m}$.

