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Abstract

In this paper, the convergence properties of the finite element approximation of the
thermistor problem are investigated, both from theoretical and numerical point of
view. From one hand, based on a duality argument, a theoretical convergence result
is proved under low regularity assumption. From other hand, numerical experiments
are performed based on a decoupled algorithm. Moreover, on a non convex domain,
the convergence properties versus the mesh size are shown to be improved by using
suitable mesh adaptation strategy and error estimator.

Key words: Thermistor problem ; L1 right-hand-side ; existence result ;
convergence of the finite element method ; corner singularity ; mesh adaptation.

Introduction

Thermistor problem and similar problems coming from fluid mechanics have
been the subject of many theoretical articles [6,9,5,1,17]. These article deal
with existence and regularity results. In this paper, the thermistor problem is
presented in a numerical point of view: existence of the approximate solution
and its convergence to the exact solution under low regularity assumption.
Moreover, we successfully compare some theoretical regularity results to nu-
merical experiments.

Let 2 C R? be an open bounded domain, d = 1,2 or 3, whose boundary 0
is divided into two disjoint subdomains I'y and I's. The thermistor problem
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may be written as follows :
find u and ¢, defined from €2 to R such that

—div(k(u)Vu) = o(u) [Vo[* in Q,
—div(c(u)Ve) = f in Q,

u = ug on I'y

0 (1)
—m(u)a—z =0 only,
®=¢o only
0
—U(u)az =0 only.

The data f is known, the Dirichlet boundary conditions uy and ¢, are piecewise
linear functions defined respectively on I's and I'y. Let assume that x and o
are positive and bounded. If ¢ € H} = {v € H'(Q), v = ¢ on I'1}, then the
right-hand-side |V¢|* of the first equation in (1) belongs only to L*(€) and
the corresponding solution u does not belong to H, () = {v € H'(Q), v =
up on 'y} (see e.g. [5]).

Under certain assumptions (on the regularity of f and on the domain ) the
solution ¢ is more regular. Let us suppose that ¢ € Wol ’QT(Q) for some r > 1 :
then |V@|* € L™(Q). In [5] the authors showed that there exists a solution
u € WH(Q) with g € [1,d/(d — 1)] such that:

HU - UhHWLQ(Q) < O pmin(1,2(1-1/r)) H‘VMQ

Lr(©)

where wuy, is an usual piecewise linear finite element approximation of u. More-
over a classical result has been shown in [6], under several conditions on ¢ and
k, and the boundary 0.

When f = 0, problem (1) models the electric heating of a conducting body
with v being the temperature, ¢ the electrical potential. ¢ and k denotes
respectively the electrical and the thermal conductivity which may depend
on temperature (see Wiedemann-Frantz law bellow [6]). (1) is heavily used
for modelling the current density o(u) V¢ distribution which is a key issue in
the developpement of high magnetic field magnets providing up to 34 Tesla
[15,16].

The present paper is organized as follow: section 1 presents an existence result
of the exact solution. Section 2 shows an existence and convergence result of
the approximate solution with a low regularity hypothesis on the exact solu-
tion. Section 3 introduces a numerical algorithm and presents some numerical
investigations of the solution and its regularity, by means of an adaptive FEM
strategy.



1 Regularity results for the exact problem

Let assume that o and « are functions defined from Q — R, and let u € L*(Q)
be a given temperature, we want to solve:
(P): Findu e H), and ¢ € Hj such that:

—div (k(W)Vu) = o(w)|Vo|* in Q,

—div (oc(@)Vo) = f in Q, ,
—n(u)gu = 0 only, @)
—O(U)az = 0 onTs.

The regularity of u and ¢ depends on two factors: right-hand-side f, and
convexity and regularity of €.

THEOREM 1 Let o and k be functions defined on Q0 — R with reqularity
C™(Q). If f is H™(Q) and Q is of class C?* then ¢ € H™%(Q) and u € H*(Q).
Proof: Under the assumptions of the theorem, ¢ € H™2(Q) (see [10,11]).

Sobolev embedding leads to the fact that |V¢|> € L?*(Q), since there is a
continuous injection of WH(Q) in L*(Q) in dimension 2. As a conclusion,

u € H?*(Q).

The following theorem use the Sobolev embedding property:

If Q is polygonal and piecewise Lipschitz-continuous, and if the following con-
ditions are satisfied:

2 2
s>t 1<a<f, ands——=t——
a B

then WH*(Q) c WHP(Q) with continuous injection.

THEOREM 2 Let o and Kk be functions defined on 0 — R with reqular-
ity C™(Q). Assume that 0 is polygonal and piecewise Lipschitz-continuous,
and f € L*(Q), s €]1,+0c[. Then u and ¢ belong to H'*?(Q), with q¢ >
max{q*, 2}, and ¢* depending on the largest internal angle of Q.

Proof: Let w; the interior angle between two edges of polygon €2, then the
regularity depends on w; defined by:

*

wf = w; if the two edges of angle ¢ have the same boundary condition.

w! = 2w; if each edge of angle 7 has a different boundary condition.

2
Let w* = max{w],...,wk}, ¢ = — w* and p* its conjugate exponent, then

it can be shown that the solution of a Poisson equation with right-hand-side



f e L), s €]l,+oo] has the following regularity:
¢ € WHP(Q) forl < p < p".

Sobolev embedding leads to the conclusion that ¢ € H'*t%4(Q) with ¢ >
maz{q*,2}. This ensures that |V¢|? € L*(Q2) and one can therefore conclude
that u is also in ¢ € H'*%9(Q) with ¢ > max{q*,2}.

If ©2 is convex with only Dirichlet conditions then ¢* < 2, and uw and ¢ belong
to H%(9).

REMARK 1 The minimal condition required on ¢ in order to have |V¢|* €
L2(2) is ¢ € H32(Q). Transposed to a condition on the geometry S, it leads
to a maximum interior angle equals to w* = 27, which corresponds to a fissure

on . Since w* = 27 s the maximum possible interior angle, the solution
always satisfies |Vo|* € L?(Q) under the hypothesis of theorem 2.

2 Convergence of the approximate problem

The convergence of the coupled problem has already been treated in literature:
for instance in [9], despite the authors bypassed the L' regularity problem of
the right-hand-side.

In this part, we adapt the duality argument used in [3] to get the convergence
of the coupled approximated problem. This will be done under minimum reg-
ularity conditions on u and ¢.

2.1 The variational formulation

The first step is to show in which sense the variational formulation is well-
posed, to take the L!-right-hand-side into account. Boundary condition on u
is simplified, by taking homogeneous Dirichlet condition on 0f2, without loss
of generality [10].

2.1.1 The difficulties

Let Hi = {v e H'(Q), v=0o0on T}, and (7,)n>0 a family of triangulation of
Q and £ > 1. We introduce:

Vh:{vh € H&(Q);UMK S ]P)k(K),VK € 7;1},
Wh:{vh S H;()(Q);UMK c Pk(K),VK S ﬁb},
Xy ={v, € H{ (Q); vk € Po(K),VK € T;,}.



The approximate variational formulation of (1) writes:
(FVPB,) : find up, € Vi, and ¢, € W), such that

/Q/i(uh) Vup.Voy, dm:/ga(uh) IVon| vpdz, Vv eV, (3)

| o) VonTinda= [ fonde, Vi € Xi. (4)

A first variational formulation of (1) has been proposed in [9]:
(FVP): find u € Hy(Q) and ¢ € H} (Q) such that

/QFL(U) Vu. Vv da::/Qa(u) IVo|* vdz, Yo e HY(Q),

/Qa(u)V¢.Vz/de:/Qf¢d:v, v € HL(9Q).

Nevertheless, the integral term in the right-hand-side of the first equation has
no sense since o(u)|V|> € L' (Q2) while v ¢L°°(2): we only have v € H{ ().

A second and more recent approach is the variational formulation proposed
in [5, p. 7] for the Laplace problem and based on the renormalized solu-
tion. This approach is suitable for the proof of existence of solutions with low
regularity. But it is limited to approximation with low polynom degree k = 1.

A third approach is presented in [3]: it consists in a transposition of the first
equation of (1), associated to the L' right-hand-side. The unknown v is first
transformed in an equivalent unknown denoted by 6, in order to replace the
nonlinear operator div(x(u)Vu) operator by the Laplace operator. Then, the
problem admits a variational formulation by transposition.

2.1.2 The change of unknown
Let us denote by K a primitive of x, defined by:

Then the unknown w is replaced by a new unknown 6 = K(u) such that
V0 = k(u)Vu. The function K is differentiable with bounded derivative and
also increasing and nonnegative on Rt so that it admits an inverse K ! from
RT into RT. Let 7(f) = 0 o K~1(6). The function 7 is continuous, bounded
and 7(0) > omin > 0 for all # € R. The problem (1) is replaced by:



(Q) : find 6 and ¢, defined from Q to R such that

—A0 = 7(0) |[Vo|* in Q,
—div(r(A)V¢) = f in Q,
0 =0 on 0f),
¢ =0 on 0N.

The corresponding approximate variational formulation writes:

(FVQy) : find up, € Vi, and ¢, € W), such that

/Qveh.vgh dx:/ﬂf(eh) Vonl? Cuda, VCn € Vi, (6)

/Q7-<0h)v¢h-vwh dﬂﬂ:/ﬂfﬁbh dzr, Yy, € Xj. (7)

2.1.3 The variational formulation by transposition

Then, we multiply the first equation of (5) by a test-function ¢ and integrate
over (). Using two times the Green formulae, the left-hand-side becomes:

- [ @) gdx:/QVH.VCd—/anszS

- ¢ 90
_ /QH(AC)dx+8Q0%ds /m%CdS.

Let us denote A~! the inverse of the Laplace operator associated to the ho-

mogeneous Dirichlet boundary condition. The operator A~! associates to the
data £ € H~1(Q) the solution ¢ = A™'¢ € H}(Q) such that

—A( = ¢ in Q,
¢ = 0 on 09.

When either €2 is convex or 92 is C*! then A™! is an isomorphism from L?(2)
into H}(Q) N H?(Q). When Q is neither convex nor with a C*! boundary, it is
proved in [7] that A™! is an isomorphism from H~*(Q) into HJ(2) N H>~*(Q)
where s < 1 — 7/w and w €|, 27[ is the largest internal angle of J2. We are
assuming that €2 has no fissure, i.e. that w < 2w and s < 1/2. Thus s € [0, 1/2].

A variational formulation by transposition of (5) writes:
(FVQ) : find 0 € L*(Q) and ¢ € Hj () such that

/ngdl‘z—/QT(e) Vol* (A7) de, Ve € IX(Q), ®)
/QT(G)ng.Vl/de:/Qf@Z)dx, Vo € HL(Q). 9)



In [4], on a similar problem, it is proved that for small data, there exists at
least one solution (6, ¢) € H*(Q) x H}(Q), Vs < 1/2.

Following [3], a direct numerical approximation of this formulation would need
to explicitly know A~! acting on elements of the discrete space, or some suit-
able approximation. The approximations (F'V P,) or (FVQ},) provide regular-
izations of the data appearing in problem (2). Then, the standard Galerkin
approximations (F'V P,) or (FVQy) of (2). makes sense and only internal
approximation of H{(f2) are needed. Indeed, we are able to prove that the
solution of (F'V Q) approximates the solution by transposition of (FV Q).

2.2 A priori estimates for decoupled subproblems

We first prove the existence of the approximate solution of (F'V Py,) by using
the Brouwer’s fixed point theorem.

We shall consider the two following partial problems:
(FV Ry ) : given 0, € Vi, and ¢, € Wy, find 0y, € Vi, such that

/Qveh.vghdxz/gf(éh) V| Gude, VG € Vi (10)

(FV Ryp) : given 0y, € Vi, find ¢, € W), such that

|7 (0) VonVundo= [ fundr, v, € X, (11)

Notice that both (FV Ry ) and (FV Ry ;) are linear problems.

THEOREM 3 (a priori estimate for the first subproblem)
Problem (FV Ry ) admits an unique solution, which satisfies the a priori es-
timate:

d _1 2
164l 750y < C (1 +h**72 [log h['"7) |

™ (0) [V

(12)
LY(©)

for a positive constant CY.

REMARK 2 (on the bound)
In [3] the authors proposed a comparable bound in the case d =2 and k = 1:

6]

’ 2

o) < C1(1+0179)

" (Bh) [V

Q)

The bound (12) is an extension of this bound to multidimensional systems
d > 2 and higher polynomial degree k > 1. Our proof bases on the discrete
inverse inequality proposed by [14] and involving the log h factor.



Proof: The existence of the solution 6, € Vj, of (10) follows from the Lax-

Milgram theorem. As 7 (?h) ’Vahf € L>(Q), problem (10) admits an unique
solution. The estimate (12) is more complex because of the H* norm. Follow-
ing [11], observe that H§(Q) = H*(Q), Vs € [0, 3] and that H(Q) is reflexif:
(H3 ()" = H*(Q) = (H*(Q)) = H*(Q) = HZ(Q). Thus the H* norm
could be computed by duality:

<9h7 §>H§,H*S
Hs(Q) = sup —
cerr—s@)—(0y &l
(O, AQ) mg -+
= sup
CEHG (QNH?~#(Q)—{0} IAC] -5
since H5(Q2) and Hj(Q) N H*~5(Q) are isomorph.

6]

The linear application A~! is continuous from H ~* into H?~*%: thus there exists
a constant Cy > 0 such that

ja7g

< O €l ymniey . VE € HT(Q).

H2-s

Using the isomorphism between H*(Q2) and H}(Q) N H?>%(2), the previous
inequality writes:

€l 2 < ColIACN sy VC € Hy(Q) N H? ().

Then

9 ) A S H—s
HehHHs(Q) :Cgl sup < h C>HO,H .
cent@nmo@-(0)  [ICllaz-+@)

For all ¢ € H(Q) N H?>5(Q), let { € Vj, its Lagrange interpolation. Then,
from the Green formulae:

(O, AQHS,H,S:/Qveh.vcdx—/m thgds
:/ veh.védH/ V0, (¢~ C) da
Q Q

:/97(5,1) Vo, 5dx+/gveh.v (¢=0) de
— A+ Ay

We next estimate A; and A,.

The A; estimate — As ( € H?>7%(Q) C L*>(Q2) and since the Lagrange inter-
polation operator is continuous linear mapping from L*°(£2) into L*°(£2) there

exists a constant C3 > 0 such that ’ < Cs[[¢]| oo () We have:

(g P



2
A < ‘

T (gh> ]V@

NI

<G| (@) Vo[

i €l

Since the injection from H? () into L>°()) is continuous, there exists a
constant Cy such that |[(]| gy < C3C4 |||l 2-+(q) and then

A <Cy

7 (94) |v¢h\2HW S

The A, estimate — A slight modification of the argument of Exercise 8.3
of [8] proves that there exists a constant depending only on € such that

|v (<)

1-s
L2(Q) S C5h ||<:.||H2*5(Q) :

Then, from the Cauchy-Schwartz inequality:
Ay < Csh' ™ IVOu| 2y ¢ 2oy -

Since VO x € Py_; for all K € 7, we have:

/Q V0,.V(, dz
VoLl = sup
PO e IVl

_ — 2
L) [Vai[ G
ChEVh IVCllz2q)

™ (Bn) [V

by using (10)

Gl oo 0

2
< — .
= ‘ 2@ eV VG2

From [14] we have the following inverse inequality:

4 1
IChll ooy < Csh'~2 [log B[ ¢l i1y » V< € Vi

Then, using the Poincaré inequality:

_1 2
IV04]l 20y < Co ' Coh' 7 [log h[' |

™ (B) [V

L)

where Cj is the constant of the Poincaré inequality. Grouping the previous
inequality yields:

Ay < C31C5Csh? % [log h|'4

T (gh) ‘VﬁbthLl(m HCHH?*S(Q) :



Grouping the A; and A, estimates, we get:

d _1 — — 2
(O, AC>H8,H—S < (0304 + 00_10506h2—5_§ log h|1 d) T (9h> ‘ngh’ ’
LY(Q)
and then
d _1 — — 12
1081l o0 < Co ! (0304 + Cy ' CsCeh® "2 |log ' d) T (eh) ‘V%’
LY(Q)
Finally, (12) is obtained with Cy = C3 " max (C3Cy, Cy ' C5Cs). ]

THEOREM 4 (a priori estimate for the second subproblem)
Problem (FV Ray) admits an unique solution, which satisfies the a priori es-
timate:

1onll g1 () < C7 1 fll 2o (13)

for a positive constants C'.

Proof: The existence of the solution ¢, € W), of (11) follows from the Lax-
Milgram theorem. From one hand, choosing ¢, = ¢, € V}, in (11), we get:

_ ,
|7 (@) IVoul* do= | fénda
< ||f||L2(Q) ||¢hHL2(Q)
<||f||L2 y lnll 1 o)

4B e
= Qﬁ Hf”L2 5 ||</5hHH1(Q) , VB> 0.

From other hand, from the hypothesis on ¢ and the Poincaré inequality:

/ T (§h> |v¢h|2 d$20min/ |V¢h|2
Q Q
Z O-minCO ||¢h||?{1(9)

where Cy > 0 is the Poincaré inequality constant, depending only on €2. Group-
ing the two previous inequalities, we get:

L
FminCo | 0nllir1(0) < 55 1 220y + 5 10nl o) » W8 > 0.

=5 ﬁ
Choosing 8 = o, we get:

UmlnCO
I9nllFe < 55— 17 ey

10

€1 £72-s 0



or equivalently:

1
[0l 1) < —e 11l 220 -

Thus, we get (13) with C7 = 1/(0minCh)- D

2.8 Ezistence result for the approximate problem

THEOREM 5 (ezistence result)
Assume that h < hg. Then, the discrete problem (FVQy) admits always a
solution which satisfies the estimates:

_s_d _1
10050y < O (1 + 5275 log 1) |7 (61) [Vt By
160l 1110y < Cr 11l L2 - (15)

(©) ()

Proof: Let us consider the continuous linear transformation F;, i = 1,2 from
Vi x Wy, onto itself defined as follows: the image by JF; of (gh, ah) eV, x Wy is
the element (65, ¢rn) € Vi, x W), defined as the solution of (F'V R; 1,). The trans-
formations F;, i = 1,2 are well defined, due to the uniqueness of solutions of
subproblems (FV R, ). Let F = Fy o F, be the continuous linear transforma-

tion obtained by composition as follows: the image by F of (gh, @h) eV, xW,
is the element (6, ¢n) € Vi, x W), defined in two steps:

1. ¢y, is the solution of (F'V Ryy,) for a given 6, € Vj,.
2. 0, is the solution of (FV Ry ) for a given @h, ¢h) €V, x Why;

From theorem 4 we have:

100l ) < C7 11 fll 2y -

and from theorem 3:

11



1000y < C1 (1 + 5272 log b7 |7 (B1) [V ou]”

L(Q)
=G (1 + hgisig |log h0|1}i) HT (gh) |V¢h|2 L1()

for all h < hg since h +— h¢|log h|* is an increasing function, Ye > 0,Vu > 0,
<Gy (14hy 7 flog hol' ) e [Vl

since 7(.) is bounded,

2—5—4 -1
< (14157 g hol' ™) O 90l

2—s—4 -1
<G (145 log ol' ™) s 1 1200

from theorem 4.

Thus, grouping the two previous inequalities:

| (80, 3)] 2y + 0nl2n@)? < G Iflliagey

= (6]

Hs(Q)xHLY(Q)
where 1
2 2 2—s—4 1—1 2\ 2

CS = C? 1+ Umaxcl (]‘ + hO : |10g h0| d)

By Brouwer’s fixed point theorem, we conclude that problem (FV Q) always
admits a solution. The estimates (14)-(15) are directly obtained from theo-

rem 3 and 4 with the fixed point @h, &h) = (On, o) € Vi x Wy D
2.4  Convergence result of the approximate solution

THEOREM 6 (convergence to the continuous solution)

Assume that h < hy. Then, there ezists a subsequence of the solutions (0, ¢h)he]0,h0[
provided by (FVQy) that converge strongly in H*(Q2) x HY(Q) to a solution of
(FVQ).

Proof: We perform this proof in three steps.

step 1. a priori estimate — Let us start by finding a bound for 6,. By
theorem (5), the sequence (6y),-, is bounded in H*(€2). Also the sequence
(én)p=0 is bounded in H'(Q).

step 2. Limit for the potential equation — Let us recall that the embed-
ding of H*(Q2) in L?(Q) for any s > 0 is compact. Then, the sequence (;,)~0
contains a subsequence (6 )p~0 Which is strongly convergent in L*(Q) to a
function 6 € L?(1Q).

From the estimate for the potentials, we may find a subsequence (¢ )p~¢o of
(¢n)n>0 weakly convergent in H'() to a function ¢. In [4], in the similar

12



context of two coupled turbulent fluids, the authors deduces that it contains
a subsequence that converges strongly in H'(€2) to ¢. Then we may pass to
the limit in (7) and deduce that (6, ¢) satisfies (9).

step 3. Limit for the heat equation - Consider £ € D(Q2) and denote
¢ = A7'¢. As in the proof of theorem 3, let { € V}, be the interpolation of (.
We have:

/QHhAde:)\/QT(Qh) Vb |2 fdx+/QV0h.V (¢-¢) de
— Ay + Ay,

We next analyze the convergence of the two terms A; and As.

e The A; limit — As in Exercise 8.3 of [8]:

¢ =l ey <52 UGy 30 gy -

Then, since the embedding from H2(Q) into W2°(2) is continuous, there
exists a constant Cy > 0 such that HQHW%W(Q) < Gy [[Cll g2y V€ € H2(Q).
Thus, the previous inequality becomes:

[¢ =)l iy < CsCah= €l pragey

As the sequence (7(0),)|Vn|?),~o converges strongly in L'(Q) to 7(0)|Ve|?,
then

lim Ay :}Liir[l)/ﬂT(QhNVqZﬁhFde:/QT(Q)|V¢|2C(1:E.

h—0

e The A, limit — As in the proof of theorem 3:

Ay < C51C5Csh2 5 |log B 7 |7 (8,) [V |?

Ll(Q) ||C||H27‘S(Q) ?

and then
h—0

Then, the limit satisfies
—/Qegdg; - /QT(Q)|V¢|2Cdx, Ve = AC € D(Q).

Then (8) is satisfied since D(2) is dense in H*(£2). In conclusion, the limit
(0, ¢) is a solution of (FVQ): this complete the proof of theorem 6. D

13



3 Numerical experimentations
3.1 The algorithm

The system is not solved in the form given by (3), (4). Unlike studies on a sim-
ilar case [17], we found that under certain conditions, a fixed point algorithm
does not successfully converge towards a couple of discrete solutions (uy, ¢p).
An evolution problem is introduced and the steady state solution is computed
by using a semi-implicit decoupled algorithm :

n+1 n

ou u —u

N

The aim is to solve the semi-implicit system at iteration n :
Given u™ € H, , find u™*' € Hy and ¢"*' € Hj , such that

up’

un+1 —ut 9
T — div(ﬁ(un)Vu"+1) = U(Un> |V¢n’ y
~div(o(u) V) = J.

n+1
—/@(u")ag =0 on 7y,
89257%_1
—o(u") o = 0 on I's.

Here Dirichlet condition for u is inhomogeneous, we define the proper finite
element space Y, = {v, € H, (Q);vnx € Pp(K),VK € T,}, and Z), whose
functions are nul on I's, e.g. v, = O|r, . The approximate variational formula-
tion of (1) writes:

(FVP,) : Given uy} €Yy, find u}™ €Y}, and ¢} € Wy, such that

/ up vy, da + At”/ k(up) Vuy ™ Vo, do = At"/ o(u}) [Vor* vy da
Q Q Q
—l—/ u"vy dx, Y, € Zy,
Q
/ o(u} )Vt . Vwy, dx:/ fwpdz, Yw, € Xp,.
Q Q

The nonlinear coupled stationary problem is then solved by using a sequence
of two linear decoupled subproblems of generalized Poisson type with non con-

stant coefficients. The stopping criteria is related to the norm of the residual
term of the stationary problem.

14



3.2 Estimation of the order of convergence: first approach

We expect a convergence behavior as:

i (16)

[l —

A comparable convergence behavior is expected for ¢ with a possible different
power index 7.

The power index v associated to u and ¢ are investigated numerically by using
three meshes h,,, h, 1 and h,,_5 of a mesh family (h,,)n0, with h,, < h,_; for
all n > 0. The power index is extracted from the following relation:

[0n,1 = Vnsllz@) _ (hnea/hno1)” — 1
|k, — Vh,_y |20 1 — (hp/hp—1)"

(17)

Note that [3] used a comparable approach with a slightly different formulae.
With the present, the v power index is always defined: the right-hand-side as
a function of v is positive and increases with h,, and (17) always admits a
solution. Simulations of vy are presented in the following numerical experiment
section.

3.8  Estimation of the order of convergence: second approach

The posteriori error estimator 7 introduced by Kelly et al. [12,13] is defined
locally on each element K from the numerical solution u, by :

h 8uh 2
u\2 __
k)™ = 54 Joe [”(W 8n] s,

and globally on the whole domain 2:

nt= 1> (k)%

KeP

A comparable estimator n¢ is introduced for ¢, with a variable coefficient
o(up). Such estimators are able to detect high variations of the gradients of
the approximate solutions Vuy, e.g. locally high value of the Hessian of wy,.
For smooth solutions the gradient varies slowly, whereas at the vicinity of
singularities the gradient and its derivatives increases dramatically. Since this
estimator is expected to behave asymptotically as the H! error, we are looking
for the convergence behavior of the error estimator % and n? with respect to
the mesh parameter h:

N~ b (18)
in the case of an uniform grid. Power index A associated to ¢ could be differ-
ent. Note that a recent a posteriori estimation for the thermistor problem [1]
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propose an error estimator for ¢ based on the jump gradient term across el-
ement boundaries, as for the Kelly estimate, plus some additional residual
terms. Here, the contribution of these additional residual terms to the error
estimator are not investigated numerically at the vicinity of a corner singular-
ity ; we expect that the gradient jump term in the error estimator dominates
the other residual terms.

3.4 Numerical investigations

Two test cases arising from the context of magnet modelling [15] are considered
here. In the first case a disk made of copper alloy is studied. An explicit solution
exists for (1) assuming constant coefficients o(u) and £(u) and no vanishing
Dirichlet conditions uy and ¢g. For sake of symmetry we will restreint ourselves
to one fourth of the domain.

In the second one we consider a non-convex geometry with a reentrant corner.
Morevoer we assume that o(u) depends on the temperature, and that x(u) is
given by the Wiedmann-Frantz law :

k(u) =L o(u) u, (19)

where L is a constant, the so-called Lorentz number. See [6] for a theoretical
proof of the existence and uniquess of (1) in that case.

3.4.1 Test case 1: conver geometry and constant coefficients

We assume here that o(u) = 50199996 m /2 and that x(u) = 380 W/(m.K)
(i.e. electric and thermal conductivity of a copper alloy at room tempera-
ture). The domain  is shown on Fig. 1, with internal and external radius
ry = 0.0193 m and r, = 0.0242 m. The Dirichlet boundary condition is
¢o = 0 V on the blue border and ¢g = U = 0.210 V on the red one. The
temperature is fixed to ug = 293K on I'; and % =0onI}.

Figure 1. Test case 1: axisymmetric geometry and isovalues of the potential ¢.
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Figure 2. Test case 1: behavior of the error ||¢ — ¢p|/1,0 versus the size of the finite
element space N for k =1,2,3.

Exact solution (u, ¢) writes in terms of cylindrical coordinates:

u(r,0) = UO_SUWU/{ (1n2(r) — In(r) In(ry7r2) 4+ In(ry) ln(rg)) and ¢(r,0) = (2]:)

Note that both u and ¢ belong to C*°(€2).

Fig. 2 shows the error ||¢ — ¢n||1.0 versus the size of the finite element space
N = cardVy, for various values k = 1, 2, 3 of the polynom basis Q. for a family
of uniformly refined meshes. All computations are performed by using the
deal IT finite element library [2]. The error ||¢p—¢p||1.0 &~ h* as predicted by (16)
with v = k 4+ 1 and m = 1. The convergence properties of the temperature u
are comparable and are not represented here.

Q1
vy A 0
¢ | 1.99 | 1.93 | 1.99
u || 2.00 | 1.99 | 2.00

Table 1
Convergence order of the finite element method for test 1.

Table 1 estimates the order of convergence of the finite element method ),
by three methods and for (uy,¢,). The first method evaluates 7, the order
of convergence by solving the non linear equation (17). The second method
based on the Kelly error estimate, evaluates A from (18) from a sequence
of ten meshes by a least square procedure. The third method based on the
knowledge of the exact solution (u,¢) computes directly the L?-norm error
and then estimates the convergence order denoted by d by a least square
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Figure 3. Test case 1: efficiency of the Kelly error estimate n® for k = 1.

procedure. Since the exact solution (u,¢) is regular for the test case 1, the
expected values for all the orders of convergence v, A and ¢ is k + 1. Values
of v and A provide a rather good idea of the convergence order. Fig. 3 shows
the error estimate efficiency 7?/||¢ — ¢n|1.q: it stays globally around 1, with
a slight increase when the number of degree of freedom N increases. Thus,
the Kelly error estimate represents a very good estimation of the error for our
problem.

3.4.2 Test case 2: non-convex geometry and non-constant coefficients

A non-convex geometry 2 with a reentrant corner is then considered (see
Fig. 4). The interior angle equals to w = 37/2.

Here o(u) depends on temperature u [15] :

o(u)

1+ Bu— )

with o¢ = 50199996 m/Q, 3 = 103K, and x(u) is expressed by (19) with
L = 2410%Q.W/K>.

The solution is represented on Fig. 4.

Both u and ¢ belong to the same Hilbert space H®. Based on the interior angle
w* = 31/2 of the domain 2, theorem 2 provides a regularity result: both v and
¢ belongs to H® for all s < s*, where s* =1+ 2/3 = 1.66.... The expected
convergence order of the finite element method is A™"*+157) = p%" that is
independent of k. Table 2 confirms this slow convergence property, based on
the estimations of the convergence order v and A introduced in the previous
paragraph. Note that the estimation 0 is no more available, since the exact
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Figure 4. Isocontours of the temperature u and the potential ¢ for test 2.

Qk Q1 Q2 Q3

ol A ~y A 2% A
10) 1.42 | 1.70 || 1.43 | 1.67 || 1.45 | 1.67
U 1.52 | 1.55 || 1.82 | 1.53 || 1.76 | 1.54

Table 2
Convergence order of the finite element method for test 2.

solution is unknown here.

In order to improve the poor convergence properties associated to singular
solutions, let us turn to mesh adaptation procedure. The finite element degree
is here fixed to k = 1. The refinement is done on a fixed fraction of elements
associated to the highest local Kelly error estimate value. Fig. 5 shows adapted
meshes obtained by this method. The refinement is concentrated at the vicinity
of the singularity, located at the reentrant corner of the domain. Fig. 4 reveals
that v and ¢ develops differently on 2. Thus mesh adaptations based on n"
and 7? look different despite both concentrate on the reentrant corner. Fig. 6
presents the Kelly error estimate for u and ¢ as a function of the number of
degree of freedom of the finite element space N. Recall that the error estimator
behaves as h°? when using an uniform mesh refinement procedure. Since
N ~ h™2, the error estimator is expected to behave as N~%6 ~ N=08 When
using the adaptive strategy, we observe that it is asymptotically improved
roughly as N4,
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Figure 5. Adaptive meshes as obtained by a refinement criteria based on the Kelly

error estimator: (left) for the temperature w ;
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(right) for the potential ¢.

n?

umform $

adapted

10?

10?

Figure 6. Acceleration of the convergence when using adapted meshes: (left) for the

temperature u; (right) for the potential ¢.

Conclusion

The convergence properties of the finite element approximation of the ther-
mistor problem were investigated in this paper, both from theoretical and
numerical point of view. Based on a duality argument, a theoretical conver-
gence result was first proved under low regularity assumption. Next numerical
experiments was performed based on a decoupled algorithm and the power in-
dex of the convergence versus the mesh size was extracted. Finally, a suitable




mesh adaptation strategy was found to improve the convergence properties
versus the mesh size on non convex domains.
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