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Optical Flow-Based Controller for Reactive and Relative Navigation
dedicated to a Four Rotor Rotorcraft

Eduardo Rondon, Isabelle Fantoni-Coichot, Anand Sanchez,Guillaume Sanahuja

Abstract— Autonomous navigation of an unmanned aerial
vehicle (UAV) can be achieved with a reactive system which
allows the robot to overcome all the unexpected changes in its
environment. In this article, we propose a new approach to
avoid frontal obstacles using known properties of the optical
flow and by taking advantage of the capability of stationary
flight of the rotorcraft. A state machine is proposed as a
solution to equip the UAV with all reactions necessary for indoor
navigation. We show how smooth transitions can be achieved by
decreasing the speed of the vehicle proportional to the distance
to an obstacle and by brief instants of hovering flight. Each
stage of our algorithm has been tested in a mobile robot.

I. I NTRODUCTION

In recent years, there has been a growing interest on the
development of unmanned aerial vehicles. The capability to
fly indoor as well as outdoor makes this kind of autonomous
systems very suitable for delicate applications such traffic
monitoring, search and rescue missions and surveillance
operations. Many efforts have been done in the development
of these autonomous aerial vehicles, and at present real-
time embedded stabilization has been already proved [1]
[2]. However, for a complete implementation of UAVs on
real life applications, the robot must be capable to react
against unexpected changes of its environment, and to navi-
gate through unknown environments. Moreover if one wants
to guide unmanned vehicles one must also have a self-
contained navigation system, which means that one must
find a way to keep track of position, and speed continuously.
The Global Positioning System is widely used to assure the
self-position task, but GPS signals are not available in all
locations. Indeed, this system can not be used for indoor
flights and the well known canyon problem can occur in
urban environment where the signal is continuously blocked
by high-rise buildings.

Image-based navigation arises as a complementary system
for the GPS. The main advantage of image-based navigation
is that it provides detailed information about the environment
of the moving object. Due to this interaction between the
sensor with its surrounding, appropriate techniques may be
developed permitting the autonomous vehicle to find their
way even within unknown environment. Moreover, optical
flow which is the estimation of the motion field created by
a moving camera with respect to a rigid scene, plays a more
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and more important role in the development of robotics. In
the literature, optical flow is widely used for the design of
navigation algorithms [3], obstacle avoidance [4] and robot
stabilization [5]. Furthermore, because translational optical
flow is inversely proportional to the distance between the
image plane and the surrounding objets, it can be used as
a notion of relative positioning. Herisseet al. [6] have on
this subject developed an optical flow based landing control.
Serreset al. [7] demonstrated an approach that allows an
autonomous vehicle to move at the center of a corridor.
In [8] the author established a relation between the OF
( pixel

s ) and the actual rotation (degrees
s ). After a calibration,

the cancelation of the rotational components is obtained by
substracting the gyroscopic value from the OF measurement.
They use this fusion system in [9] to avoid the obstacles
presents on a microflyer path.In this paper, we propose a state
machine approach for the relative and reactive navigation of
a rotorcraft.

Two orthogonal cameras have been used in this study to
construct the optical flow-based controllers. When moving
in the forward direction, the lateral velocity is stabilized at
zero and the forward speed is set to a constant value. In
the opposite case, when moving in the lateral direction, the
lateral velocity is set to a constant value, while the forward
velocity is stabilized at zero. In both cases, an anti-collision
controller acts as a preventive system. This system measures
the inverse of the time-to-contact and decelerates the vehicle
proportionally to this measure. Once the obstacle is too
close the vehicle stops and another controller is activated.
We describe how smooth transitions between states can be
achieved with our approach. A new avoiding controller is
proposed which uses the moving average of the optical
flow to automatically stop the vehicle once the obstacle
is overtaken. This controller can be used for both, lateral
avoidance and altitude avoidance. After a short time of
hovering flight, the state machine starts again the forward
motion. The overall system includes speed control, anti-
collision system, and lateral and altitude obstacle avoidance.
This system is ready to be coupled with urban canyon and
wall following tasks.

The remainder of this paper is organized as follows. In
Section 2, we describe the method used for an appropriate
implementation of the optical flow. Section 3 specifies the
dynamical model of the helicopter. In section 4 the proposed
control law is discussed. In Section 5, we show some
experimental results. We conclude our work in Section 6.



II. V ISUAL SYSTEM

The robot is equipped with two orthogonal cameras, both
cameras having a wide field of view optics. These cameras
are placed orthogonally, the frontal camera (camf ) and the
downward camera (camd) (see Figures 1 and 2). The goal is
to control the speed of the engine withcamd and to detect and
avoid obstacles withcamf . The system is described below:

Fig. 1. Visual perspective of the cameras

• rotorcraft coordinate frame:
To simplify the notation, the pointO (intersection be-
tween the two optical axisXf and Zd) is used as the
center of the rotorcraft coordinate frame. The pitch, roll
and yaw axes are notedXr , Yr andZr respectively.

• camf image plane:
The optical axis of the cameraXf is collinear with the
roll axis of the UAV. The corresponding image plane
(Yf ,Zf ) is parallel with the plane formed by(Yr ,Zr).
The coordinates of the optical flow, computed in this
image plane, are notedOF f

y andOF f
z .

• camd image plane:
The optical axisZd is collinear with the yaw axis of the
helicopter. The image plane of the camera(Xd,Yd) is
parallel with the plane form by(Xr ,−Yr). The coordi-
nates of the optical flow, computed in this image plane,
are notedOFd

x andOFd
y .

From the optical flow obtained bycamd, an information of
the forward and lateral speed of the engine can be extracted.
This information is used to control the displacement of the
vehicle in the pitch and roll axis. Once the vehicle travels at
a constant speed, the optical flow obtained bycamf gives an
information of the closeness to the objects in the scene, and
it is used to design the detection and avoidance subsystem.

A. Computing Optical Flow

In this study, the Lucas-Kanade pyramidal algorithm [10]
has been implemented to make the calculations efficient
and to allow large movements of the robot. Forcamd,
a rich texture detector is used in order to calculate the
velocity vector in the travel movement. However forcamf ,
a predefined mesh of points is used and the optical flow
is repeatedly computed on this mesh in order to detect
an obstacle. It is well known that computing the optical
flow in the robot environment still presents many issues.
Occlusion, bad illumination and bad texture images can
lead to noisy optical flow estimates. Also, moving objects

in the scene and robot self rotations give a biased motion
field. To compensate the rotational components of the optical
flow and to filter the measures, a novel fusion approach
between the Inertial Measurement Unit (IMU) and the optical
flow is implemented. This approach is based on Kalman
Filter theory. Our fusion method takes into advantage known
properties of the optical flow like the approach proposed by
Romeroet al.[11], but it differs by the fact that our Kalman
Filter approach is an optimal solution for incrementally re-
ducing the uncertainty of the desired translational velocities,
since we incorporate representations of the uncertainty of
the Optical Flow model and of the inertial measurements.
Muratet et al. [12] use a fusion method which needs the
computation of the vectorROF (rotational component) in
each point having an estimated optical flow. This means
the computation ofN matrix products, whereN is the total
number of points. Our approach, on the contrary, only needs
to compute on each step the discrete Kalman Filter equations.
In the following, the algorithm will be detailed forcamd.
Considering the rotorcraft as a rigid body moving in a 3D
space, the six motion parameters can be related to the image
centered coordinate frame.
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whereOFd
j i

is the optical flow component in the coordinatej
of the pointpi(xi ,yi), Vk andωk are the translation velocities
and rotation rates, respectively, of the body in the coordinate
k and f is the focal distance. When computing the optical
flow, all the pointspi are known. Furthermore, they all share
the same movement, we can express the mean of the optical
flow as follows

¯OFd
x = V̄d

OFx
+Kx

xV̄
d
OFz

+Kx
xyωx −Kx

x2ωy +Kx
yωz

¯OFd
y = V̄d

OFy
+Ky

yV̄OFzv+Ky
y2ωx −Ky

xyωy −Ky
xωz

(4)

with

V̄d
OFx

= − f
Vx

Z
(5)

V̄d
OFy

= − f
Vy

Z
(6)

V̄d
OFz

=
Vz

Z
(7)

where ¯OFd
x and ¯OFd

y are the means of the sensed optical
flow in the image coordinate system.̄Vd

OFx
, V̄d

OFy
are the

relative velocities of the aircraft in the camera coordinate
system.V̄d

OFz
is the inverse of the time-to-contact, known



as the relative depth, andKj i are the constant scale factors
depending on intrinsic parameters of the camera. These
parameters can be computed separately and allow us to know
the contribution of the rotorcraft rotations to the opticalflow.
A discrete time Kalman filter is designed to compensate the
rotational motion field.

[

V̄OF

W

]

k
=

[

I 0
0 I

][

V̄OF

W

]

k−1
+

[

υ1

υ2

]

k
(8)

Here V̄OF is the vector composed of the mean translational
components of the optical flow, andW is the vector com-
posed of angular velocities andυi represents the noise.

V̄OF = [V̄d
OFx

+Kx
xV̄

d
OFz

,V̄d
OFy

+Ky
yV̄

d
OFz

]T (9)

= [ṼOFx ,ṼOFy ]
T (10)

The measured outputs are the optical flow means¯OFd, and
the measured angular velocityWIMU . The outputs are related
to the state in (8) as
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where the noises in (8) and (11) are:

• υ = [υ1,υ2]
T is assumed to be a white noise with zero

mean and known constant covariance matrixQ.
• ν = [ν1,ν2]

T is assumed to be a white noise with zero
mean and known constant covariance matrixR.

• υ andν are assumed to be uncorrelated noises.

To compute the optical flow noise covariance matrix we
take advantage of the properties of the model. Because the
robot is modeled as a rigid body, the standard deviation
between the spatial mean of the optical flow (eg.ṼOFx) and
the optical flow in each point (eg.OFd

xi
) is bounded. Any

point having an optical flow too distant of the mean will
be ignored. At the end, the reliability of the optic flow is
defined as a function of the desired constant bound (σo

i ),
the total number of points having an estimate (Nd) and the
wrong measurements (nd).

R=

[

f (σo
i ,nd,Nd) 0

0 Rimu

]

(12)

After the filter step, the three translational velocities can
be estimated up to a scale factor, by means of a simplified
egomotion algorithm [13]. From the Kalman Filter we have

‖OFd
xi
− (Kx

xyωx −Kx
x2ωy +Kx

yωz)‖ ≤ σo
i ṼOFx (13)

‖OFd
yi
− (Ky

y2ωx −Ky
xyωy −Ky

xωz)‖ ≤ σo
i ṼOFy (14)

The Nd −nd points satisfying (13) and (14) can be written
as

[

OFd
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OFd
yi
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= V̄d
OFz

[

1 0
0 1

][
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]

+
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V̄d
OFx
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(15)

Here V̄OFz forms a virtual scaling factorc, the identity
matrix forms a virtual rotation matrixR, andV̄OFx andV̄OFy

a virtual translation vectort. We can estimate the three
translational components of the optical flow by minimizing

‖OFd
i − (cR~x+ t)‖2 in a least square approach. The solution

of this problem is based on a singular value decomposition
of the covariance matrix of the data (for details see [13]).

B. Obstacle Detection and Avoidance using optical flow

1) Time-To-Contact:In order to allow our algorithm to
detect an obstacle, we use the estimated velocities to compute
the time-to-contact. In the(Yf ,Zf ) image plane and using the
cameracamf , these velocities can be written as

OF f
yi

= V̄ f
OFy

+yiV̄
f

OFx

OF f
zi

= V̄ f
OFz

+ziV̄
f

OFx

(16)

wherexi and yi are the coordinates of points where optical
flow is computed. These points are constant in the image
mesh used to compute the motion field. By taking into
account that the focus of expansion is the point where optical
flow converges we have

0 = V̄ f
OFy

+yf oeV̄
f

OFx

0 = V̄ f
OFz

+zf oeV̄
f

OFx

(17)

Then, by using (16) and (17), in each point(xi ,yi), there is

OF f
yi

= V̄ f
OFx

(yi −yf oe)

OF f
zi

= V̄ f
OFx

(zi −zf oe)
(18)

By taking the mean of the optical flow on all the points
which are the outputs of the Kalman Filter, we can compute
the inverse of the time-to-contact as follows

η = V̄OFx =

√

Ṽ2
OFy

+ Ṽ2
OFz

Kη
(19)

HereKη is a constant specific tocamf , that depends on the
parametersKy

y and Kz
z computed previously in the Kalman

Filter, and on the focus of expansion.
The functionη (t) depends on time and allows to define

an alarm signalSo as follows

So : if ∃T/η (T) > εobs (20)

2) Optical flow divergence (for avoidance):A weighted
moving average function is used to keep a track of a
reference optical flow. This allows the system acting on
camf to measure the variation of the optical flow when the
rotorcraft moves laterally or upwards.

Taking into accountm measurements for the calculation
of the moving average on thek measurements from the
beginning, the functions ony and z axes are is defined as
follows

WMA
OF f

y
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OFy
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(21)
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z
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OFz

)k
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2

(22)



Since the functionsV̄ f
OFy

(t), WMA
OF f

y
(t), V̄ f

OFz
(t) and

WMA
OF f

z
(t) depend on time, we can define the following

alarm signals

S1: if ∀t > 0→
d
dt

(
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y

)

< 0 (23)
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d
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y

)

< 0
(24)

S3: if ∀t > 0→
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dt
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OFz
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OF f

z
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> 0

∀t > (T +Te) →
d
dt

(

V̄ f
OFz

−WMA
OF f

z

)

< 0
(26)

whereS1, S2, S3 andS4 are the alarm signals that indicate
the lateral avoidance of an obstacle, the impossible lateral
avoidance, the altitude avoidance and the impossible altitude
avoidance, respectively.

III. D YNAMICAL MODEL

The rotorcraft,with embedded cameras, that we use in our
laboratory is shown on Figure 2.ξ = [x y z]T ∈ R

3 denotes
the position of the vehicle’s center of gravity, relative tothe
inertial frame, andη = [φ θ ψ ]T ∈ R

3 are the three Euler
angles (roll, pitch and yaw), which represent the orientation
of the vehicle. The model of the full rotorcraft dynamics is
obtained from Euler-Lagrange equations

Fig. 2. Four rotor helicopter with cameras

mẍ = −usinθ (27)

mÿ = ucosθ sinφ (28)

mz̈ = ucosθ cosφ −mg (29)

mθ̈ = τ̃θ (30)

mφ̈ = τ̃φ (31)

mψ̈ = τ̃ψ (32)

whereu, τ̃θ , τ̃φ , τ̃ψ are the force and torque inputs (see [1]).

IV. CONTROL STRATEGY

Because we aim to control the vehicle in speed and
altitude, only equations (29), (30), (31) and (32) of the
dynamical model are used. We take advantage of the fact that
at a constant pitch angle, the vehicle moves in the forward
direction at a constant speed. Similarly at a constant roll
angle the vehicle is displaced at a constant velocity in the
lateral direction.

A. Low-Level Control

The low-level control corresponds to the attitude control
and the altitude control in order to stabilize the rotorcraft.

1) Attitude Control: Given equations (30), (31) and (32)
we can identify three independent systems composed of two
integrators in cascade. In order to assure the stabilization of
such system we propose the following control strategy [14]

τ̃θ = −σθ1

(

Kθ
1

(

θ −θre f
)

)

−σθ2

(

Kθ
2 θ̇

)

(33)

τ̃φ = −σφ1

(

Kφ
1

(

φ −φre f
)

)

−σφ2

(

Kφ
2 φ̇

)

(34)

τ̃ψ = −σψ1

(

Kψ
1 ψ

)

−σψ2

(

Kψ
2 ψ̇

)

(35)

whereσa is a saturation function defined as

σa(s) =







a s> a
s −a≤ s≤ a
−a s< −a

(36)

2) Altitude Control: Once the attitude system is stabilized
equation (29) becomes

z̈=
u
m
−g (37)

Then, the control inputu is used to stabilize the altitude as
follows

u = m
(

−kz
1ż−kz

2

(

z−zre f
)

+g
)

(38)

which gives
z̈= −kz

1ż−kz
2

(

z−zre f
)

(39)

B. Optical-flow-based Control

1) Downward system:Let us recall the vehicle’s speed
sensed with respect tocamd noted(V̄d

OFx
,V̄d

OFy
). We use these

two optical flows to design a speed controller which regulates
the roll and pitch reference angles. The control strategy will
be described only for the pitch angle, but we notice that the
same control is implemented in the roll axis. GivenV̄d

OFx
the

output of the computing stage and̄Vd
x re f the desired optical

flow reference, we define

θre f = kθ
p

(

V̄d
OFx

− V̄d
OFx

re f
)

+kθ
i

∫ Te

0

(

V̄d
OFx

− V̄d
OFx

re f
)

dt

(40)
whereθre f is the reference angle used in equation (33)andTe

is the sampling time. By choosing the optical flow references
values as variables, we can define three flying modes for the
rotorcraft:

• Frontal displacement:
The vehicle moves in the pitch direction at a constant
speed and at a constant altitude.V̄d

OFy
re f is set to zero.



• Lateral displacement:
The vehicle moves in the roll direction at a constant
speed and at a constant altitude.V̄d

OFx
re f is set to zero.

• Hover:
HereV̄d

OFx
re f andV̄d

OFy
re f are both set to zero to keep

the rotorcraft stable in a constant position.

2) Frontal system: The rotorcraft’s speed sensed with
respect tocamf is noted (V̄ f

OFy
,V̄ f

OFz
). Also the time-to-

contact with frontal obstacles is measured as in equation
(19). The inverse of the time-to-contact is used to stop the
vehicle when it is too close to obstacles, while the computed
optical flow is used by the avoiding control strategy. We can
then identify two subsystems: the detecting and the avoiding
subsystem. First we detail the detecting subsystem for the
quad-rotor flying inFrontal displacementmode. Givenη
the inverse of the time-to-contact, we define the following
proportional control

θprev = kθ
prevη (41)

where θprev is an angle of prevention, which is subtracted
to the angle of referenceθre f computed in equation (40).
The gainkθ

prev is choosen in a way thatθre f becomes zero
when η is high enough to represent a imminent danger.
Once the vehicle stops, an alert signalSo (as in (20)) is
created to authorize the beginning of the avoiding sequence
(avoiding controller). Next we describe the proposed control
strategy for avoiding obstacle by lateral displacement. Ina
same way the controller is also implemented in thez axis to
allow altitude avoidance. Having the lateral optical flow̄V f

OFy
computed withcamf , andWMA

OF f
y

as defined in equation
(21) we propose the following control strategy

V̄avre f = −kφ
av‖V̄

f
OFy

−WMA
OF f

y
‖ (42)

whereV̄avre f is a deceleration value applied to the reference
optical flowV̄OFyre f on the lateral speed controller. Depend-
ing on which alarm signal is active (see section II-B.2), the
rotorcraft knows if the obstacle has been crossed.

C. State machine approach

The overall system can be seen as a state machine as-
sociated with alarm signals and controllers depending on
the environment analysis. The system always starts inHover
flying mode. When the user allows the displacement mode on
the base station, the rotorcraft begins aFrontal displacement
with the active obstacle detecting controller. TheSo signal
occurs when an obstacle is in front of the vehicle. It is
important to note that when theSo signal is activated, the
inverse of the time-to-contactη is big enough to stop the
vehicle. When this signal is activated the vehicle passes
through theLateral displacementflying mode with the active
avoiding controller. The helicopter will stop automatically
due to the avoiding controller, and it will check which alarm
signal is active. If the signalS1 is given, then the obstacle has
been crossed and theFrontal displacementflying mode can
restart again. In the opposite case, if the signalS2 is given,
then it is impossible to cross the obstacle on the lateral axis.

The Altitude displacementis then activated with the active
avoidance controller. Similarly as before, the controllerwill
automatically stop the rotorcraft, and check the active signal.
If S3 is active, then the obstacle has been crossed. However
if the signalS4 is given then a dead end is recognized and the
helicopter stays inHover flying mode until the base station
allows the stopping sequence.

Fig. 3. Overall state machine system

V. EXPERIMENTAL APPLICATION

The real-time implementation of such a strategy on our
four rotor rotorcraft is quite difficult since the use of two
cameras needs appropriate calculations on either on board
microprocessors which require high memory (and which is
a difficult task) or on a ground station. In the second case,
images have to be transmitted from embedded cameras to the
ground computer and videos transmissions suffer from delays
and information losses. In order to validate our algorithm,we
have decided to test each stage independently and firstly in
a mobile robot platform. Two orthogonal cameras have been
mounted into a remote control car (see Figure 4). One of
the camera is pointing forward when the other is pointing
towards the left side of the car. This configuration copies
exactly the system described for the four rotor helicopter
in the sense that the left side camera behaves like the
downward camera in the helicopter. Our goal is to validate
the different optical-flow-based controllers. The first test has
been conducted to control the forward velocity of the robot
to a constant set point without the anti-collision system. The
second test was carried with the detecting controller. The first
experiment starts at rest (no initial velocity) and shows that
with the only optical flow measurement the controller can
accelerate the robot until the velocity set point is reached.
When this velocity has been reached, it has to remain the
most constant possible. Since the cameras have not been cal-
ibrated (there is no need to calibrate them in this experiment)
and since we really don’t know the depth of the scene, the
control is done in the image coordinate system. As shown
in Figure 5, the controller achieves, as expected, the control



Fig. 4. Camera setup in the car

of the robot velocity. Only small changes in the optical flow
are noticed, but they do not represent great discontinuities
that could damage the control strategy. The anti-collision
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Fig. 5. Speed control results

controller has been tested on the same platform, and under
the same conditions. An obstacle has been introduced in the
front of the mobile robot. Different tunings of the controller
have been tested and different distances of stops have been
achieved. This result is also expected and desired, becauseit
means that we can easily change the interval of confidence
in between an obstacle is or is not dangerous. The signal
of transition has been simulated by maintaining the inverse
of the time-to-contact equal to the threshold value that stops
the vehicle (Figure 6). We noticed that there exists a small
delay between the time-to-contact and the velocity estimation
due to the filtering sequences of the optical flow used for the
speed control. We remark that the time-to-contact has not the
same signification when the forward velocity is not constant.
Therefore, the lateral (or downward) camera is very useful
in order to maintain a constant velocity and also to have a
good understanding of the time-to-contact.
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Fig. 6. Coupling link between speed control and time-to-contact

VI. CONCLUDING REMARKS

In this work we present a reactive navigation system for
an unmanned rotorcraft using only the optical flow of two
orthogonal cameras, and the measurements of an inertial
measurement unit. We show that most of the information

given by the optical flow can only be wisely used if the
speed of travel is constant. In order to maintain the speed of
travel equal to a constant set point, a first controller was
built and tested on a mobile robot. The speed controller
has been completed with a detection and avoidance system
which uses a signal alarm approach in order to commute
between different flying modes. The proposed method used
the capability of hovering flight to force a continuity between
each control law. We are currently implementing the first
step controller on a four rotor helicopter and as future work
we intend to complete the system with wall following and
centering behavior as principal states, taking advantage of
the constant forward motion.
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