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Abstract 

During severe urban flooding, the surface flow can become supercritical near some crossroads if 

the slope of the streets reaches a critical steepness. The present study aims to validate the capacity 

of a code solving the two-dimensional shallow water equations to simulate the flows in a four-

branch supercritical cross junction. An experimental study showed that five main flow patterns 

can be observed and are determined by the upstream flow characteristics as well as the slope of 

the channels. Computed and measured flows were compared on five detailed water depth fields 

and on more than 200 measured flow rate distributions. It appears that the flow rate distribution 

to the downstream branches and the flow characteristics, computed by the code using a set of 

reference parameters, compare well with the experimental data. Nevertheless, some discrepancies 

appear concerning the prediction of the location and of the thickness of the oblique jumps mainly 

because jumps are set on one cell in the numerical model. Furthermore, the flow patterns remains 

well predicted when altering the set of numerical parameters though the water depth field is 

slightly modified when changing the friction coefficients or the other parameters governing 

energy losses. 
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Introduction 

Junction flows occur in various natural or artificial network systems. Most junctions can be found 

in irrigation, drainage, watersheds and sewer systems where the flow is primarily subcritical. 

Consequently, most of the studies on junction flow deal with subcritical flows. However, during 

urban flooding, junction flows can also be encountered in street networks where the flow regime 

is usually subcritical but can also be supercritical if the slopes of the streets and the flow rates are 

high enough (Mignot et al., 2006a). In most cities, three and four branch junctions dominate the 

configurations of street junctions.  

Detailed descriptions of the flow characteristics in the vicinity of the three-branch junctions in 

subcritical conditions can be found in experimental studies such as Best and Reid (1984), Weber 

et al. (2001) for confluences and Neary et al. (1999) for bifurcations. The main flow structures 

considered in these papers are the areas with recirculating flows, induced secondary circulation, 

shear separation planes and flow contraction.  

Concerning three-branch supercritical junctions, Bowers (1966) showed that for a confluence, a 

hydraulic jump can develop within the upstream channels of the junction depending on the 

geometry of the junction and the upstream flow rates. Furthermore, the author states that the 

position of the jump is dependent upon the discharge of the joining channels and when a jump 

does not form, waves are created at the junction. Behlke and Pritchett (1966)  studied the location 

and characteristics of diagonal waves occurring in such flows. Rice (1985) used an experimental 

device to explore the influence of several flow characteristics and geometrical parameters on the 

location of the hydraulic jumps. Hager (1989) described a three branch supercritical flow junction 

in which both upstream flows deflect suddenly once reaching the oblique wave front. Schwalt 

and Hager (1995) provided the main features of the waves forming at the junction of two 

supercritical flows with a low junction angle. Finally, Rivière and Perkins (2004) gave a 

description of a right angle supercritical flow division.  

Nania et al. (2004) presented a description of the supercritical flow patterns occurring at a right 

angle junction with two upstream and two downstream channels. The authors divided the 

observed flow patterns into two types depending on the location of the hydraulic jumps: Type I 

for which two jumps are formed in the input channels and Type II for which one jump is formed 

in one input channel and the other is formed in the crossing.  

In terms of numerical computation, Shettar and Murthy (1996) simulated a subcritical three-

branch bifurcation using a two-dimensional (2D) model that solves the shallow water equations 

completed by a k-ε turbulence closure. The computed flow appeared to be in fair agreement with 

their experimental data and those of former studies. Then Khan et al. (2000) applied 2D shallow 

water equations with a simpler turbulence model based on the formulation of mixing length to 
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compute the flow patterns that appear at three-branch subcritical bifurcation and confluence and 

validated their model using previous experimental data. Both 2D numerical models provided a 

fair estimate of main flow characteristics such as the flow distribution in the downstream 

branches, the depth-averaged velocities and the dimensions of the recirculation zone though some 

discrepancies existed concerning the average velocity distribution in the lateral downstream 

branch. Finally, Huang et al. (2002) used a 3D model with a k-ε turbulence closure scheme to 

simulate Shumate and Weber (1998)’s experimental data of a junction flow. However, all these 

studies concerned junction flows in subcritical regimes; for supercritical junction flow, to the 

authors’ knowledge, no validation of 2D or 3D model is available in the literature. This statement 

is odd considering that an increasing number of urban flood studies (such as Calenda et al., 2003; 

Ishigaki et al., 2004; Schmitt et al., 2004) apply 2D shallow water equation models to simulate 

the street network in which the flow can become supercritical at the flood peak (Mignot et al., 

2006a). 

The present paper proposes to study the capacities of a 2D shallow water equation model with 

a simple turbulence closure scheme to simulate experimental supercritical four-branch junction 

flow configurations. First, the equations and the numerical scheme are presented. The second 

section describes the experimental set-up and the main flow patterns. The third section compares 

measurements and calculation results for the flow rate distribution in the downstream branches of 

the junction for three slope configurations and the water depths for some cases corresponding to 

the flow patterns observed experimentally. Finally, the influence of the main numerical 

parameters on the computed flow features is investigated. 

 

The governing equations and the numerical scheme  

The code Rubar20 was used for the calculations. It solves the 2D shallow water equations. The 3 

equations are the continuity equation (1) and two equations for the conservation of momentum in 

both orthogonal plane directions (2) and (3): 
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in which h is the water depth, u and v are the velocity components along horizontal x and y-axis, 

zb is the bottom elevation, Ks is the Strickler roughness coefficient (Ks=1/n with n the Manning 
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coefficient), g is the gravitational acceleration and ν the diffusion coefficient. In most of the 

calculations, it was assumed that the diffusion coefficient ν is constant throughout the flow field. 

However, the model defined by the following relation was also tested: 

*khu=ν        (4) 

in which k is a dimensionless coefficient and u* the bottom friction velocity that can be 

approximated by the usual relation involving the friction coefficient (5) or a relation involving the 

variations of the water surface elevation (6). 
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The conservative form of Eqs. (1) to (3) are solved on a regular grid constituted of quadrilaterals 

using an explicit second-order numerical scheme that is adapted from MUSCL approach 

(VanLeer B., 1979). The scheme includes four steps: 

 1. Compute the slope of each one of the three variables  z=zb+h,  hu and hv in every cell 

along the x and y axis by the least squares method and apply limitations of slopes of minmod Van 

Leer type in order to obtain a Total Variation Diminishing (TVD) scheme. 

 2. Compute values of W h hu hv= ( , , )  at intermediate time tn+1/2=tn+0.5*∆t in the middle 

of the edge mij of cell Mi (common with cell Mj) to obtain a second-order scheme with 
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in which f1 and f2 are the fluxes along x and y axis respectively, corresponding to the first member 

of Eqs. (1), (2) and (3) (which means, for instance, 
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1 ) , S is the second 

member of these equations, xi
nW  and Wn

yi  are the slopes of W along x-axis and y-axis respectively 

at time tn, index L and R indicate the left and right side of the edge (i.e. cell Mi and Mj 

respectively), and ∆t the time step. 

 3. Solve a 1D Riemann problem (Roe, 1981) at tn+1/2 in the direction normal to the edge 

(Eq. 8) similar to Eqs. (1)-(2)-(3) without second member S on x-axis (as these last equations do 

not vary through a rotation) in order to estimate the fluxes through edges for the conservative part 

of the equations. It is possible to use a Roe type linearization that directly provides an estimate of 

the fluxes. 
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 4. Integrate the terms of the second member S of the set of Eqs. (1) to (3) on the surface of 

the cell and add this second member at intermediate time 21n
iS +  in order to obtain the final value 

of the solution in cell Mi at time tn+1  i
nW +1  with:  
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summing on the j cells that have a common edge with cell Mi (of area iA ) with εij  equal to 1 or -1 

according to the orientation of edge mij  (length ijl ), common to cells Mi and Mj. 

The contribution of the second member S includes: 

* Gravity or slope terms (-gh∂zb/∂x or -gh∂zb/∂y) treated as fluxes in such a way as a 

horizontal water surface remains strictly horizontal if no additional volume is considered. 

* Bottom friction terms that are simply assessed at the centre of the cells. Their computation 

uses an implicitation in time in order to avoid numerical instabilities when a rapid change in the 

water depth or velocity occurs. If the flow is locally fully rough, as in most natural situations, the 

Strickler coefficient Ks does not depend on the Reynolds number Re and is considered constant in 

time and space as long as the flow can be considered as shallow. Then, the Ks value only depends 

on the bottom material. On the other hand, if the flow is hydraulically turbulent smooth or at the 

transition between the smooth and rough zone, the local Strickler coefficient depends on the local 

flow characteristics: water depth and average velocity. In such case, the corresponding Strickler 

coefficient varies between cells and with time if the flow is unsteady and therefore has to be 

computed in each cell at each time step using Eq. (10)  

fh
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K 31s =        (10) 

in which h replaces the hydraulic radius in the traditional expression of Ks, g the acceleration of 

gravity and f the Darcy-Weisbach friction factor which is usually computed using Colebrook-

White equation (French, 1985). However, if the local flow is at the transition between a fully 

rough flow and a hydraulically smooth turbulent flow according to the modified Moody diagram 

(French, 1985), Eq. (11) from (Yen, 2002) can be used to compute the friction factor f explicitly 
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in which Re is the Reynolds coefficient: Re=4Uh/νk with νk the kinematic viscosity coefficient, ks 

is a length parameter which characterises the roughness of the material (French, 1985), U is the 

local average velocity and h is the water depth that replaces the local hydraulic radius of the 

original equation. 

* Diffusion terms computed as fluxes from the gradient of the velocities, which means that, 

for instance, the term )(
x

u
h

x ∂
∂

∂
∂ is replaced in the cell Mi by ( )hu

x
n
xi∂

∂ .  

The numerical scheme can compute highly unsteady flows and treat the transitions between 

subcritical and supercritical flows as ordinary points (Paquier, 1995). Drying and wetting of cells 

are treated specifically in the following way: a cell is considered to remain dry as long as the 

water volume entering it during one time step provides an average cell water depth h lower than a 

minimum value (i.e. 0.01 µm in the present case). During the drying process, a similar option is 

used and leads to a mass conservation error that is usually less than 0.01 % of the total mass. This 

numerical scheme is stable if the value of the terms within the second member in Eqs. (2) and (3) 

remain low and if the Courant number is limited to values below unity, which is the Courant 

Friedrichs Levy condition.  

The validation of the numerical scheme against analytical solutions and experimental data sets in 

supercritical flow situations was performed in the IAHR group on dam-break wave, in 

collaborative research with the University of Kyoto and during the CADAM (Soares Frazao et 

al., 2000) and IMPACT (Morris, 2005) European research projects that included comparisons 

with other European numerical codes. Some of these experiments include dam break wave 

calculations in simple rectangular channels (Paquier, 2001), on more irregular topographical 

domains with the introduction of blocks to simulate obstacles (Mignot and Paquier, 2003a; 

Mignot and Paquier, 2003b) or on a town physical model simulating an urban flood situation 

(Mignot et al., 2006b). All these tests proved both the accuracy of this code for solving 2D 

shallow water equations under rapid flow conditions and complex topographical situations and 

the importance of choosing the adapted numerical parameters to simulate a supercritical flow 

with accuracy. 

 

Experimental investigation 

Experimental set-up and measuring techniques 

The experiments, presented with more details in (Mignot et al., 2008), were performed in four 

identical rectangular channels, made of glass, of length Lc=2 m and of width b=0.3 m that were 

joined at 90 degrees (Figure 1). The coordinate system was defined as shown in Figure 1. Sx and 

Sy parameters represent the slopes of the x-axis and y-axis channels respectively. These slopes − 
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adjustable between ± 5% − were set such that Sx=Sy but the square junction remained horizontal. 

The water entered both perpendicular inlet channels through honeycomb screens and a sluice gate 

was used to set the normal depth hn at the upstream end of the inlets. The maximum input 

discharge was 10 litres per second (l/s). The corresponding Reynolds number varied between 

1.2x104 and 7x104 depending on the channel slope. hn was derived from a Darcy friction 

coefficient related to smooth glass surfaces and in all the experiments, hn never exceeded 3 cm. 

Therefore, the ratio of channel length to flow depth (Lc/h) was in the range 100/50 ≤≤ hLc , 

which was sufficient to ensure a fully developed flow in the measurement region, at least, in the 

absence of any disturbance generated by the intersection (Ranga Raju et al., 2000). 

The discharges at the inlets and the outlets were measured by four identical electromagnetic 

flowmeters (Promag 50 from Endress Hauser; accuracy: ±0.02l/s). When the four discharges 

values were stable with a zero mass balance, the flow was considered to be steady and the 

measurements were collated. In regions of uniform flow, the water depth was measured with a 

moveable point gauge with an accuracy of ±0.15 mm. Such a device can only be used in zones of 

low disturbance. Where the flow was strongly disturbed (for instance, near eddying zones or 

hydraulic jumps), a moveable wave probe (Wave Monitor from Churchill Inst.) was used. The 

gap between the two wires composing the probe was 1 cm and the horizontal position of the 

gauge was measured with a ±1 mm accuracy. The accuracy of the water level measurements was 

affected by various uncertainties due to wetting process, wake formation and vertical positioning 

of the probe: in these experiments, it was estimated to be ±0.5 mm. The oblique jump angle was 

obtained by measuring the location of the intersection between the oblique jump and the upstream 

end of the output channels and applying basic geometric relationships. Due to the width of the 

jump, the uncertainty concerning the angle measurement was estimated equal to ±2.5°. Finally, 

the location of the normal jump in the upstream branches was obtained by measuring the distance 

between the jump and the junction with an uncertainty of about ± 2cm due to the oscillations of 

the jump. 

 

Main flow description 

The experimental configurations described in this paper were obtained by setting the branch 

slopes Sx and Sy to 1%, 3% and 5%, ranging the flow rates between 0 and 10 l/s and considering 

that the upstream discharge in the x-direction was higher than the upstream discharge in the y-

direction: Qex>Qey. Both flows were uniform and supercritical when entering the channels, 

however due to the intersection, the flows were deflected and two hydraulic jumps appeared. 

Each hydraulic jump was either normal and located within an upstream branch, or oblique and 
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confined in the junction. Three main flow types could be observed experimentally (Mignot et al., 

2008) and the transition between them was essentially based on the characteristics of the 

hydraulic jumps. 

Type I corresponded to a configuration with one normal hydraulic jump in each upstream 

branch. Both upstream flows reached the junction entry sections under subcritical conditions and  

returned to supercritical conditions in the downstream branches. This flow type was observed for 

quite symmetrical flow configurations with slopes of 1%. 

Type II occurred when there was a high difference in the upstream flow rates between both 

upstream branches. A normal hydraulic jump appeared within the upstream minor flow channel 

and an oblique jump appeared within the junction. Then, the main flow reached the junction 

under supercritical conditions while the minor flow reached the junction under subcritical 

conditions. This flow type was subdivided by (Mignot et al., 2008) into three “regimes” 

depending on the position of the oblique jump with respect to the downstream cross corner, thus 

leading to various flow distribution structures. Type II regime 1 referred to an oblique jump angle 

much lower than 45° in such a way that the oblique jump and the depression wave did not 

intersect (Figure 2a). Type II regime 2 corresponded to an oblique jump angle slightly lower than 

45° in such a way that the oblique jump intersected the depression wave inside the square 

junction (Figure 2b). For these two flow regimes, the flow distribution was mainly governed by 

the depression wave because the downstream lateral flow (in the y-direction) originated from this 

wave in the form of a lateral jet development (Rivière and Perkins, 2004). Type II regime 3 

corresponded to an oblique jump angle higher than 45° and the flow distribution was highly 

dependent on this angle because in this case the oblique jump was responsible for the deflection 

of the upstream main flow (Figure 2c). 

Finally, Type III corresponded to a configuration with two oblique jumps within the junction. 

Hence, both upstream flows reached the junction under supercritical conditions and were 

deflected when crossing the oblique jumps (Figure 2d). Such flow types were only observed for 

the 5% slope configuration. 

Furthermore, the transition between flow types was not sudden and therefore some 

intermediate flow configurations between two flow types could occur when at least one hydraulic 

jump was in transition between an oblique jump held in the square junction and a normal jump 

detached in an upstream branch. For instance, if both hydraulic jumps were transitional, the 

observed flow was intermediate between a Type I and a Type III flow (Figure 2e).  

The flow type was ruled by four dimensionless parameters (Rivière et al., 2005) that were the 

two upstream Froude numbers Frx, Fry, the upstream discharge ratio (Qex/QT) and the 

dimensionless main upstream discharge Qex/(b
5/2g1/2). Indeed, the locations and the types of 
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observed hydraulic jumps depended on the ability of the two upstream flows to deviate from their 

original direction through an oblique jump. For the two upstream flows, the maximum deviation 

allowed by an oblique jump depended on the Froude numbers Frx and Fry (Ippen, 1951) while the 

deviation imposed by one flow to the other one depended on the upstream discharge ratio 

(Qex/QT) and the dimensionless main upstream discharge Qex/(b
5/2g1/2). The respective influences 

of the four parameters were similar (Rivière et al., 2005). Due to experimental restrictions, the 

slopes were fixed instead of the Froude numbers. Table 1 provides the corresponding range of 

upstream discharge ratio (Qex/QT) and upstream Froude numbers (Frx and Fry) for the various flow 

types met in the experimental configurations; the dimensionless main upstream discharge 

Qex/(b
5/2g1/2) varied generally from 6.5 10-3 to 6.5 10-2. 

 

Measurements 

Three kinds of measurements were collected experimentally. 

 * First, 63 oblique jump angles β at 5% slopes and 80 normal hydraulic jump locations 

(37 at 5% slopes and 43 at 1% slopes) were measured. 

* Secondly, the discharges in the four branches were measured for 209 configurations (see 

Table 2 for the distribution). 

* Finally, the water depth field for five specific flow configurations relative to the main 

flow patterns reported were acquired experimentally with about 250 measurement points in the 

junction (Table 3). It can be noted that no water depth field of Type I flow was recorded since the 

flow within the junction was fully subcritical in this case and should be well predicted by the 

code according to the literature review. 

 

Comparison of measurements and reference calculation results 

Comparison of measured and computed angles of oblique jumps and locations of normal jumps  

As a first step, each flow configuration from Table 2 is computed using the Rubar20 code and  

the set of  reference parameters described in the sequel. 

For all the configurations, the flow at the junction is in transition between a fully rough flow and 

a smooth turbulent flow. The friction coefficient at the bottom of the channel depends on the 

bottom roughness but also on the local flow characteristics. Consequently, the Strickler 

coefficient Ks is computed at each time step in each cell using Eqs. (10) and (11). The diffusion 

coefficient is set to 0. The mesh, referenced M3 in Table 4, is regular; each cell is a square with a 

typical length of 3 cm (Figure 3). The mesh comprises 10 cells per channel section and 100 cells 

within the square junction. The upstream boundary conditions are both upstream discharges and 

corresponding normal water depths. The two downstream boundary conditions are free flow and 
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it was verified that the boundary condition election had no influence on the flow within the 

junction. The computation lasts until the flow becomes stabilized. 

Mignot (2005) showed the importance of the location of the jumps and particularly the oblique 

jump angle to estimate the flow rate distribution in configurations of Type II and Type III. Figure 

4 shows that the angle β is predicted with relative accuracy both for Type II and Type III flows, 

though this angle is overestimated for low angles (< 45° which corresponds to Type II regimes 1 

and 2) and underestimated for high angles (>50°) in Type III compared to experimental 

measurements. 

Furthermore, concerning the normal jump located in the minor upstream branch for 5% slopes 

configurations, it appears that its distance from the junction is overestimated when this distance is 

lower than 17 cm and is underestimated for normal jumps located further from the junction 

(Figure 5). On the other hand, for the 1% slopes configurations, the distance between the 

computed normal jumps and the junction is predicted with greater accuracy though it appears to 

be underestimated by about 15 cm for most configurations (Figure 6). 

 

Comparison of flow rate distribution in the downstream branches 

In order to evaluate the capacity of the numerical code to predict the flow rate distribution at the 

junction, a quality indicator (EQT) is used: 
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E  in which QsxC and QsxM are the computed 

and measured downstream flow rate along the x-axis and QT is the sum of the 

upstream flow rate (QT=Qex+Qey). 

• Abs(EQT) is the absolute value of EQT and )( QTEAbs =Σ[Abs(EQT)]/nb with nb the 

number of studied configurations. 

 

Slope configurations of Sx=Sy=5% 

The prediction of the flow rate distribution in the downstream branches of the junction using the 

2D numerical code is compared to the measured flow distribution in Figure 7. It appears that the 

major downstream flow rate (Qsx) is overestimated for all flow types (EQT>0). Nevertheless, this 

overestimate is limited to about 1% for Type II regimes 1 and 2 in which the lateral jet 

development governs the flow distribution (Mignot, 2005). Concerning Type III configurations, 

slight underestimation of the oblique jump angle β presented above is responsible for the 

underestimate of the deflected flow rate from Qex to Qsy and thus for the overestimate of Qsx or 

EQT (see Figure 8 or Table 5). 

Slope configurations of Sx=Sy=3% 
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The flow type that occurs at configurations close to the symmetry (Qex~Qey) is intermediate 

between a Type I and Type III with two transitional hydraulic jumps between a normal jump and 

an oblique jump (Figure 2e). In such a case, the flow distribution is fairly predicted by the 

numerical code (Figure 9). For higher Qex discharge, the calculation tends to underestimate Qsx 

(and then EQT, see Table 5) for Type II regime 3 flow patterns, while it computes Qsx with fair 

agreement in Type II regimes 1 and 2. Explanations are similar to 5% slope configurations. 

Slope configurations of Sx=Sy=1% 

For these configurations in Type I, the main outlet discharge Qsx is underestimated by about 2%, 

meaning that the numerical code tends to homogenize the flow distribution at the junction more 

than it actually occurs (Figure 10). In a Type II regime 3, Qsx is overestimated, unlike the case of 

slopes equal to 3% (Figure 9) or 5% (Figure 7).  

Consequently, )E(Abs QT  appears to be quite high (3% to 5%) for the flow types in which the 

oblique jump angle governs the flow distribution between the downstream branches of the 

junction (i.e. Type II regime 3 and Type III) and is lower in Type I (1% to 2%) in which no 

oblique jump occurs and in Type II regimes 1 and 2 ( )E(Abs QT <2%) in which the oblique jump 

does not influence the flow distribution (see Table 5). 

 

Comparison between experimental and computed water depth fields 

Concerning the configurations from Table 3, the 2D code computes the local water depths at the 

centre of each cell. Then, these water depths are interpolated on a fine regular grid of typical 

length equal to 1mm and plotted with water depth isolines at constant grey level intervals. Similar 

procedure is performed for the experimental flow in order to qualitatively compare the water 

depth fields in the junction.  

The water depth fields computed using the set of reference parameters agree with the five water 

depth fields measured on the experimental model (Figure 11): all the hydraulic structures such as 

the oblique or normal jumps, the eddying, and the recirculation zones are predicted by the 

numerical code at a location close to the measurements. Such statement is confirmed by the 

comparison of the computed and measured water depth profiles at the centre of the channel along 

the x-direction  (for instance,  C21 configuration in Figure 12). 

 However, when looking more precisely at the details of the flow structures, some discrepancies 

can be found between computed and measured water depth fields. The flow structure at the centre 

of the junction for the configuration C1 is simplified by the numerical code. Moreover, the shape 

and location of the normal hydraulic jump in the minor upstream branch Qey are not perfectly 

estimated for C21, C22 and C3 configurations. Also, some discrepancies exist in terms of the shape 

or location of the eddying for C22 and C23 configurations (Figure 11). Finally, the computed 
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oblique jumps differ from the measured ones. In experiments, for high oblique jump angles 

configurations (C1, C23 and C3), the oblique jump is thicker than for low oblique jump angle 

configurations (C21). However, the transition from supercritical to subcritical flows predicted by 

the numerical scheme extends to one cell (i.e. 3 cm in the present mesh M3). Consequently, the 

oblique jump thickness is underestimated by the code for the configurations with high β and 

overestimated for the low β angle configurations. 

In order to test the accuracy of the code using the set of reference parameters in predicting the 

local flow depths at the junction, a more detailed comparison of the measured and computed 

water depths is presented hereafter. First, for each flow configuration from Table 3, the computed 

water depths obtained at the centre of the 100 numerical cells of the junction are interpolated over 

the experimental set of measurement points located in the junction allowing to directly compare 

the measured and computed water depths at the same coordinate locations. The computational 

error dh ( MC hhdh −= ) is calculated at each measurement point and the average error dh and 

the root mean square error ε are obtained using ( ) bndhdh /Σ=  in which nb is the number of water 

depth measurements in the junction and ( )[ ]∑= bndh /²ε .  

These statistical values are presented in the second column of Table 11 corresponding to the set 

of reference parameters (Ks obtained from Eqs. (10) and (11) and mesh M3). The local water 

depths are estimated with an average error dh of about 1 mm (except for C3 case) with a typical 

root mean square error ε of 3 to 12 mm. Moreover, dh is positive indicating that the water depth 

field is globally overestimated for all the configurations especially for the configurations C22 and 

C3. Concerning the C22 flow configuration, the reason is that the eddying around the stagnation 

point is predicted in the vicinity of the downstream corner of the junction while experimentally, 

this increase in water depth is located within the ‘y’ downstream branch of the junction, thus out 

of the area of comparison. On the other hand, the overestimation of the C3 water depths is related 

to the underestimation of the computed oblique jumps thickness. Consequently, though the 

location of the feet of the jumps are well predicted, the increase in water depth through the 

computed oblique jumps is too steep and locally creates excessively high water depths. The same 

phenomenon can be observed for C23 that is also a thick oblique jump configuration but, in this 

case, the water depth overestimate is compensated by an underestimate of the high water depths 

near the upstream corner of the junction. 
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Influence of some numerical parameters 

The objective of the following paragraph is to study the influence of the main numerical 

parameters on the computed flows. For each parameter considered, a description of the modified 

numerical configuration is provided with the consequences in terms of qualitative and 

quantitative changes on the computed flow structures and water depth fields. 

 

Influence of a constant friction coefficient 

As stated before, the flow is intermediate between turbulent smooth and rough and Eqs. (10) and 

(11) are applied to compute the local Strickler coefficient. The average equivalent Strickler 

coefficient in the upstream branches and the junction obtained from the flow characteristics 

computed in the previous paragraph when using Eqs. (10) and (11) are presented in Table 6. This 

coefficient stands between 103 and 105 m1/3.s-1 in the junction (except for C21) and between 116 

and 118 m1/3.s-1 in the upstream branches. Then, two constant friction factors were tested: Ks=100 

m1/3.s-1 and Ks=115 m1/3.s-1 while keeping the reference values for the other numerical parameters 

and mesh characteristics. 

The flow pattern computed for the C23 configuration is quite similar using the reference friction 

coefficient equations and both constant friction coefficients (Figure 13). However, it appears that 

the flow structures computed with Ks from Eqs. (10) and (11) are closer to the flow structures 

computed with Ks = 115 m1/3.s-1 than with Ks = 100 m1/3.s-1. Furthermore, the main modification 

in terms of flow patterns for the 5 configurations from Table 3 when using Ks= 100 m1/3.s-1 

occurs in C21 (Figure 14) for which the computed normal hydraulic jump is perpendicular to the 

upstream branch axis unlike using the set of reference parameters (see Figure 11). 

For a quantitative comparison, the average error (dh) and the root mean square error (ε) between 

the water depth fields computed in the junction with the three friction relations are shown in 

Table 7. These results confirm that the flows computed with a constant Ks value of 115 m1/3.s-1 

are closer to the flow patterns derived by Eqs. (10) and (11) than when using a Ks value of 100 

m1/3.s-1. However, neither calculation permits to improve the computed water depth results at the 

junction (Table 11) and the discharge distribution in the downstream channels (Table 8) except 

for Ks=100 m1/3.s-1 in Type I in which the subcritical flow in the junction governs the discharge 

distribution. 

In the following text, a constant Strickler coefficient Ks=115 m1/3.s-1 will be used, considering the 

similarity of the computed flows with the ones computed using the reference set of parameters. 

 

Influence of changing the mesh density 
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The objective of this test is to check the influence of four regular mesh densities with square 

cells, the dimensions of which are 0.5, 1, 3 and 10 cm for respectively the M1, M2, M3 and M4 

grids (Table 4) . The five flow configurations from Table 3 are thus calculated with the three new 

meshes and results are interpolated on a 1 mm grid as for the reference calculation. The C23 

computed flow patterns are presented in Figure 15. It appears that the four flow patterns are quite 

similar and in fair agreement with the measured flow patterns. Indeed, the various flow structures 

(oblique jump, normal jump, eddying) are predicted at the same locations as in the experimental 

measurements. However, the flow pattern computed using the coarser mesh (M4) comprising 

only nine cells in the junction is highly simplified. Moreover, using this mesh density, both the 

oblique jump and the normal jump appear thicker than with the reference mesh (M3) and for the 

experimental measurements while the thickness of the jumps are narrower with the denser 

meshes (M1 and M2) as the thickness of the computed jumps equals one space step. Finally, as 

the space step (3 cm) is close to the thickness of the oblique jump, the mesh density M3 permits 

to get the lowest root mean square error (ε) with regard to the measured water depth field, the 

mean error (dh) being similar as for M1, M2 and M4 (Table 11). 

 

Influence of changing the longitudinal mesh density in the branches 

We check the influence of reducing the longitudinal mesh density in the inlet and outlet branches 

of the junction on the predicted flow patterns. The cells dimensions are increased to 30 cm in the 

direction of the axes of the branches and remain unchanged (3 cm) in the perpendicular direction. 

Consequently, at the junction, the new mesh (named “longi”) remains similar to the M3 mesh. 

The main modifications in the flow patterns are:  

• The flow is simplified within the upstream and downstream branches. 

• The normal jump in the minor upstream branch of y-direction is drastically smoothened: 

its length passes from 3 to 30 cm (the longitudinal dimension of a cell), which tends to modify 

the flow characteristics at the entry section of the junction (see Figure 16) and thus to affect the 

flow pattern within the junction, particularly, the angle of the oblique jump and the location of the 

eddying. 

• Table 9 shows that the differences in terms of water depth fields in the junction are high, 

the results are less accurate with this longer longitudinal mesh density in the branches than when 

using M3 regular mesh (Table 11). 

 

Influence of taking into account a diffusion coefficient 
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The objective is to evaluate the effects of considering the three following methods to compute the 

diffusion coefficient ν used in Eqs. (2) and (3), with mesh density M3 and the constant friction 

coefficient Ks=115 m1/3.s-1. 

(a) A constant diffusion coefficient ν=0.01 m2s-1. 

(b) A diffusion coefficient ν derived from Eqs. (4) and (5) with a k factor equal to 0.1. 

(c) A diffusion coefficient ν derived from Eqs. (4) and (6) with a k factor equal to 0.1. 

Figure 17 shows the C23 flow patterns computed with the three former relationships and Table 10 

shows the comparison between the computed water depth fields and the reference calculation 

fields. The modifications are limited both qualitatively and quantitatively, concluding that the 

diffusion coefficient does not affect the computational results to a great extent, the root mean 

square error ε remains lower than 3 mm for all the flow patterns. Furthermore, it appears that the 

use of any of the three diffusion coefficients does not permit to improve significantly the 

computed results (Table 11). Nevertheless, Figure 18 shows that the (b) and (c) diffusion 

relationships tend to improve the predicted shape of the normal jump for the C21 configuration 

and that formula (a) permits to increase the predicted hydraulic jump thickness for C1 

configuration.  

 

Conclusion 

In this study, a two-dimensional shallow water equation model Rubar20 is used to compute a 

large number of observed four branch supercritical junction flows. The model based on a 

reference set of parameters can predict the observed flow pattern for all the configurations. The 

main flow structures are accurately located except the normal hydraulic jump in the minor branch 

for one Type II configuration. On five specific flow configurations for which the water depth 

field was measured, the typical average error in predicting the water depth field lies between 0.5 

and 6 mm with a root mean square error between 3 and 12 mm which represents up to 20 % of 

the measured water depths. The main errors in calculating the water depth fields are related to the 

prediction of the oblique jump thickness and thus the highest water depth prediction errors 

concern the flow configurations with two oblique jumps (Type III). Moreover, average error for 

the flow rate distribution in the downstream branches is equal to about 3% of the total inflow. 

Discrepancies can be related to the prediction of the oblique jump angle for the flow 

configurations in which the oblique jump governs the flow rate distribution (Type II regime 3 and 

Type III flows).  

 

A sensitivity analysis was performed and no modification of the parameter set could improve all 

the observed flow configurations but it can be stated that:  
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• Using a constant Strickler coefficient similar to the equivalent Strickler coefficient 

in the upstream branches does not modify the flow pattern greatly, but using the 

equivalent average Strickler coefficient of the junction, the predicted flow pattern 

is much affected.  

• The flow characteristics at the junction inlet sections are a key parameter 

governing the flow pattern in the junction.  

• By increasing the mesh density, a more accurate flow pattern is computed but in 

the same time the predicted oblique jump thickness is reduced, which may cause 

some discrepancy. Moreover the longitudinal mesh density imposed in the 

branches has a strong influence on the computed flow as it tends to modify the 

flow characteristics at the upstream sections of the junction.  

• Using a diffusion coefficient has only a limited impact on the computed flow but 

may improve the shape of the predicted flow patterns for some specific 

configurations such as the C21 configuration.  

Finally, one can conclude that: 

• For engineering purposes, a 2D model is accurate enough to compute the flow 

inside a crossroad because local obstacles such as cars are likely to create similar 

level of uncertainty. 

• Further research should be concentrated in improving the modelling of the 

hydraulic jump (thickness and detailed structure). 
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Notations 
A = Cell area 
b = Channel width 
dx and dy = Cell dimensions 
dh = Difference in water depth  

dh = Average water depth difference 
EQT = Flow rate distribution indicator 
f = Darcy-Weisbach friction coefficient 
f1 and f2 = Fluxes on x and y axis of the 1st member of Eqs 2 and 3 
EQT = Quality indicator 
Fr = Froude number 
g = Gravitational acceleration 
h = Water depth 
hn = Normal water depth 
k = Dimensionless coefficient (for the diffusion coefficient) 
ks = Roughness length parameter 
Ks = Strickler roughness coefficient 
l = Edge length 
Lc = Channel length 
mij = Common edge of cells i and j 
M i or Mj = Cell number i or j 
M1,2,3,4 = Mesh used for calculation 
n = Manning coefficient 
nb = Number of data 
Q = Discharge 
Re = Reynolds number 
Rh = Hydraulic radius 
S = Second member of Eqs 2 and 3 
Sx and Sy = Channel slopes 
t = Time 
u = Velocity component in the x direction 
u* = Friction velocity 
v = Velocity component in the y direction 
W = Triplet of unknowns 
x,y = Plane axis 
z = Water level 
zb = Bottom elevation 
 
β = Oblique jump angle 
ε = Root mean square error 
εij = Operator equal to 1 or -1 depending on the orientation of the cell 
ν = Diffusion coefficient 
νk = Kinematic viscosity 
∆t = Time step 
 
 
Subscripts 
C = Computed 
e  = Upstream 
i or j = Cell number 
L and R = Left and right 
M = Measured 
n = Time step number 
s = Downstream 
T = Total 
x and y = Main and minor flow directions 
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Figure 1: Plan sketch of the experimental set-up in which Q stands for discharge, h for water 

depth. 
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Figure 2: Description of the main flow types observed experimentally (apart from Type I): (a) = 

Type II regime 1, (b) = Type II regime 2, (c) = Type II regime 3, (d) = Type III, (e) = intermediate 

Type I – Type III 
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Figure 3: Sketch of the reference numerical mesh used for the computations (coordinates are 

provided in millimetres) 
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Figure 4: Comparison between measured and computed oblique jump angle for Sx=Sy=5% 

configurations 
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Figure 5: Comparison between measured and computed normal jump locations for Sx=Sy=5% 

configurations 
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Figure 6: Comparison between measured and computed normal jump locations for Sx=Sy=1% 

configurations 
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Figure 7: Value of EQT flow distribution quality indicator for Sx=Sy=5% configurations from 

Table 2 

 

 

Figure 8: Effect of computed oblique jump angle βc underestimation on the flow distribution 

computation for Type III 
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Figure 9: Value of EQT flow distribution quality indicator for Sx=Sy=3% configurations from 

Table 2 
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Figure 10: Value of EQT flow distribution quality indicator for Sx=Sy=1% configurations from 

Table 2 
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Figure 11: Water depth fields of measured and computed (with the reference parameter set) flow 

configurations from Table 3 
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Figure 12: Comparison between computed (�) and measured (♦) water depth profiles along x-

axis for C21 flow configuration (dashed lines show the limits of the junction) 

 

     

Figure 13: Flow types for C23 configuration computed with the three tested friction coefficient 

formulas 

 

 

Figure 14: C21 flow configuration computed using a constant friction coefficient Ks= 100 m1/3.s-1. 
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Figure 15: Measured and computed C23 flow configurations with the 4 mesh densities from Table 

4 

 

 

Figure 16: Computed C23 flow configuration with the new longitudinal mesh density (“longi”) 

 

   

Figure 17: Computed C23 flow configuration with the three diffusion coefficient formulas 
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Figure 18: Computed C21 flow configuration with diffusion coefficient formulas (b) and (c) and 

C1 flow with formula (a) 

 

 
C21 
Computed 
Ks=115, M3 
Formula (c) 

X (cm) 

 Y (cm) 

Author-produced version of the article published in Journal of Hydraulic Research (2008), vol.46, n°6, pp. 723-738 
The original publication is available at http://www.tandfonline.com, doi:10.3826/jhr.2008.2961



 28

 
Table 1 Range of upstream discharge ratio Qex/QT for the various observed flow types. 

 
 
Table 2 Number of flow configurations for which the flow rate distribution was measured. 

Grey cells correspond to non-observed flow types. 
 
 
 
 
 
 

 
 

Table 3 Flow configurations for which the water depth field was measured 

 
 

Table 4 Details of the tested mesh densities 
 
 
 
 
 
 

 
 

Table 5 Summary of average value of indicator )( QTEAbs  for the three tested slope 
configurations. 

 
 
 
 
 

 
 

Qex/QT 
Sx & Sy Frx &  Fry  

Type I Type II 
regime 1 

Type II 
regime 2 

Type II 
regime 3 Type III Intermediate 

Types I-III 

1 % [1.5-1.8] [0.5-0.7]   [0.7-1]   

3 % [2.5-3.5]  ←   [0.75-1]   → [0.55-0.75]  [0.5-0.55] 

5 % [3-4.5]  [0.75-1] [0.66-0.83] [0.65-0.75] [0.5-0.65]  

Sx & Sy Type I Type II 
regime 1 

Type II 
 regime 2 

Type II 
 regime 3 Type III Interm. 

Type I–III 

1 % 32   22   
3 %  ←    18    → 19  5 
5 %  29 22 23 39  

Case name Qex 
(l/s) 

hex 
(cm) 

Qey 
(l/s) 

hey 
(cm) Sx & Sy 

Number of 
measurement 
points in the 

junction 

Corresponding 
flow type 

C1 3.5 1.10 3.55 1.11 3% 274 Intermediate Type I-III 

C21 5.11 1.15 1.01 0.44 5% 260 Type II regime 1 

C22 5.0 1.15 2.0 0.66 5% 227 Type II regime 2 

C23 5.16 1.15 3.49 0.92 5% 260 Type II regime 3 

C3 5.02 1.15 3.99 1.00 5% 253 Type III 

Mesh name Mesh density 
dx= dy= (cm) 

Number of calculation cells 
in each branch section 

Number of calculation cells 
 in the junction 

M1 0.5 60 3600 
M2 1 30 900 

M3 (Reference) 3 10 100 
M4 10 3 9 

Sx & Sy Type I Type II 
regime 1 

Type II 
regime 2 

Type II 
regime 3 Type III Interm.  

Type I–III  
1 % 1.28 %   5.42 %   
3 %  ←    1.83 %    → 5.78 %  2.16 % 
5 %  0.72 % 1.62 % 2.74 % 4.12 %  
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Table 6 Average Strickler coefficient computed in the junction and the branches for the 5 

flow configurations  
 
 
 
 
 

 
 

Table 7 Comparison between calculation results for the five measured water depth fields  
 

 

 

 

 

 

 
 
Table 8 Average value of discharge distribution quality indicator )( QTEAbs  with the three 

tested friction coefficients 
 
 
 
 
 
 

 
 
Table 9 Comparison between the water depth fields computed with the mesh “longi” and 

with the reference mesh (M3) 
 
 
 
 
 
 
 
 

 
Table 10 Comparison between the water depth fields computed with the three diffusion 

coefficient formulas and the set of reference parameters (ν=0 m2s-1) 
 
 
 
 
 
 
 

Configurations C1 C21 C22 C23 C3 

Average Ks in the junction (m1/3.s-1) 103 110 105 105 104 

Average Ks in upstream branches (m1/3.s-1): 116 116.5 117 118 118 

Difference Ks=115 / Eqs. 10 & 11 Difference Ks=100 / Eqs. 10 & 11 
Configurations 

dh (mm) εεεε (mm) dh (mm) εεεε (mm) 
C1 -0.01 0.16 -0.72 2.78 
C21 -0.84 2.08 1.25 2.24 
C22 0.31 0.80 2.10 3.76 
C23 0.35 0.88 -1.10 6.68 
C3 0.09 0.79 -0.02 4.00 

Sx &  Sy Eqs. 10 & 11 Ks=115 m1/3.s-1 Ks=100 m1/3.s-1 

1 % 3.1 % 3.08 % 2.23 % 

3 % 3.66 % 3.64 % 6.22 % 

5 % 2.48 % 2.22 % 3.06 % 

Difference longi / reference case (M3) 
Configurations 

dh (mm) εεεε (mm) 
C1 -0.11 3.45 
C21 4.4 5.7 
C22 4.8 8.1 
C23 5.1 9.9 
C3 2.3 8.6 

Difference 
Formula (a)/reference 

Difference 
Formula (b)/reference 

Difference 
Formula (c)/reference Configurations 

dh (mm) εεεε (mm) dh (mm) εεεε (mm) dh (mm) εεεε (mm) 
C1 -0.67 1.84 -0.07 0.22 -0.02 0.06 
C21 0.02 0.05 0.29 1.44 -1.31 2.09 
C22 1.44 3.11 -0.06 0.39 -0.01 0.16 
C23 0.01 0.06 -0.48 3.14 -0.75 3.59 
C3 0.14 4.44 0.10 0.76 -0.01 0.10 
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Table 11 Statistical comparison between measured and computed water depth fields for the 

main parameter sets tested 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Diffusion formula 
 Ref Use of 

constant friction coefficient 
Longitudinal 

mesh 
(a) (b) (c) 

Friction 
coef. 

Eq. 
10&11 

Ks= 
100m1/3.s-1 

Ks=115 m1/3.s-1 Ks=115 m1/3.s-1 Ks=115 m1/3.s-1 

Mesh M3 M3 M1 M2 M3 M4 M3 M3 M3 M3 

dh (mm)           

C1 0.78 0.05 1.12 1.02 0.77 -2.99 1.55 0.20 0.71 0.75 

C21 0.96 2.21 1.07 0.00 0.12 -0.21 4.32 1.27 1.55 0.10 

C22 1.13 2.82 3.18 1.02 1.40 0.81 5.67 2.57 1.31 1.37 

C23 0.63 -0.47 -0.04 0.67 0.98 -2.78 6.67 0.99 0.92 0.65 

C3 5.73 5.71 6.84 5.64 5.81 2.24 8.81 5.99 5.92 5.80 

εεεε (mm)           

C1 5.22 6.07 6.02 5.98 5.24 7.76 7.01 5.38 5.20 5.24 

C21 2.92 3.32 4.47 2.86 1.82 4.65 5.51 3.07 2.50 1.83 

C22 3.40 5.41 7.36 5.46 3.77 6.16 8.93 5.44 3.76 3.71 

C23 4.92 7.17 8.32 7.20 4.89 8.86 11.63 4.88 5.52 5.42 

C3 11.99 12.95 13.20 13.55 12.27 11.02 17.02 11.25 12.21 12.22 
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