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Abstract

This article deals with the numerical resolution of Marlkavibackward stochastic differential
equations (BSDEs) with drivers of quadratic growth withpest toz and bounded terminal con-
ditions. We first show some bound estimates on the proZeard we specify the Zhang’s path
regularity theorem. Then we give a new time discretizatidmesne with a non uniform time net for
such BSDEs and we obtain an explicit convergence rate feisttieme.

1 Introduction

Since the early nineties, there has been an increasing$ttienr backward stochastic differential equa-
tions (BSDEs for short). These equations have a wide ranggplfcations in stochastic control, in
finance or in partial differential equation theory. A pautar class of BSDE is studied since few years:
BSDEs with drivers of quadratic growth with respect to thaalale z. This class arises, for example, in
the context of utility optimization problems with exponiahtutility functions, or alternatively in ques-
tions related to risk minimization for the entropic risk reeee (see e.g[[L3]). Many papers deal with
existence and uniqueness of solution for such BSDESs: we tteéereader tg[17, 18] when the terminal
condition is bounded anf] [B, @, 9] for the unbounded case c@uzern is rather related to the simulation
of BSDEs and more precisely time discretization of BSDEgtedi with a forward stochastic differen-
tial equation (SDE for short). Actually, the design of effici algorithms which are able to solve BSDEs
in any reasonable dimension has been intensively studiee she first work of Chevanc§ [6], see for
instance [49[]1] 31]. But in all these works, the driver of B&DE is a Lipschitz function with respect to
z and this assumption plays a key role in theirs proofs. In errepaper, Cheridito and Stadjg [5] stud-
ied approximation of BSDEs by backward stochastic diffeeeaquations which are based on random
walks instead of Brownian motions. They obtain a convergeesult when the driver has a subquadratic
growth with respect ta and they give an example where this approximation does mviecge when the
driver has a quadratic growth. To the best of our knowledge only work where the time approxima-
tion of a BSDE with a quadratic growth with respect:t@ studied is the one of Imkeller and Rdis][14].
Let notice that, when the driver has a specific fiirihis possible to get around the problem by using
an exponential transformation method (Je¢ [15]) or by usasglts on fully coupled forward-backward
differential equations (sef][7]).

'Roughly speaking, the driver is a sum of a quadratic term C'|z|® and a function that has a linear growth with respect
to z.
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To explain ideas of this paper, let us introdycé Y, Z) the solution to the forward backward system
t t
Xy = x+ / b(s, Xs)ds + / o(s)dWs,
0 0

T T
Y;f = g(XT) +/ f(37X87Y97Zs)d3 _/ stW57
t t

whereg is bounded,f is locally Lipschitz and has a quadratic growth with resgect. A well-known
result is that whem is a Lipschitz function with Lipschitz constaif,, then the proces& is bounded
by C(K, + 1) (see Theorermh 3.1). So, in this case, the driver of the BSDH.ipschitz function with
respect to:. Thereby, a simple idea is to do an approximatiorafZ) by the solution YV, ZV) to the
BSDE

T T
gvzim@ﬂ+/f@Xﬁﬁjﬁm—/zﬁmg
t t

wheregy is a Lipschitz approximation of. Thanks to bounded mean oscillation martingale (BMO
martingale in the sequel) tools, we have an error estimatéhfs approximation: see e.g[ [14, 2] or

Propositior{ 4]2. For example, dfis a-Holder, we are able to obtain the error bOlmﬂ’glNT“ (see Propo-
sition [4.10). Moreover, we can have an error estimate fottithe discretization of the approximated
BSDE thanks to any numerical scheme for BSDEs with Lipsctiitzer. But, this error estimate de-

pends onk, : roughly speaking, this error i§e“%in =1 with n the number of discretization times.
The exponential term results from the use of Gronwall's uadity. Finally, wheng is a-Holder and

K, = N, the global error bound is
CN?
C( L Le ). (1.1)

o
leoz n

So, whenN increasesp ! will have to become small very quickly and the speed of caysece turns
out to be bad: if we takéV = (g log n)l/2 with 0 < e < 1, then the global error bound becomes

C: (log n)2<1_fa) . The same drawback appears in the work of Imkeller and IRdjs [hdeed, their idea
is to do an approximation df, Z) by the solutionY'", ZV) to the truncated BSDE

T T
VY = o)+ [ ps XYY (2N s - [z,
t t
wherehy : R4 — R*4 js a smooth modification of the projection on the open Euelidball of
radiusN about0. Thanks to several statements concerning the path reyuaud stochastic smoothness
of the solution processes, the authors show that for@any 1, the approximation error is lower than
CBN—B. So, they obtain the global error bound

1 BCNQ
Co| s+ =) (1.2)

and, consequently, the speed of convergence also turne battiad: if we takeV = (% log n)l/ ? with

0 < & < 1, then the global error bound becon@s. (logn) */2.
Another idea is to use an estimatefthat does not depends dty,. So, we extend a result df[8]

which shows
My

Zi < My + ————,
| Z4| 1+(T—t)1/2

0<t<T. (1.3)
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Let us notice that this type of estimation is well known in ttese of drivers with linear growth as a
consequence of the Bismut-Elworthy formula: see ¢.d. [BO.in our case, we do not need to suppose
thato is invertible. Then, thanks to this estimation, we know thadtent < T', f(¢,.,.,.) is a Lipschitz
function with respect ta and the Lipschitz constant dependstoSo we are able to modify the classical
uniform time net to obtain a convergence speed for a modifilee discretization scheme for our BSDE:
the idea is to put more discretization points near the fimaéfi" than neat0). The same idea is used
by Gobet and Makhlouf in[[12] for BSDEs with drivers of linegmowth and a terminal function not
Lipschitz. But due to technical reasons we need to applyntiudified time discretization scheme to the
approximated BSDE:

T T
YVE = gn(X7) + / fe(s, X, YN ZN5Yds — / zNeaw,,
t t
with
fg(sa T,Y, Z) = ]-S<Tf€f(5> x, Y, Z) + 13>Tf€f(5> x, Y, 0)

Thanks to the estimatg (1..3), we obtain a speed convergendbef time discretization scheme of this
approximated BSDE (see Theor¢m 4.8). Moreover, BMO toals gs again an estimate of the approx-
imation error (see Propositiqn }4.2). Finally, if we suppdsat g is a- HoIder we prove that we can

choose properlyV ande to obtain the global error estimatén (e S (see Theorenp 4.1L.3)
whereK > 0 depends on constait, defined in equatior] (1.3) and constants relatefl. toet us notice
that such a speed of convergence where constants relafeg,tb ando appear in the power of is un-
usual. Even if we have an error far better thlan](1.1] of (1t23,result is not very interesting in practice
because the speed of convergence strongly depenfs &ut, whenb is bounded, we prove that we can
take M, as small as we want irf (J.3). Finally, we obtain a global eesimate lower thal‘i’nn*(a*"),
for all > 0 (see Theorerp 4.1L6).

The paper is organized as follows. In the introductory $ecl we recall some of the well known
results concerning SDEs and BSDESs. In Section 3 we estadiiste estimates concerning the process
7 we show a first uniform bound faf, then atime dependent bound and finally we specify the clalssi
path regularity theorem. In Section 4 we define a modified tilseretization scheme for BSDEs with a
non uniform time net and we obtain an explicit error bound.

2 Preliminaries

2.1 Notations

Throughout this papefW;):>o will denote ad-dimensional Brownian motion, defined on a probability
space(Q2, F,P). Fort > 0, let 7, denote ther-algebras(Ws; 0 < s < t), augmented with th&-null
sets of . The Euclidian norm oR? will be denoted byl.|. The operator norm induced by on the
space of linear operator is also denoted.hyForp > 2, m € N, we denote further

e SP(R™), or S” when no confusion is possible, the space of all adapted gsesgy;)c(o, 7| With
values inR™ normed by||Y(| 5, = E[(supycjo, 1 Y;])P]H/P; S (R™), or S, the space of bounded
measurable processes;

e MP(R™), or MP, the space of all progressively measurable proceSsgs- (o 7 with values in
R™ normed byi| Z | v = E[(fi |Zs|* ds)?/?)V/7.

In the following, we keep the same notatiéhfor all finite, nonnegative constants that appear in our
computations: they may depend on known parameters deffixdng assumptions and df, but not on
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any of the approximation and discretization parameterghdrsame spirit, we keep the same notatjon
for all finite, positive constants that we can take as smal@svant independently of the approximation
and discretization parameters.

2.2 Some results on BMO martingales

In our work, the space of BMO martingales play a key role far ¢ghpriori estimates needed in our
analysis of BSDEs. We refer the reader [to] [16] for the thedrBMO martingales and we just recall
the properties that we will use in the sequel. bgt= fg psdWs, t € [0,T] be a real square integrable
martingale with respect to the Brownian filtration. This a BMO martingale if

T 1/2
1] gpr0 = sup E[(®)r — (@), F]Y? = sup EU qﬁ?ds\}}} < 400,
7€[0,T) T7€[0,T T

where the supremum is taken over all stopping timé$,ii’]; (®) denotes the quadratic variation ®f
In our case, the very important feature of BMO martingaldhésfollowing lemma:

Lemma 2.1. Let® be a BMO martingale. Then we have:

1. The stochastic exponential

t 1 t
5(¢’)t:5t:e><p</ ¢des_§/ \¢812ds>, 0<t<T,
0 0

is a uniformly integrable martingale.

2. Thanks to the reverse Holder inequality, there exists 1 such that, € LP. The maximap with
this property can be expressed in terms of the BMO nor. of

3.Yne N E [(fOT |¢s|2ds)"} <nl @2 0.

2.3 The backward-forward system

Given functionsb, o, g and f, for z € R% we will deal with the solution X, Y, Z) to the following
system of (decoupled) backward-forward stochastic difiéal equations: fot € [0, 77,

t t
X = :U—|—/ b(s,Xs)ds+/ o(s)dWs, (2.1)
0 0
T T
Yo = g+ [ 16XV z)ds— [ Zaw., 2.2)
t t
For the functions that appear in the above system of equati@give some general assumptions.

(HX0). b:[0,T] x R — R?, 5 : [0,T] — R¥*? are measurable functions. There exist four positive
constants\f,, K, M, and K, such that/t, ¢’ € [0, T, Vz, 2’ € RY,

bt,2)| < Mp(1+ |z]),
b(t,2) —b(t,2')| < Ky(je—a|+ [t =],
o(t)] < M,
lo(t) —o(t)] < Kq|t—1t|.
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(HY0). f :[0,7] x R x R x R = R, g : R — R are measurable functions. There exist
five positive constantd/s, Ky, Ky,, Ky, and M, such thatvt € [0,7], Vz,2’ € R% Vy,y' € R,
Vz, 2 € R1x4,

ey o) < ML+ lyl+ =),
(e 2) — f(4a' g )| < Kpalo—a'| + Koy ly— o) + (Kpe+ Lpa(12] + |Z]) |2 = #].
9@ < M

g-
We next recall some results on BSDEs with quadratic growdr.tlkeir original version and their proof

we refer to [IJ7], [R] and[[4].

Theorem 2.2. Under (HX0), (HYO0), the systein (R.1)-{2.2) has a uniquetignli X, Y, Z) € 8% x S x
M?. The martingaleZ = W belongs to the space of BMO martingales &« W | 5,,, only depends
onT, M, and M. Moreover, there exists > 1 such that€(Z « W) € L".

3 Some useful estimates of

3.1 Afirst bound for Z

Theorem 3.1. Suppose that (HXO0), (HYO) hold and thgis Lipschitz with Lipschitz constarif,. Then,
there exists a version ¢ such thatyt € [0, 77,

| Z| < ePEeAErIT N (K, + TK ).

Proof.  Firstly, we suppose that g and f are differentiable with respect tq y andz. Then(X,Y, Z)
is differentiable with respect to and(V X, VY, VZ) is solution of

t
VX, = I;+ / Vb(s, X,)VX,ds, (3.1)
0
T
VY, = Vg(X7)VXr— / YV ZdW, (3.2)
t
T
+/ Vaof(s, Xs,Ys, Zs)VXs + Vyf(s,Xs,Ys, Zs)VYs + V. f (5, X5, Y, Z5)V Zsds,
t

WhereVXt = (8X§/6xj)1<i,j<d, VYZ = t(@n/axj)lgjgd S Rle, VZt = (822/8:Cj)1<i7]<d and
ftT V Z,dWs means
T
> / (VZs) dW!
1<i<d”’?

with (VZ)" denoting the-th line of thed x d matrix proces$vZ. Thanks to usual transformations on
the BSDE we obtain

T
ef(f Vyf(s,)(s,YS,ZS)CLSV}/;f _ efOT Vyf(S’XS’YS’ZS)dSVg(XT)VXT _ / efOS Vyf(u,Xu,Yu,Zu)duvzsdws
t

T
+ / elo Vol wXuYuZudug (s XV, Z)V Xds,
t
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with dW, = dW, — V. f(s, X,, Ys, Zs)ds. We have

2

]

/ V(5. X, Y, Z0)dW,
0

T
= sup E |:/ |vzf(5>Xs>Y:9>ZS)|2 ds
] T

BMO T€[0,T
;TD

T
< Cl1+ sup E [/ | Z|? ds
T7€[0,T] T
Since Z = W belongs to the space of BMO martingaldisly V. f (s, X, Ys, Zo)dWs|| 51,0 < +00.
Lemma[2.]1 gives us that( [; V. f(s, Xs, Ys, Zs)dWs), is a uniformly integrable martingale, so we are

able to apply Girsanov's theorem: there exists a probgidilitunder which(W)c(o 7 is @ Brownian
motion. Then,

= C(1+1Z+ Wi

efg Vil (s.Xs Yo Zo)dsgy, — RO |:ef0T Vyf(s,Xs,YS,ZS)dsvg(XT)VXT

T
_|_/ €f0 Vyf(u’Xu’Yu’Zu)duvxf(S,XS,Y;,ZS)VXst ]:t:| ’
t

and
VY| < Bt KT (K, 4+ TK; ), (3.3)

becauseV X;| < T Moreover, thanks to the Malliavin calculus, it is classtcashow that a version
of (Zy)iejo, is given by(VYi(VX,) "o (t))iejo,r)- SO we obtain

1Zi| < T M, VY| < P ErIT N (K, + TK; L), as.,
becauseV X, | < efoT.

Whenb, g and f are not differentiable, we can also prove the result by adstahapproximation and
stability results for BSDESs with linear growth. U

3.2 Atime dependent estimate of/

We will introduce two alternative assumptions.

(HX1). b is differentiable with respect te ando is differentiable with respect t6. There exists
A € R* such thatn € R¢

‘o (s)['o() V(s 2) = o’ ()| < A['mo(s)]”. (3.4)
(HX1).  oisinvertible andvt € (0,77, [o(t) '] < M,-1.
Example.  Assumption (HX1) is verified wherys € [0,T], Vb(s,.) commutes withr(s) and3A :

[0, T] — R4 pbounded such that' (t) = o(t)A(t).

Theorem 3.2. Suppose that (HX0), (HYO0) hold and that (HX1) or (HX1") holdoreover, suppose that
g is lower (or upper) semi-continuous. Then there exists gigarof Z and there exist two constants
C,C’ € R thatdepend only if’, My, My, K¢, Ky, K¢, and Ly, such thatyt € (0,77,

1Z,| < C+ (T — )71/,
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Proof. In afirst time, we will suppose that (HX1) holds and tlfay are differentiable with respect to
z,y andz. Then(Y, Z) is differentiable with respect te and(VY, VZ) is the solution of the BSDE

T
VY, = Vg(X7)VX7— / Y Z,dW,
t

T
+/ Vaf(s, Xe, Y, Z)V X+ Vyf(5, X6, Y5, Zs)VYs + V. f(5, X, Yy, Zs )V Zyds.
t
Thanks to usual transformations we obtain

t
efot Vyf(&XsJ/s7Zs)dsv§/;t + / eJo Vyf(%Xu7Yu72u)dquf(S,XS,YS, Z)VXds =
0

T
efoT vyf(S’XS7YSvZS)dSVg(XT)VXT _|_/ eJo Vyf(“’XWY“’Z“)duvggf(s,XS,YS, Z )V Xds
0

T
. / ef(f Vyf(u,Xu,Yu,Zu)dUVZSdWS7
t

with dW, = dW, — V. f(s, X,, Ys, Zs)ds. We can rewrite it as
T
F,=Fr— / eJo Vul(wXu Yo, Zu)dug 7 g1, (3.5)
t
with

t
F = efgvyf(s,xs,ys,zs)dsvn_i_/ eJo Vol XuYuZu)dug t(s X, Y, Z)V X,ds.
0

Z W belongs to the space of BMO martingales so we are able to &ignov’s theorem: there exists

a probabilityQ under which(WW),c(o,7) is @ Brownian motion. Thanks to the Malliavin calculus, it is
possible to show thatVY;(VX;) "o (t))ep,r) is a version ofZ. Now we define:

t

- / elo Vul X YoZdug p(s XY, 7V X ds(VX,) Vo (t),
0

Zt = Ft(VXt)_la(t) = ef(f vyf(stS7YS7ZS)dSZt + o, a.s.,

Ft = BAtFt(VXt)il.

SincedV X, = Vb(t, X;)VX,dt, thend(VX;)~! = —(VX;)"1Vb(t, X;)dt and thanks to Itd’s for-
mula,
dZ; = dF;(VXy) to(t) — B (VX)) 7IVb(t, Xy)o(t)dt + Fy(VXy) "o (t)dt,

and
d(eMZy) = Fy(Md — Vb(t, X;))o(t)dt + Fyo' (t)dt + eMdF, (VX)) Lo(t).

Finally,
~ 12 - 2 - ~
d‘e’\tZt‘ — (M), +2 {)\‘Fta(t)‘ — Fo®)['ot)'Vb(t, X;) — Lo’ (0] | dt + M,

with M; := fg eMdF,(VX,s) lo(s) and M; aQ-martingale. Thanks to the assumption (HX1) we are
able to conclude th%te“Zt

T
EQ |:/ 62)\8
t

2
is aQ-submartingale. Hence,

~ |2 -2
zf afm| = |zl @

‘ 2
> 62>\t‘6f0 Vyf(s:Xa Yo Za)ds 7 4 o (T —1t) a.s.,
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which implies

2
TP (T =) = e M2l Vol (X XaZ)ds gt |ofy Vol XaoZ)ds 7, 4 oy — | (T — 1)

2
< C <62>\t ‘ef()t Vyf(SvXSvYSvZS)dSZt _|_ Oét‘ —|— 1) (T - t)

T
< C(EQ {/ s
t

with C a constant that only depends OnKy, M,, K¢ ,, K, and\. Moreover, we have, a.s.,

T
EQ |:/ 62)\3
t
< C (HZH%MO(Q) + (T - t)) :

But(|Z|| 5ps0(q) does not depend ofi; becauseY’, Z) is a solution of the following quadratic BSDE:

2
Z ds‘ft]+(T—t)> a.s.,

Zs

9 7 T
ds‘]—"t < CEQ U \Z,)* + \a5\2ds‘}}}
i t

T T
Y, = g(Xr) + / (F(5, X, Yor Z5) — 2oV o f (5, X, Yo, Z,)) ds — / 24, (3.6)
t t

Finally |Z,| < C (1 + (T —t)~'/?) as..

Wheno is invertible, the inequality[(3.4) is verified with := M_ -1 (M, K, + K,). Since this
A does not depend oWb andc’, we can prove the result whext, .) ando are not differentiable by a
standard approximation and stability results for BSDE#Visitear growth. So, we are allowed to replace
assumption (HX1) by (HX1").

When f is not differentiable ang is only Lipschitz we can prove the result by a standard approx
mation and stability results for linear BSDESs. But we notltat our estimation o does not depend on
K. This allows us to weaken the hypothesisgdarther: whery is only lower or upper semi-continuous
the result stays true. The proof is the same as the proof @ioBition 4.3 in [B]. u

Remark 3.3. The previous proof gives us a more precise estimation forgioreof Z wheny is differ-
entiable with respect te: V¢ € [0, 7],

T 1/2
|Z,| < C + C'EQ U | Z,|? ds ft} (T —t)~1/2.
t

Remark 3.4. When assumptions (HX1) or (HX1’) are not verified, the precesay blow up beford".
Zhang gives an example of such a phenomenon in dimensionréfevehe reader to example 1 i J20].

3.3 Zhang's path regularity Theorem
Let0 =ty < t; < ... < t, = T be any given partition of0, 7], and denote,, the mesh size of this
partition. We define a set of random variables
_ 1 tit1
Zti:7E|:/ sts‘}"ti}, Vie{0,...,n—1}.
tiv1 — t; t
Then we are able to precise Theorem 3.4.37h [21]:

Theorem 3.5. Suppose that (HX0), (HYO0) hold apds a Lipschitz function, with Lipschitz constai,.
Then we have

n—1 tiv1 .
ZE[/ |Zt—Zti‘ dt] <C(1+K§)5n,
i=0 ti

where C is a positive constant independend,pénd K ,.
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Proof.  We will follow the proof of Theorem 5.6., if[14]: we just neéul specify how the estimate
depends ork,. Firstly, it is not difficult to show tha¥,, is the bestF;,-measurable approximation &f
in MQ([ZL/Z‘, ti+1]), i.e.

tit1 _ 9 tit1 9
EU |Ze — Zy,| dt] = inf E[/ |Zs — Zi] dt]
ti ZieL2(Q7-Fti) ti

tit1 _ 9 tit1 9
E[/ |Zt—Zti| dt]gﬂ«:[/ | Zy — Zy,| dt]
t; ti

1

In the same spirit as previous proofs, we suppose in a firg timatb, ¢ and f are differentiable with
respect tar, y andz. So,

In particular,

Zy — 7y, = VY (VX)) lo(t) = VY, (VX)) lo(t) =L + I + I3,  a.s.,

with I; = VY(VX,) Y ot) — o(t), o = VYi((VXy)™! — (VX)) Ho(t;) and I3 = V(Y; —
Y:,)(VXy,)"to(t;). Firstly, thanks to the estimatiop (B.3) we have

L2 <[V e OT K2 [t — i < C(1+ K7)on.

We obtain the same estimation fds| because

t
(VX)) = (VX)) < /(VXS)_1Vb(s,XS)ds < KT |t — ).

t;

Lastly, |Is] < M,eKiT [VY; — VY, |. So,

n—1 tiv1 n—1
» [ / |Ig|2dt] <05, Y E | ess suplvy; - v,
i=0 ti i=0 telt,tiv1]

By using the BSDE[(3]2), (HYO0), the estimate ¥, and the estimatd (3.3), we have

t 2
+C </ VZSdWS> .
t;

VY, — VY,
t 2
<C (/ (CO+K,)+ V. f(s, Xo Yoo Z,)| [V Z4)) ds)
t

The inequalities of Holder and Burkholder-Davis-Gundyegiis

n—1
E | ess sup|VY; — VY;,|?
i=0 te[ti7ti+1]
n—1 tit1 2 ti1
<CA+K})+CY E (/ V. f(s, X5, Ys, Z5)| |V Zs| ds> +CE (/ |V Z,|* ds)
ti t;

=0
2

<C(l+K])+CE

T T
(/ |sz(s,Xs,Y;,Zs)||VZs|ds> +/ |V Z,|* ds
0 0

<C(1+K])+CE [(/OT(l—i— \Zﬁ)@) (/OT\VZS\%&S) +/OT]VZSIst}

1/q

(/OT \25\2d3>p] Up) E [(/OT ]V28]2d3>q] ,

<C(1+K§)+C(1+E




4 CONVERGENCE OF A MODIFIED TIME DISCRETIZATION SCHEME FORHE BSDE 10

forall p > 1 andg > 1 such thatl /p + 1/q = 1. But, (VY, VZ) is solution of BSDE[(3]2), so, from
Corollary 9 in [2], there existg that only depends of\Z « W || 5,0 such that

T q)Va
E[(/ |vzs|2ds>] <O+ KD,
0

Moreover, we can apply LemnjaP.1 to obtain the estimate

1/p

T p
E [(/ rzﬁds) ] < O 220 < C.
0

Finally,
n—1 tiv1
Y E U \[3]2dt} < C(1+ K)oy,
=0 ti
and
= bit1 = 12 = B+t 2 2 2
ZE[/ 12 — Z4,| dt} < E[/ (ym + |Io|° + | I] >dt}
i=0 ti i= ti

4 Convergence of a modified time discretization scheme for h\BSDE

4.1 An approximation of the quadratic BSDE

In a first time we will approximate our quadratic BSDE |2.2) dnyother one. We set €0, 7'[ and
N e N. Let(;""%, Z)*) the solution of the BSDE

T T
Y = gn(Xr) + / F2(s, X, YVE, 29 ds — / ZNeaW., (4.1)
t t

with
fg(sa €, Y, Z) = II-SSTfsf(Sa €, Y, Z) + 18>T*€f(57 z,Y, 0)7

andgy a Lipschitz approximation qf with Lipschitz constanfV. f¢ verifies assumption (HYO0) with the

same constants gs Sincegy is a Lipschitz functionZ"¢ has a bounded version and the BSIPE](4.1)

is a BSDE with a linear growth. Moreover, we can apply Theogeinto obtain:

Proposition 4.1. Let us assume that (HX0), (HYO0) and (HX1) or (HX1") hold. Ehexists a version of
ZN< and there exist three constant$, 1, M. 2, M, 3 € R that do not depend oV ande such that,
Vs € (0,77,

M
N,e 2,2
|Zs ‘ < <Mz,1 + (T _ 8)1/2> A (MZ,3(N + 1))

Thanks to BMO tools we have a stability result for quadrat®Es (see[]2] and [1L4]):
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Proposition 4.2. Let us assume that (HX0) and (HYO) hold. There exists a conétdhat does not
depend onV ande such that

2
: |

+E [/j(zﬁ“e —thdt] < Cler(N) + es(N,2))

sup V¥,
t€[0,T]

with 1
(V) = E [lgn(Xr) — g(xr)| " B

T 2q7 /4
e2(N, e) =E[< / f(t,Xt,YtN’s,ZtN’E)—f(t,XtaYtN’e,O)‘dt> ] :

T—e

andq defined in Theorefn 2.2.

Then, in a second time, we will approximate our modified baakisforward system by a discrete-
time one. We will slightly modify the classical discretiwat by using a non equidistant net with + 1
discretization times. We define thet 1 first discretization times off), ' — ¢] by

wr (- G)")

and we use an equidistant net[@h— ¢, T'] for the lastn discretization times:

m — k
tk:T—<n )s, n <k < 2n.
n

We denote the time step ¥ := t11 — tx)o<k<2n—1. We considen X;, Jo<k<2n the classical Euler
scheme forX given by

Xy = =
Xge+1 = ch + hkb(tk,X;;) + U(tk)(Wtk+1 - Wtk,)7 0<k<2n—1. 4.2)

We denotep, : R1*¢ — R1*4 the projection on the ball

Mz,2
B (0, Mz,l + (T _ 8)1/2>

with M, ; and M, » given by Propositiod 4]1. Finally we denot& "=, Z:") our time approx-
imation of (Y€, ZN-€), This couple is obtained by a slight modification of the dlzasdynamic
programming equation:

N

Y;2n’87n = gN(Xgn)

N=87n 1 N,S,n

Z, = P h—kEtk[Y;kH Wieor = W)l ), 0<k<2n—1, (4.3)
Yoo = By [V A b, [ (b X2 Y5 2009 0<k<2n—1,  (4.4)

The authors of|EI4] obtain this result witfi instead ofy. Nevertheless, we are able to obtain the good result by ayply
the estimates oﬂZ].
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whereE,, stands for the conditional expectation givép. . Let us notice that the classical dynamic
programming equation do not use a projection[in](4.3): ih&s anly difference with our time approx-
imation, see e.g.[T11] for the classical case. This prajectiomes directly from the estimate &fin
Propositior[4]1. The aim of our work is to study the error sicdétization

2n—1

Jezell”

0

tg

e(N,e,n) ;== sup “YN”L Yy,

0<k<2n

2
zen _ Zt‘ dt} .

It is easy to see that
e(N,e,n) < C(e1(N) +ea(N,e) + e3(N,e,n)),

with e (N) andey (N, ¢) defined in Propositiof 4.2, and

2n—1

2} N ZO - |:/t:k+1

k=

es(N,e,n) == sup E “thjf” — Y zlen — z)Ne

0<k<2n

2
i
4.2 Study of the time approximation error e3(N, e, n)

We need an extra assumption.
(HY1). There exists a positive constafity ; such thatvt, ¢’ € [0, 7], Vz € R%, Vy € R, Vz € R1X4,

f(t 2y, 2) — F(E 2y, 2)| < Kp |t — ']

Moreover, we set = Tn~* and N = n’, with a,b € R™* two parameters. Before giving our error
estimates, we recall two technical lemmas that we will prioviae appendix.

Lemma 4.3. For all constantM > 0 there exists a constaidt that depends only off, M anda, such

that
2n—1

[[a+Mmn)<c, vneN-

i=0
Lemma 4.4. For all constantsM; > 0 and M, > 0 there exists a constaidt that depends only offi,
My, M5 anda, such that

h;
H<1+M1h + My

' ) < COn*M2,
T—tHl) =

Firstly, we give a convergence result for the Euler scheme.

Proposition 4.5. Assume (HXO0) holds. Then there exists a constatitat does not depend on such

that
Inn

sup E [‘th, - Xy 2} C—

0<k<2n
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Proof. We just have to copy the classical proof to obtain, thanksaimina[4]3,

sup E [‘th, — chﬂ <C sup h; =Chy.

0<k<2n 0<i<2n—1
But 1
ho = T(1 — n~¥") < 021,
n
becausél — n~%") ~ aT2 whenn — +o0, so the proof is ended. O

Now, let us treat the BSDE approximation. In a first time wd stiidy the time approximation error
on[T —¢,T].

Proposition 4.6. Assume that (HX0), (HYO) and (HY1) hold. Then there existinatantC' that does

not depend om and such that
2 2n—1 thit
T2l
—n ty

k=

sup E “YNen _ Zik\f,e,n . ZtN,s

n<k<2n

2 Clan

Proof. The BSDE [[4.]1) has a linear growth with respect ton [T — ¢, 7] so we are allowed to apply
classical results which give us that

2n—1

2 tet+1
sup E [‘YtNan . Y;J]:f,a :| + Z E |:/ ZtJZ,S,n B ZtN,a
k=n tk

n<k<2n

th} < C(E [’gN(XT)_gN(X%)‘z}

Inn €
< C <n1—2b + 5) )

by using the fact thag, is N-Lipschitz and by applying Propositidn }.5. 0
Remark 4.7.

e Whena > 1 — 2b, thene = Tn~® = o(n?*~!1nn). So we do not need to have a discretization
gridon [T — ¢, T]: n + 2 points of discretization are sufficient ¢t 7).

e Whena < 1 — 2b, then is is possible to take onfy:°| discretization points offil” — ¢, T'] with
a + ¢ =1 — 2b. In this case the error bound becomes
2 Inn 1
i < o(2ne L),

2n—1 t
2 Z k+1
k=n 23

and the Propositiof 4}6 stay true.

N N
Zt e Zt £
k

sup E UYNE" -

n<k<2n

Now, let us see what happens [T — ¢|.

Theorem 4.8. Assume that (HX0), (HYO0), (HY1) and (HX1) or (HX1") hold. iier all > 0, there
exists a constant’ that does not depend aM, € andn, such that

2n—1

2} N kz_: - |:/t:k+1

=0

C

Nie,n 7 Ne
Z Zt n1—2b—Ka’

sup E |:‘Y;N5n_y;f:f,a o\

0<k<2n

2
dt} <

with K = 4(1 +n) L3  M?Z,.

3

)
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Proof.  Firstly, we will study the error ofy". From (4.]1) and[(44) we get

tet1

N7 N77 N7 N77 N, N7 N77 N77

Y, T =By, Y;k-j - Y;fk+€1 n} HEn /t <f(s7X8’Ys REZ A f(tk,X;;,Y;ij N2, n)) ds.
k

We introduce a parametey, > 0 that will be chosen later. Thanks to Proposit@ 4.1 andragson

(HYO0), f is Lipschitz onlt;, t;.1] with a Lipschitz constanf’;, := K' + (T—tfw where K2 =

2Ly, M, ». A combination of Young's inequalitya +b)* < (14 vghy)a®+ (1+ ﬁ)bQ and properties
of f gives

2
E ‘Y;N,e _ Y;N,e,n
k k

2 1 k41 2
< (T4 mhe)E ‘Etk [Kﬁj - %ﬁi”} + (L +n)YSKR (b + %)E/t zZNe — ZZZ’E’n ds
k
1 tpi th+1 2
+C(hy, + —) (hi +/ E|X, - X7 |" ds +/ E|yNe —yen d5> : (4.5)
Yk Tk tg
We define )

~N7 b Pp— N7 b
Ztk o= h_kEtk [Y;tkfl n(Wtk+1 - Wtk)]

So,Zlka’e”1 — ptHl(Zlfkv’e’”). Moreover, Propositiofi 4.1 implies that"* = p,, ,(Z2"), and, since
Pty 1S 1-Lipschitz, we have

2 2
N, N,e,n N, ~N,e,n
‘Zs e _ 7 <|ze - ZY (4.6)

173

2
~N7 9
= ‘ptk+1 (ZSN,E) - ptk+1(Ztk : n)

As in Theoren{ 315, we defing"* by

B tea1 th+1
tht]kV’e =" / ZNeds = By, ((YN’E +/ f(s, X, Y2, ZNo)ds) (W, | — Wtk)> .
ty

173

Clearly,

let1
E
tg

The Cauchy-Schwartz inequality yields

>N
Z;V,E _ Z €M

2 2
_N7 ~N7 b
D ds+th‘Ztk6_Ztkan

4.7)

2 tet1 _
ds:E/ ‘ZéV’E—ZfZ’a
tg

2 2 2
N7 N7 b t N7 N7 b N7 N7 b
‘Etk <(}/tk+61 B }/;fk-:; n) (Wtk+1 - Wtk))‘ < hk{Etk( }/;fk_:; - }/vtk+in ) - ‘Etk (}/tk-ki - }/;fk_:; n) }7
and consequently
>N.e _ Nen|? N, Nen|? N, Neny |2
ME|Zy =2 < (PR B (Y - V) - B - v
Tt 9
+Chy,E / | (s, X, Y5, ZN9)|" ds. (4.8)
tk
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Plugging [4]7) and[(4.8) intd (4.5), we get:

2 2
N, N, vy, Neg,
E ‘Y;fk S Y;fk o < (1 + ’Wﬂhk ‘Etk [ tk+€1 o Y;fkfl "}

1 tkt1 _ 2
—i—(l—i—n)K,%(hk—l—%)E/ Z;V’a—Zt]Z’e ds

ty

1 2 tk+1 n 2 tk+l N,e,n 2
+C (g, + %) <hk +/t E|X, - X7 | ds+/t E YN —Y, % ds>
k k

|

N
_ Y €T

N N
Y € _ Y 75777/ f f )
k+1 k+1

tet1 lkt1

o

1
+(1+ )P KE (hy + 7)E {Em

tet1
—|—CKk(hk + )th/ ‘f(S,XS, }/;N’€7 ZsN’e)‘Q dS'

Vk tr
Now write ) ) )
vveoyen* <om|vie el o |ye S yer|”, (4.9)
E|X, - X!'|” <2E|X, — X, |* + 2E | X, — X7 |, (4.10)
we obtain

2
F YN,E o YN,e,n

N € YN,E,n 2
127 tg

< (T4 whi)E ‘Etk[ -

trt1 tet1

2
ds

N,E _N76
ZS - Ztk,

5 1 tet1
1+ )RR+ [
Tk tr

1 tht1
O+ ) <h2+/ E|X, = Xy [* ds + i E | Xy, —XZZ|2>
k

tg
1 thy1
+C(hg + —) </
Yk tr

1
ﬂumw%ﬁm+—mhm

, N,e
=Y,

tet+1

ds + th ‘Y} B YN,E,n

k+1 tht1

2>
_ YN,e,n

N N
Y € Y 7€7n f f )
k+1 k+1

tet1 let1

)~ [B 05

2]
tet1 9
+COKE(hy + — )th/ £ (s, X5, Y,V2, ZN9)| ds.
Yk

173

Takingvy, = (1 + n)?/3K2: for by, small enough, it gives

2 2
N, N, 2 3 N, vy 2
E[YN—yNen™ < (14 Chy+ (14 )P Ky ‘Yt Y|+ ont o+ Oy max B[, -
tht1 _ thet1
—l—CE/ ZSN’E—ZikV’E ds+C E|X, — Xy, |*ds
tk 173
tet1 2 tet1
+C E |y -y ds—i—Cth/ f(s, X, YNe ZN)2gs,
ti g
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becausdi2hy, < C(ho + hy(T — 1)) < CB2. The Gronwall's lemma gives us

oS|I

J=0

tj+1 _ 2
o [ |-z
t

ti+1 N Nev2
+hjﬂ«:/ | f(s, X5, Y, Z205)|" ds

tj

2
E YN,z—: o Y;i\/,e,n

173

(14 Chi + (1 4+n)?3K2h)
0

[h2—|—h maxIE{th XZHQ

O<<
2
)ds

Y;N,e - YN,E

tjt1

+ |XS _th‘2+

n—1

[[@+Chi+ 1+ )2 K hy)
=0

2
N& N7E7L

Then, we apply Lemm 4.4:

2
E Y;N,s o Y;N,s,n
k k

< CpOtnE*)a [ho + max E|X;, — XJ'|?
0<i<n !

" ti+1 2 2
N, ~N,e 2 N, N,e
+> E(/t AR IR R AN S A ds>
J

J=0
2}

A classical estimation gives U]SUXS - Xy, \2] < |s — t;]. Moreover, sinceZV¢ is bounded,

ln
+hoE / (s, X, YN8, 200 [P ds + BV - v
0

tn tn
E/ ‘f(s,XS,YSN’E,ZéV’a)fds < CT(1+|YYe|_)+CE [/ \Z;Vﬁ\“ds]
0 0
T
< CT(1+|[YNe| )+ Cn™E U |Z§V’5\2ds} :
0

2
zNe

But we have an a priori estimate fEr[fOT ds} that does not depend avi ande. So

tn
E/ \f(s,XS,YSN”f,ZSN’a)fds < on®. (4.11)
0
With the same type of argument we also have

2
vV —yelt < ohin®. (4.12)

tjt1

If we add Zhang's path regularity theordm]|3.5, Proposifighahd Propositiofi 4.6, we finally obtain

2b
(1+ )(K2)2an Inn N Inn
< Cnlttn = Cn172b7(1+n)(K2)2a' (4.13)

2
.

N N
‘Y 8_ ,E,M

Now, let us deal with the error od. First of all, (4.6) gives us

S -] e[

Nsn Nen N,e
_Zt i —Z

M

k=0
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For0 < k < n— 1, we can use[(47) anfl (#.8) to obtain

thr1 2 thr1
= “ <z
th t

+(1+n)?°E [Etk(

NN,E,'I’L N7€ N,E N,E
Zy, = 2, Zy" —Z

2
q

N N
Y € _ Y 75777/

tet1 trt1

N,e,n
‘Etk tk+1_Y;fk+1 )

|
tht1 9
+CIE [ / 1£(5, X, YV 79| ds} .

tk

Inequality [4.1]1) and estimates fa@rgive us

n—1

tp41 2
Z |:/ Nsn _ Zi\f,e dt:|
=0
~ Kl Nel?
< ZE [ / zNe—z)%* dt] (4.14)
k=0 tk
2
N, N,
+(1+n2/3ZE[Etk th—Y;kfl" (Etk (e —y e }
T 2
+ChoE U | f(s, X5, Y05, 29| ds}
0
n—1 tegl | 9
< E[/ Zle -zl dt]
k=0 tk
2
(1 +) 2/3213 {E (rie = vien ) = B (v - v ]

+CE [‘Y;f’s — Y,

] T Chon®, (4.15)

with an index change in the penultimate line. Then, by usihfj)(we get

2
N Ne, N,
(1 + 77)2/3E |:Etk( Y © - thk o ‘Etk tk+1 B thk_fl n) :|
Noe,n 2 1 e N,e Nenl|?
< C%th(Etk s -y } + (14 ) KR (hi + %)E/ zNe — zNem " ds
tk

N,e,n
T Y;fk+1

1
+C(hx + —)h | b + sup E [|XS—XZL|2+
Tk SE[ththy1]

QD . (4.16)

Thanks to[(4]9),[(4.10)[(4]L2) and a classical estimativR @XS . ]2] we have

N,e,n
T Y;fk+1

sup E [‘XS - X 2

Se[tk,tk+1}

2
} C (hkn% +E “Y _yNern

tht1 tet1

i
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Let us sety, = 3(1 + n)K7. We recall thaty, K2 < <122 — 0 whenn — 0. So, forn big enough,
(B.1%) becomes

2
(1+n)?°E [Etk( Y~y enl® ‘Etk ey ]
C1 2 ket 2
< LE [ (R O ] ) A K
k
+47h0hkn2b

If we inject this last estimate iff (4JL5) and we use Thedréefn\8e obtain

([

By using [4.18) and Propositign }.6, we finally have

2n—1 t

2 k+1
} + E E [/
_0 tk

k=

Afen N,e
th -7

2
dt} < Chon®+Clnn  sup IE“YNe— yVen

tet1 tet1
0<k<n—1 * *

1

(Inn)?

N,en  y Nge
sup E UYtk Y, pl-2-Ka’

0<k<2n

N.
2#Vﬁﬂl__22 E
k

2
dt} <0
with K = 4(1 + 77)L2 M22 Since this estimate is true for eveyy> 0, we have proved the result.[]

4.3 Study of the global errore(N, e, n)

Let us study errors; (IV) andea(N, ¢).

Proposition 4.9. Let us assume that (HX0) and (HYO) hold. There exists a aonéta- 0 such that

C
62(N75) < a1

2
Proof. We just have to notice th%f(t,Xt,YtN’e,ZfV’e) - f(t,Xt,YtN’E,O)‘ <C ‘va’e and‘ZlfV’€

is bounded byC'n’. a
For g we use the classical Lipschitz approximation

g (x) = inf {g(u) + Nz - u| ju € R}

Proposition 4.10. We assume that (HX0) holds apds «-Holder. Then, there exists a constaritsuch

that o
€1 (N) < ~ba

nl-o«

Proof. gy is aN-Lipschitz function andjy — g whenN — +oo uniformly onR¢. More precisely,

9 QN oo X N [
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Remark 4.11. For some explicit examples, it is possible to have a bettavemence speed. For exam-
ple, let us takey(x) = (Jz|* 1,>0) A C and assume that is invertible. Then, we can use the fact that
this function is not Lipschitz only i, and obtain

e S =

nli-a«a

Remark 4.12. It is also possible to obtain convergence speed whismota-Holder. For example, we
assume that is invertible and we sej(x) = Hle 1.,>0(z). Then

C

d 1/q
ei(N)<C Z;P((XT)Z‘ e [o, 1/N])] S Nig T %

Now we are able to gather all these errors.

Theorem 4.13. We assume that (HXO0), (HYO0), (HY1), and (HX1) or (HX1") haMk assume also that
g is a-Holder. Then for ally > 0, there exists a constaidt > 0 that does not depend ansuch that

C
e(n) :=e(N,e,n) < — ,
n 2—a)(2+K)—2+2a

with K = 4(1 +n) L7, M?,.

Proof. Thanks to Theorerh 4.8, Propositipn]4.9 and Propositior] we Bave
C C C

e(n) < nl—2—Ka + n2a—4b + o
nl—a

to obtain the result. ]

Then we only need to set:= {22 andb := (2_04)(2151?)_2”@

Corollary 4.14. We assume that assumptions of Thedreni 4.13 hold. Moreovassuene thaf has a
sub-quadratic growth with respect to there exist) < 3 < 1 such that, for allt € [0,7], 2 € R?,
yER, 2,2 € R4,

f(tay2) = F(ta,y, 2)] < (Kpe + Lp(2° + 2] ) |2 = 2]

Then we are allowed to taki§ as small as we want. So, for ajl> 0, there exists a constat > 0 that
does not depend amsuch that

C
e(n) < e
Remark 4.15. We are able to specify Remdrk}4.7 in our case, whengt 3 andb = oy 7d—araa

e Whenk < 22*_30‘3‘, that is to say, when < 2/3 and K is sufficiently small, then we do not need to

have a discretization grid off" — ¢, 7.
e WhenK > 239 then itis possible to take on[y.°] discretization points ofi” — ¢, T'] with

2—a
3a—4
2-a)2+K)—-2+2a

c=1+

Theoren4.113 is not interesting in practice because thedsgfemnvergence depends strongly/sn
But, we just see that the global error becormgs) < na—c,,, when we are allowed to choog¢ as small
as we want. Under extra assumption we can show that we aveeallto take the constadt/, , as small
as we want.
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(HX2).  bis bounded ori0, T x R? by a constanf\Z,.

Theorem 4.16.We assume that (HX0), (HYO0), (HY1), (HX2) and (HX1) or (HXbld. We assume also
that g is a-Holder. Then for ally > 0, there exists a constanit > 0 that does not depend onsuch that

C
e(n) < —
Remark 4.17. With the assumptions of the previous theorem, it is alsoilples® have an estimate of
the global error for examples given in Remafks #.11 pnd| 4Beng(z) = (|z|* 1,50) A C, we have

and whery(z) = []%, 1.,>0(z), we have
C

1
n 1+2¢q -n

e(n) <

Proof.  Firstly, we suppose thatis differentiable with respect te. Thanks to Remark 3.3 we see that
it is sufficient to show that .
EQ"* [/ | ZV<|? ds ft}
t

is small uniformly inw, N ande whent is close toT".We will obtain an estimation for this quantity by
applying the same computation § [2] for the BMO norm estneétZ page 831. Thus we have

T
E®™ [ /t |z ds(ft] <E® [|o(r) - 01

7] + -,
with p(z) = (2™ —2¢(x+m)—1)/(2¢%), m = |Y|, andc that depends on constants in assumption

(HYO) but does not depend dvi, f. Let us notice thatn, ¢ and sop do not depend otV andes. Since
Y is bounded is a Lipschitz function, so

T
EQ" U |Z§V’€|2d5‘}}] < CE®™ HYI{W —yNe
t

F|+ o -1,

We denote by Y Vete zNete) the solution of BSDE[(4]1) whel}” = z. As usual, we seK\” =
andz="" = 0 for s < t and we define/N'¢ (¢, ) := V""", Then we give a proposition that we will
prove in the appendix.

Proposition 4.18. We assume that (HXO0), (HY0), (HY1), (HX2) and (HX1) or (HXbld. We assume
also thatg is uniformly continuous o®?. Thenu¢ is uniformly continuous of0, 7] x R¢ and there

existsw a concave modulus of continuity for all functions{nNﬂN eNye > 0}: i.e. w does not

depend onV ande.

Then
N,e N, N,
EQ HYT < _yNe

_7—}] — gV :|qu€(T,XT)—uN=8(t,Xt)\‘ft}

I\

&=
[S)
Z

L7 oyt o [0 (T X) = (1, X0)|

+2{yN,€|

00 Il|ftT o (s)dWs |>1/ ]:t]

EQY [w (|T |

N

7 oot | X = Xil)

+2|YN’8‘OO]1| E] 9

ftT o (s)dWs |>1/
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with dW, = dW, — V. f(s, X4, Y3 %, ZV%)ds. But,

]l‘ftT o(s)dWSKV ‘XT B Xt‘

T T T
/ b(s,Xs)der/ szs(s,Xs,YsN’e,Zév’e)der/ o(s)dW,
t t t

]l‘ftT U(S)dWs’<V

N

T
My(T —t) + v+ C/ (1+[ZN*|)ds
t

1/2

N

T
C(T —t)+v+C(T —t)/? </ |ZSN’€|2ds>
t

Sincew is concave, we have by Jensen’s inequality

B o (17— o)+ 1o X7 = Xi]) |7

U(S)dWs’<V
T ) 1/2
< w<C|T—t|+u+C(T—t)1/2IEQN’E [(/ A d5> ‘ftD
t
T ) 1/2
< w(C!T—t\—i—y—l—C(T—t)l/QEQN’E [/ |z ds‘}"t] )
t

< w <C|T —t|+v+C(T -t)/? HZMSHBMO(Q)) :

But, HZN’EHBMO(@) only depends on constants in assumption (HYO0), so it is bedinohiformly in N
ande. Moreover, ftT U(s)dWs is independent of; so we have by the Markov inequality
T
EQV< [1 Rl = oV (5)dWs| >
|ftT O'(S)dWS|>I/ t . a\s s v
_\1/2
_ cr-n”
1%

Finally, we have

(T —t)'/?

N,e N7 N7
A

J—}] < w(C\T—tyl/2+u>+C

< w (c T — Y2 4|7~ t]1/4> L O|T -1V,

by settingy = |T — ¢|'/*, andE@"* { v —yNe _7—}] — 0 uniformly inw, N ande whent — T

When f is not differentiable with respect tobut is only locally Lipschitz then we can prove the result

by a standard approximation. O

5 Some additional results on the time dependent estimate Af.

5.1 What happens ifo does not depend on time ?

We have seen that the key point of our approximation resslthe time dependent estimate fin
Theorem[3]2. This estimate needs the technical assumpiXh)( Wheno does not depend on time,
this assumption becomes
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(HX1). bis differentiable with respect to and there existd € R* such that for all; € R?
|thtJtVb(s,x)77| <A |t770{2 . (5.1)
It is possible to obtain some equivalent assumptions.

Proposition 5.1. Let us assume that (HXO0) hold,is differentiable with respect toe and o does not
depend on time. Then, following assertions are equivalent:

() Vo € RY, Vs € [0,T], Im Vb(s,z)o C Imo,
(i) Vo € R, Vs € [0,T], ker ‘o C ker to'Vb(s, ),
@iy 3f:[0,7] x RY — R¥*9 bounded such thatz € R, Vs € [0,T], Vb(s,z)o = o f(s,z),

(iv) there existA : [0,7] x R — R¥>4 and B : [0,7] — R%? such thatA is differentiable with
respect tar, VA is bounded andz € RY, Vs € [0, 7], b(s, z)o = o A(s,z) + B(s),

(v) there exists\ € RT such thatvn € R¢

|t’l70't0'tVb(S, z)n| < A |t770|2 . (5.2)

Proof.

(i) = (i), (i) = (i), (i) = (v) and (iii) < (iv): Trivial.

(i) = (iii): There existsr such that 61y, » = 1d|1m - Sincelm Vb(s,z)o C Imo thenVi(s,x)o =
oaVb(s,x)o := o f(s,z). Vbis bounded s¢ is also bounded.

i) = (iii): The proof is the same when we notice that there exisssich thatgo|,; = Id),, with
|M |M
M @ ker o = R,

(v) = (ii): Let SJ(R) denote the space of non negative symmetric matrix. Sitieec Sj(]R), there
existss € S (R) such thatr'o = s2. Itis easy to show thdter s = ker ‘o andker s'Vb(s,z) =
ker to'Vb(s, ). Moreover,vn € R¢ and {tna|2 = |tns|2, so we are allowed to assume that
o€ ST (R).

If o is invertible oro = 0, the result is proved. Otherwise, let us consigleandr, two eigenvec-
tors of o linked with eigenvalues; # 0 andXs = 0. (v) gives us, for alkk € R,

“(m + amp)a?* Vb(s,z)(m + am2)| = | X' "Vb(s, 2)m + oA m " Vb(s, z)n|
< Ml

|"(m + amp)o?'Vb(s, ) (m + anz)| is bounded with respect to, implying ', “Vb(s, z)7, = 0.

L
Sinceo € S (R), we haveker o & Imo. So, for all, € ker o, we have showhVi(s, z)n, €
(Imo)* = ker o, that is to sayg'Vb(s,z)n, = 0. This last equality allow us to conclude that
ker o C ker o' Vb(s, ). 0

The assertion (v) allows us to reduce assumptions on thdaréguof . Indeed, wherd is only a
Lipschitz function with respect te with a Lipschitz constank 4, then it is possible to do a classical
approximation ofA by a sequence of differentiable functiof,, ),y such thaiV A, (s, z)| < Ka.



5 SOME ADDITIONAL RESULTS ON THE TIME DEPENDENT ESTIMATE OF. 23

(HX1"). o does not depend on time. There exist [0,7] x R? — R4 andB : [0,T] — R4
such that/z € R?, Vs € [0, T, b(s,z)o = 0 A(s,z) + B(s).
Then we obtain a new version of Theorgm| 3.2.

Theorem 5.2. Suppose that (HX0), (HY0) and (HX1") hold. Moreover, sugptsat g is lower (or
upper) semi-continuous. Then there exists a version afid there exist two constants C’ € R that
depend only if’, My, My, Ky, Ky, K. and Ly . such thatyt € [0, T7,

1Z,| < C+ (T — )71/,

5.2 Some examples and counterexamples.

As we already explain in the introduction, Theorgnj 3.2 is aiteresting for BSDESs with a linear growth
with respect to:. Indeed, such an estimation has been already proved wieimvertible by using the
Bismut-Elworthy formula, see e.d. ]10], while in our casedeenot need to assume the invertibilityaf
Nevertheless, technical assumptions (HX1) or (HX1") appeet us see what could happen when these
assumptions do not hold. The most simple counterexamples ¢y Zhang in [20]. Let us consider
our SDE in dimensiori. We take:

o« T =2,

e b=0,

o Vte[0,2],0(t) =(1—1)Lc,
« =0,

o Vz € R, g(x) = arctan (Mﬁ)

Proposition 5.3. VM > 0,30 < t; < to < 1, P(|Zjj1,4,)| = M) > 0.

Proof. Letus denote(t, z) := Y;"** with (Y,"*, Z}"") the solution of the BSDH(3.2) wher¢ verifies
X; = x. Fort € [1,2], obviouslyu(t, z) = g(x) andZ}"* = 0. Fort € [0, 1], we have

o) = Elg(o+ [ - saw.) |

= éat/ﬂgg(y) exp <—%) dy,

with o7 = ['(1 — s)2ds = 1(1 — t)3. Moreover,

—x —x)?
Vu(t,z) = \/%O-t /Rg(y)(yT%) exp <—%> dy. (5.3)

By using the substitution = 0;z, we get

1 2

z
Vu(t,0) = \/ﬂat/ﬂgg(atz)zexp <_7> dz
= Utl/4 /Larctan o/t zZ exp (—Z—2> dy.

V27moy Ratl/4 ! \2]3/4 2
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By dominated convergence theorem we have

1 1/4 % ( 22> t—1" / 2-3/4 22
——arctan | o zexp | —— | dy — [ |7] exp | —— | dy > 0.
/Rg,}/‘* ( ! \zy?’/‘*) 2 R 2

- C(l - t) C t—1—
Vu(t,0)o(t) "R _ s 4oo
o/ (1-t)L/s

Moreover, the equatiod (3.3) allows us to show tftat:) — Vu(t, z) is continuous or0, 1[xR. So,
forall M > 0, 3[t1,to] C [0,1] with ¢; < t9, e > 0, such thatVz € [—¢,¢], Vt € [t1,t2] we have

IVu(t,z)o(t)] > M. SinceZ, = Z™1 = Vu(t, X¥)o(t), then

So,

P(|Zjs 1] > M) > P(XE, 1| <) >0

0

To construct this example, the idea is to stop the noise #ietimet = 1 to obtain no random
evolution in the time intervall, 2]. In this example we need to have a functiothat depends on time.
Let us see ifit is possible to construct a counterexamplewyeare not in this situation. If we suppose
that (HXO0) holds, then the assumption (HX1") is always tmielimensionl. So we will taked = 2 and

e T'=2,

o Vt €[0,2], Vo = (2!, 22) € R, b(t,z) = < 0 >,

o e [0,2),0(t) = ( e >
e f=0
With these functions, (HX1) does not hold whensz 0. The solution of the SDE is
X} = H+w}
X2 = 2244t /Oth(s)ds + /Ot h(s)Wlds.

As we try to obtain an explosion at time= 1, we will take for 4 a continuous function such that
Mo > 0 andhy; o = 0. Moreover, we assume thatr = (z',2%) € R?, g(z) = g(2*) with

g : R — R a bounded lower (or upper) semi-continuous function. Asiteefwe denotes(t, z) := Yf’m
with (Y;"*, Z}"") the solution of the BSDE (2.2) wher¥ verifies X; = z. Fort € [1,2], obviously
u(t,z) = g(x) = §(z?) andZ/"* = 0. Fort € [0, 1], we have

1 1
u(t,z) = E {g <x2 —|—:r31/ h(s)ds—|—/ h(s)Wslds>] .
t t
Let us denotdd a primitive of h. Then,
1 1
/ h(s)Wkds = HQOW! - HGW! - [ H(s)dw!
t t
1

— (H(Q) - HOW, + / (H(1) — H(s)]dWL.
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So,
1 _ (y — 2% — atacl)Q)
t, = - d )
u(t,z) oo /R 9(y) exp < 207 y
with o7 = [H(1) — H(t)]*t + ['[H(1) — H(s)]*ds anda, = [H(1) — H(t)]. Moreover,
ou
Zt = VU(t,Xt)O’ = ﬁ(t’Xt)’
and
ou at / . (y— 2% —axh) < (y—z%— atx1)2>
“(t,x) = - dy.
Bt (%) Nz Rg(y) 27 exp 207 y
So, By using the substitution — 2> — a;z' = 0,2, we get
2
%(t,x) = \/;L_:mt /Rg(atz + 2% + azzt)zexp (—%) dz,
and
ou

|ad| / 22
- <CcC= = <
I (t,x)| < C ; |z| exp 5 dz < C

becausea,;| < o¢. Finally, we obtain thaZ is bounded on the intervd, 2] even if we it is possible to

show that%(t, 0) 21 1 for well-chosen functiong andhf]. This example proves that (HX1") is a

not necessary but sufficient assumption. To be more preglsenos does not depend on time we do not
succeed to find an example of BSDE such that we have not theasti

Z; <C+CN(T —t)~Y2,

So, the assumption (HX1") seems to be artificially restreetind unnecessary. But this question remains
open.

6 Appendix
6.1 Proof of Lemma[4.B.
We have,
2n—1 n—1 2n—1
IT 0+ Mhy) = (H(l + Mhi)> ( ITa+ Mhl-)> .
=0 =0 i=n
Firstly,
2n—1 T n
IT (0 +Mh) < <1+M5> < C.

Moreover, for0 <: < n — 1,

_alnn

4 o1
hi =tiz1 —t; = Tn*m/"(l —e n )< Tn—ai/ng 20

n

3Take for exampléx(s) = (1 — s)15<1 andg(z) = arctan (W)
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thanks to the convexity of the exponential function. So

n—1 n—1
1
[Ta+mn) < ]I (1 n MTan—‘“/”ﬂ>

=0 i=0

1
= exp Zln 14+ MTan~%/" nn>>

b2 n
exp (Z MTa( —a/n)ilnTn>

(

(

N

N
®

Xp

vt ()

a/n
MTalnn n )
nae/n —1

VAN
®

Xp

But,
Inn ne/n Inn 1 1

_— Y —— Y
n ne/n—1 n a,lnT" a

whenn — +oco. Thus, we have shown the result.

6.2 Proof of Lemma[4.}.
Thanks to Lemm$ 4.3, we have

[Ti=o (1+M1h+M2T”1) ﬁ( . ) ﬁ1+M1

n—1 h

I1 <1 + M > < Cne

=0 T— tH—l
But,

h
14+ My——— =1+ My(n¥™ —1)
T — tz+1

So,

H<1+M2T_h7tm> = <1+M2(n“/"—1))n

1 In?
= exp <nln <1+aMgﬂ+O < n2n>>>
n n

12
= exp <aM21nn—|—O<n n>> ~ Mz

n

whenn — +oo. Thus, we have shown the result.

26
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6.3 Proof of Proposition[4.1B.

We will prove this proposition as the authors gf [9] do foritteroposition 4.2. In all the proof we omit
the superscriptV, e for v, Y and Z to be more readable. Lef,z, € R? andto,t) € [0,7]. By an
argument of symmetry we are allowed to supposetfat t;,. We have

|U(t0,1‘0) - u(tlmmIO)‘ < |U(t0,1’0) - U(to,l'lo)‘ + ‘U(to,.%',o) - u(t,07x,0)| :

Let us begin with the first term. We will use a classical argotd linearization:
! ! T ! /
Y;toﬂﬁo - Y;tovﬂﬁo _ gN(Xégth) _ gN(X;?v%) _|_/ Qs <X;50,x0 _ X£07$0> + B, (Ysto,xo _ Yst()vxo) ds
t

T
_/ <Zt0,:v0 _ Z§07$6> dWS
S 9
t

with
to, to, ! to,z! to,x! to,z! to, !
fa(S,XsO anY;; OaZs O)—fg(SaXs OaY:e Y Zs 0) if XtO@O_Xto,m{) #0
Qg = X;O’xo . Xzo,g;() S s )
0 elsewhere,
to, to, tmm/ to, tmm/ t(),x/
f€(37X80 aﬁ()’Yts() xO,Zs 0)—f€(3,X50 x()’Y; 07Zs 0) i Yt075130_Yt07336 #0
Bs = Yto,a:() . Yto,a:6 s s >
S S
0 elsewhere,
to, to, to, to, to, Lo,
fs(s, Xs() aco7 Yso xo7 Zso 360) _ fe(S, XSO x07 Y;O 9607 s O)t t0,20 to,zh . to,zo to, g
. (Zlomo — 700y if glowo _ z0%0 L),
vs = ‘Ztmﬂﬂ() . Ztmﬂ&{)
S S
0 elsewhere,

anddW, := dW, — ~.ds. By a BMO argument, there exists a probabiliy under whichi¥’ is a
Brownian motion. Then we apply a classical transformat@maoktain

]EQ |:€ftt0 Bsds (}/;toﬂ»’() _ }/;t07m6>:| — EQ |:€ft7(; Bsds (QN (Xé_(‘)w()) —gN (X;?,JBE))>

T S !
+/ ozseffo Pudu (X;O"TO — Xﬁo’m°> ds} )

to

and

{u(to,xo) - U(t0,$6)| < C <EQ {w (‘X;Q’mo _ X;?v%

)+ [0 e xt )
to

with w a modulus of continuity of; that is also a modulus of continuity fgry. We are allowed to
suppose that is concav, so Jensen’s inequality gives us
T /
) [ e e et ).
to

By using the fact thab is bounded we can prove the following proposition exactiaathors of [P] do
for their Proposition 4.7:

!u(to,xo) — u(to,wa)‘ < C (w (E@ HX;Q@O _ Xé?mf)

“There exist two positive constantsindb such thatv(z) < az +b. Then the concave hull af — w(z) V (1,31 (az + b))
is a also a modulus of continuity gf
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Proposition 6.1. 3C' > 0 that does not depend oN and ¢ such thatvt, ¢ € [0,T], Vz,z' € R,

Vs € [0,T7],
Q H xte _ xta

<l - o).

Then,
|u(t0,x0) — u(to,x{)){ < O (w ({:UO — x{){) + |x0 — CU/0|) .

Now we will study the second term:

[uto, ) = ulth, ah)| = [Yi ™ = V08| < v — v ob| 4 |y — y bt
Firstly,
‘YtO’:”O — Y| < ! F(s,a, YI0™0,0)ds| < C [to — t| .
to
Moreover, as for the first term we have
Q [effo Bads (Ytto,mg) B Yttg,mg))] _ go [eftz Bads (gN(X;?’%) B gN(XtTg,xg))

T Ej d t / t/ !
+/ ozseffo Budu (XSO’mO — XSO’%) ds} ,
to

and

e R (S M)
Finally,

lu(to, ) — u(th, ()| < C (w <{t0 _ t{){l/Z) +to 750{1/2)
and

‘U(to,l’o) - u(t67x6)| <C <w (‘.%'0 _1'6‘) +w (|t0 — t6|1/2) + ‘1- _1-0‘ + ‘tO _ t0‘1/2)

Sow is uniformly continuous off0, 7] x R and this function has a modulus of continuity that does not
depend onV ande. Moreover, we are allowed to suppose that this modulus diruaity is concave. [
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