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Abstract

We study sequences of empirical measures of Euler schemes associated to some non-Markovian SDEs: SDEs driven by Gaussian processes with stationary increments. We obtain the functional convergence of this sequence to a stationary solution to the SDE. Then, we end the paper by some specific properties of this stationary solution. We show that, in contrast to Markovian SDEs, its initial random value and the driving Gaussian process are always dependent. However, under an integral representation assumption, we also obtain that the past of the solution is independent to the future of the underlying innovation process of the Gaussian driving process.
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1 Introduction

The study of steady state of dynamical systems is very important for many experimental sciences like Physics, Chemistry, or Biology, since very often measure can only be obtained in that regime. In the Markovian setting the study of long time behavior and stationary solutions of dynamical systems is a classical domain of both Mathematic and Probability. Nevertheless in many situations the driving noise of the dynamical system has long range dependence properties and the solution is not Markovian.

In this paper, we deal with an $\mathbb{R}^d$-valued process $(X_t)_{t\geq 0}$ solution to the SDE of the following form:

\[dX_t = b(X_t)dt + dZ_t \tag{1}\]

where $(Z_t)_{t\geq 0}$ is a continuous centered Gaussian process with ergodic stationary increments. For this class of SDEs, our principal aim is to approximate some stationary solutions under some mean-reverting assumptions on $b$ and weak assumptions on $(Z_t)_{t\geq 0}$ including ergodicity of the discrete increments that will be made precise in the next section. Note that, since for any matrix $\sigma$, $(Z_t)_{t\geq 0} = (\sigma Z_t)_{t\geq 0}$ is also a continuous centered Gaussian process with stationary ergodic increments, SDEs of type (1) include the following ones: $dX_t = b(X_t)dt + \sigma dZ_t$. However, we can remark the main restriction: we do...
not consider the case where $\sigma$ is not constant. It allows us on one hand to avoid technicalities related to stochastic integration and on the other hand to generalize some results of [3], when the driving noise is not a fractional Brownian motion. Please note that, when $b(x) = -x$, the solution of (1) is an Ornstein-Uhlenbeck type process, where the driving process may be more general than a fractional Brownian motion (see [3] for a study of fractional Ornstein-Uhlenbeck processes). We obtain bounds for a discrete version of this generalized Ornstein-Uhlenbeck process, which are an important tool in our proofs and which may have interest of their own (see Lemma 2).

In this work, our approach is quite different to that of [7]. Actually, we choose to first approximate stationary solutions of an ergodic discrete model associated with (1). Then, stationary solutions of the SDE are exhibited as limits of these stationary solutions. More precisely, in a first step, we study a sequence of functional empirical occupation measures of an Euler scheme $(\bar{X}_{n\gamma})$ with step $\gamma > 0$ associated with (1) and show under some mean-reverting assumptions on $b$, that, when $n \to +\infty$, this sequence has almost surely (a.s. later on) some weak convergence properties to the distribution of a stationary Euler scheme with step $\gamma$ of the SDE. Denoting these stationary solutions by $Y((\infty, \gamma))$, we show in a second step, that $(Y((\infty, \gamma)))$ is tight for the uniform convergence on compact sets and that its weak limits (when $\gamma \to 0$) are stationary solutions to (1).

For a Markovian SDE, this type of approach is used as a way of numerical approximation of the invariant distribution and more generally of the distribution of the Markov process when stationary (see [19], [11], [12], [14], [18], [17]). Here, even if the discrete model can be simulated, we essentially use it as a natural way of construction of stationary solutions of the continuous model and the computation problems are out of the scope of this paper.

In Section 2 we make the mathematical framework precise and we state our main results of convergence to the stationary regime of SDE (1). Then, Sections 3, 4 and 5 are devoted to the proof of the main results. First, in Sections 3 and 4, we study the long time behavior of the sequence $(\bar{X}_{n\gamma})_{n\geq 1}$ (when $\gamma$ is fixed) and the convergence properties (when $n \to +\infty$) of the sequence of functional empirical occupation measures of the continuous-time Euler scheme. We show that this sequence is a.s. tight for the topology of uniform convergence on compact sets and that its weak limits are stationary solutions to the “discretized” SDE. Second, in Section 5 we focus on the behavior of these weak limits when $\gamma \to 0$. In Section 6 we give some properties of the stationary solution. We first show that the initial random value and the driving process are dependent as soon as the Gaussian process has dependent increments. However, assuming some integral representation of $Z$ (with respect to a white noise), we then prove that the past of the stationary solution that are built with our method, are independent to the future of the underlying innovation process of $Z$. Please note that a similar result is also proven in the discrete case for the stationary Euler scheme associated with the SDE. Section 7 is an Appendix where we obtain some control of the moment of the supremum of a Gaussian process and a technical Lemma showing that we can realize the stationary solutions with the help of an innovation representation of the driving process.

2 Framework and main results

Before outlining the sequel of the paper, we list some notations. Throughout this paper, $\mathbb{R}^+ = [0, \infty)$. We denote by $C(\mathbb{R}^+, \mathbb{R}^d)$ (resp. $D(\mathbb{R}^+, \mathbb{R}^d)$) the space of continuous (resp. càdlàg functions) endowed with the uniform convergence on compact sets (resp. Skorokhod (see e.g. [2])) topology, and by $C^k(\mathbb{R}^+, \mathbb{R}^d)$, the set of $k$th differentiable functions. The
Euclidean norm is denoted by $|.|$. For a measure $\mu$ and a $\mu$-measurable function $f$, we set $\mu(f) = \int f \, d\mu$. Finally, we will denote by $C$ every non explicit positive constant. In particular, it can change from line to line.

Let us first consider assumptions for the driving noise $(Z_t)_{t \geq 0} = (Z_1^t, \ldots, Z_d^t)_{t \geq 0}$: we assume that $(Z_t)_{t \geq 0}$ is a centered Gaussian process satisfying $Z_0 = 0$ and, for every $i \in \{1, \ldots, d\}$, we denote by $c_i : \mathbb{R} \to \mathbb{R}_+$, the following function of $(Z_t^i)_{t \geq 0}$: for every positive $s, t$,

$$\mathbb{E}[(Z_t^i - Z_s^i)^2] = c_i(t - s).$$

Note that $c_i(0) = 0$. For every integer $n \geq 0$, let us denote by $\Delta_n = Z_{n\gamma} - Z_{(n-1)\gamma}$ when $\gamma > 0$ is fixed. Setting $\phi^i(n) := \mathbb{E}[\Delta_n^i \Delta_{n+1}^i]$ for $i = 1, \ldots, l$, we have:

$$\phi^i(n) = \frac{1}{2} [c_i((n + 1)\gamma) - 2c_i(n\gamma) + c_i((n - 1)\gamma)]. \quad (2)$$

We denote by $(\bar{Z}_t)_{t \geq 0}$ the “discretized” Gaussian process defined by $\bar{Z}_{n\gamma} = Z_{n\gamma}$ for every $n \geq 0$ and,

$$\bar{Z}_t = \bar{Z}_{n\gamma} \quad \forall t \in [n\gamma, (n + 1)\gamma).$$

We introduce assumption $(\text{H}_1)$ on the functions $c_i$, $i \in \{1, \ldots, d\}$. More precisely, we impose some conditions on the second derivative of $c_i$ near 0 and $+\infty$ which correspond respectively to some conditions on the local behavior and on the memory of the process.

$(\text{H}_1)$ For every $i \in \{1, \ldots, d\}$, $c_i$ is continuous on $\mathbb{R}_+$ and $C^2$ on $(0, +\infty)$. Moreover, there exist $a_i \in (0, 2)$ and $b_i > 0$ such that:

$$|c''_i(t)| \leq \begin{cases} 
Ct^{-a_i} & \forall t \in (0, 1), \\
Ct^{-b_i} & \forall t \geq 1.
\end{cases} \quad (3)$$

Let us recall that for a fractional Brownian motion with Hurst index $H$, these assumptions are satisfied with $a_i = b_i = 2 - 2H$. One can also check that $(\text{R})$ implies that in a neighborhood of 0,

$$c_i(t) \leq C \begin{cases} 
t & \text{if } a_i \in (0, 1), \\
t \ln t & \text{if } a_i = 1, \\
t^{2-a_i} & \text{if } a_i \in (1, 2).\end{cases} \quad (4)$$

In particular, the sample paths of $(Z_t)_{t \geq 0}$ are almost surely continuous. Futhermore, we derive from assumption $(\text{H}_1)$ that for every $i \in \{1, \ldots, d\}$, $\mathbb{E}[\Delta_1^i \Delta_n^i] \to 0$ as $n \to +\infty$. Then, it follows from $(\text{R})$ that $(\Delta_n)_{n \geq 1}$ is an ergodic sequence, i.e. that for every $F : (\mathbb{R}^d)^N \to \mathbb{R}$ such that $\mathbb{E}[|F((\Delta_n)_{n \geq 1})|] < +\infty$,

$$\frac{1}{n} \sum_{k=1}^n F((\Delta_k)_{k \geq n}) \xrightarrow{n \to +\infty} \mathbb{E}[F((\Delta_n)_{n \geq 1})]. \quad (5)$$

Let us now introduce some stability assumptions $(\text{H}_2)$ and $(\text{H}_3)$ concerning the stochastic differential equation

$$dX_t = b(X_t)dt + dZ_t, \quad (6)$$

where $b : \mathbb{R}^d \to \mathbb{R}^d$ is a continuous function.
(H₂):  

(i) There exists $C > 0$ such that $|b(x)| \leq C(1 + |x|)$ $\forall x \in \mathbb{R}^d$.  

(ii) There exist $\beta \in \mathbb{R}$ and $\alpha > 0$ such that  

$$
\langle x, b(x) \rangle \leq \beta - \alpha |x|^2.
$$

(H₃): $b$ is a Lipschitz continuous function and there exist $\alpha > 0$ and $\beta \geq 0$, such that $\forall x, y \in \mathbb{R}^d$,  

$$
\langle b(x) - b(y), x - y \rangle \leq \beta - \alpha |x - y|^2.
$$

When (H₃) holds for $\beta = 0$, we will denote it by (H₃₀).

REMARK 1. The reader can check that (H₃) for some $\alpha > 0, \beta \geq 0$ implies (H₂)(ii) for some $0 < \alpha' < \alpha$ and $\beta' \geq \beta$ by taking $y = 0$ in (H₃). As well, the fact that $b$ is Lipschitz continuous implies (H₂)(i). One may argue that the Lipschitz assumption is too strong for our purpose but we chose to keep this assumption for two reasons. First, this assumption is only needed for the SDE in continuous time (i.e. the 2. of Theorem 1). Second it is a convenient way to have the sublinearity assumption (H₂)(i).

When $b$ is a Lipschitz continuous function, it is obvious using Picard iteration arguments that for any initial random variable $\xi$ a.s. finite there exists a unique solution $(X_t)_{t \geq 0}$ to (6) such that $X_0 = \xi$ which is adapted to the filtration $\sigma(\xi, Z_s, 0 \leq s \leq t)$. Then,  

$$
X_t = \xi + \int_0^t b(X_s) ds + Z_t, \quad \forall t > 0.
$$

(7)

Please note that the integral in (7) is always defined since the sample paths of $(X_t)_{t \geq 0}$ and $(Z_t)_{t \geq 0}$ are continuous.

Let us now define a stationary solution to (6).

DEFINITION 1. Let $b : \mathbb{R}^d \to \mathbb{R}^d$ be a continuous function. We say that $(X_t)_{t \geq 0}$ is a stationary solution to (6) if  

$$
(X_t - X_0 - \int_0^t b(X_s) ds)_{t \geq 0} \overset{\mathcal{L}}{=} (Z_t)_{t \geq 0},
$$

(8)

where the equality is the equality of all finite dimensional margins, and if for every $n \in \mathbb{N}$, for every $0 \leq t_1 < t_2 < \ldots < t_n$,  

$$(X_{t_1}, \ldots, X_{t_n}) \overset{\mathcal{L}}{=} (X_{t_1}, \ldots, X_{t_n}), \quad \forall t \geq 0,$$

where $\mathcal{L}$ denotes the equality in distribution.

REMARK 2. Since $Z$ has in general no integral representation like the moving average representation of the fractional Brownian motion  

$$
\mathbb{B}_H(t) = \int_{-\infty}^{\infty} (t - s)_{+}^{H - \frac{1}{2}} - (-s)_{+} dW_s
$$

we don’t have any stationary noise process in the sense of Definition 2.6 in [7]. Actually, our definition is closer to the classical definition of invariant measure of Random Dynamical System (see [1, 5]).

4
When \((Z_t)_{t \geq 0}\) is a Markovian process, for instance a Brownian motion, it is classical to have \(X_0\) independent of \(Z\), but in general we cannot have such independence as stated in Proposition 3 (see Section 3).

**Definition 2.** Let \(\nu\) denote a probability on \(\mathbb{R}^d\). We say that \(\nu\) is an invariant distribution for (1) if there exists a stationary solution \((X_t)_{t \geq 0}\) to (1) such that \(\nu = \mathcal{L}(X_0)\).

**Remark 3.** The fact that \(X_0\) and \((Z_t)_{t \geq 0}\) may be dependent involves that uniqueness of the invariant distribution does not imply uniqueness of stationary solutions to (1).

Let \(\gamma\) be a positive number. We will now discretize equation (1) as follows:

\[
\begin{aligned}
Y_{n+1}\gamma - Y_n\gamma &= \gamma b(Y_n\gamma) + \Delta_{n+1} \quad \forall n \geq 0, \\
Y_n\gamma &= Y_{n-1}\gamma + \Delta_n \quad \forall t \in [n\gamma, (n+1)\gamma). 
\end{aligned}
\]  

\(\text{(E}_\gamma\text{)}\)

We will say that \((Y_t)_{t \geq 0}\) is a discretely stationary solution to \((E_\gamma)\) is solution of \((E_\gamma)\) satisfying:

\[
(Y_{t_{1+k}\gamma}, \ldots, Y_{t_n+k\gamma}) \overset{\mathcal{D}}{=} (Y_{t_1}, \ldots, Y_{t_n}) \quad \forall 0 < t_1 < \ldots < t_n, \forall n, k \in \mathbb{N}.
\]

We denote \((\hat{X}_{n\gamma})\) the Euler scheme defined by: \(\hat{X}_0 = x \in \mathbb{R}^d\) and for every \(n \geq 0\)

\[
\hat{X}_{n+1}\gamma = \hat{X}_{n\gamma} + \gamma b(\hat{X}_{n\gamma}) + \Delta_{n+1}.
\]  

\((9)\)

Then, we denote by \((\hat{X}_t)_{t \geq 0}\) the stepwise constant continuous-time Euler scheme defined by:

\[
\hat{X}_t = \hat{X}_{n\gamma} \quad \forall t \in [n\gamma, (n+1)\gamma).
\]

The process \((\hat{X}_t)_{t \geq 0}\) is a solution to \((E_\gamma)\) such that \(\hat{X}_0 = x\). For every \(k \geq 0\), we define by \((\hat{X}_t^{(\gamma k)})_{t \geq 0}\) the \((\gamma k)\)-shifted process: \(\hat{X}_t^{(\gamma k)} = \hat{X}_{\gamma k+t}\).

Then, a sequence of random probability measures \((\mathcal{P}^{(n)}(\omega, d\alpha))_{n \geq 1}\) is defined on the Skorokhod space \(\mathcal{D}(\mathbb{R}_+, \mathbb{R}^d)\) by

\[
\mathcal{P}^{(n\gamma)}(\omega, d\alpha) = \frac{1}{n} \sum_{k=1}^{n} \delta_{\hat{X}^{(\gamma(k-1))}(\omega)}, (d\alpha)
\]

where \(\delta\) denotes the Dirac measure. For \(t \geq 0\), the sequence \((\mathcal{P}^{(n)}_t(\omega, dy))_{n \geq 1}\) of "marginal" empirical measures at time \(t\) on \(\mathbb{R}^d\) is defined by

\[
\mathcal{P}^{(n\gamma)}_t(\omega, dy) = \frac{1}{n} \sum_{k=1}^{n} \delta_{\hat{X}^{(\gamma(k-1))}(\omega)}(dy) = \frac{1}{n} \sum_{k=1}^{n} \delta_{\hat{X}_{\gamma(k-1)+t}(\omega)}(dy).
\]

A weak limit of a set \(\mathcal{P} \subset \mathcal{D}(\mathbb{R}_+, \mathbb{R}^d)\) is a limit of any subsequence of \(\mathcal{P}\) in \(\mathcal{D}(\mathbb{R}_+, \mathbb{R}^d)\). Let us now state the main results.

**Theorem 1.** 1. Assume \((H_1)\) and \((H_2)\). Then, there exists \(\gamma_0 > 0\) such that for every \(\gamma \in (0, \gamma_0)\), \((\mathcal{P}^{(n\gamma)}(\omega, d\alpha))_{n \geq 1}\) is a.s. tight on \(\mathcal{D}(\mathbb{R}_+, \mathbb{R}^d)\). Furthermore, every weak limit is a discretely stationary solution to \((E_\gamma)\).

2. Assume \((H_1)\) and \((H_3)\) and set

\[
\mathcal{U}^{\infty, \gamma}(\omega) := \{\text{weak limits of } (\mathcal{P}^{(n\gamma)}(\omega, d\alpha))\}.
\]

Then, there exists \(\gamma_1 \in (0, \gamma_0)\) such that \((\mathcal{U}^{\infty, \gamma}(\omega))_{\gamma \leq \gamma_1}\) is a.s. relatively compact for the uniform convergence topology on compact sets and any weak limit when \(\gamma \to 0\) of \((\mathcal{U}^{\infty, \gamma}(\omega))_{\gamma \leq \gamma_1}\) is a stationary solution to (1).
The previous theorem states existence of stationary solutions of (6), but one can wonder about uniqueness of the solutions. We will only consider the special case when (H3,0) is enforced which is called in the Markovian setting asymptotic confluence (By asymptotic confluence, we mean that the distance in probability between two solutions starting from two different points x and y tends to 0 when t → +∞).

**Proposition 1.** Assume (H1) and (H3,0). Then, there exists a unique stationary solution to (6) and to equation (Eγ), when γ is small enough.

The next corollary, whose proof is obvious is nevertheless useful.

**Corollary 1.** Assume (H1) and (H3,0). Denote by µ ∈ P(C(R+, Rd)) the distribution of the unique stationary solution to (1). Then, dD(R+, Rd)(P(∞,γ)(ω, dα), µ) γ→0 0 a.s.

where dD(R+, Rd) denotes a distance on P(D(R+, Rd)) (endowed with the weak topology), the set of probabilities on Rd. In particular,

dRd(P(∞,γ)(ω, dα), ν) γ→0 0 a.s.

where ν is the unique invariant distribution of (6) and, dRd is a distance on P(Rd).

We will not study the rate of convergence relative to (11) in this paper.

**Remark 4.** We chose in this paper to work with the stepwise constant Euler scheme because this continuous-time scheme is in a sense the simplest to manage. The default is that the previous convergence result is stated for the Skorokhod topology. Replacing the stepwise constant Euler scheme by a continuous-time Euler scheme built by interpolations would lead to a convergence result for the topology of uniform convergence on compact sets.

Although Z is not supposed to have an explicit integral representation with respect to a Wiener process, and that the setting of the Stochastic Dynamical System (in short SDS) of 7 seems hard to use in our work, let us start a brief comparison of our results with those of 7 if (Z_t)_{t≥0} is fractional Brownian motion. First, our assumption (H3) is a stability assumption a little weaker than (A1) in 7. Likewise (H2) (i) and b Lipschitz continuous are similar to (A2) for N = 1 with Hairer’s notation. In 7 Stochastic Dynamical System (SDS Definition 2.7) and a Feller semigroup Q_t (2.4 in 7) are defined on Rd × C(R+, Rd). The first marginal of a stationary measure µ on Rd × C(R+, Rd) defined in section 2.3 of 7 is what we call an invariant measure in Definition 2. Moreover P(n,γ) for large n and small γ are natural approximations of the stationary measures of 7.

3 Tightness of (P(n,γ)(ω, dα))_{n≥1}

The main result of this section is Proposition 2 where we show the first part of Theorem 1, i.e. we obtain that (P(n,γ)(ω, dα))_{n≥1} is a.s. tight for the Skorokhod topology on D(R+, Rd) when γ is sufficiently small. A fundamental step for this proposition is to obtain the a.s. tightness for the sequence of initial distributions (P_0(n,γ)(ω, dα))_{n≥1}. This property is established in the following lemma.
Lemma 1. Assume \((H_1)\) and \((H_2)\). Then, there exists \(\gamma_0 > 0\) such that for every \(\gamma \leq \gamma_0\),
\[
\sup_{n \geq 1} \frac{1}{n} \sum_{k=1}^{n} |X_{\gamma(k-1)}|^2 < +\infty \quad \text{a.s.} \tag{12}
\]

Proof. We have:
\[
|X_{(n+1)\gamma}|^2 = |X_{n\gamma}|^2 + 2\gamma \langle X_{n\gamma}, b(X_{n\gamma}) \rangle + 2\langle X_{n\gamma}, \Delta_{n+1} \rangle + \gamma^2 |b(X_{n\gamma})|^2 + 2\gamma \langle b(X_{n\gamma}), \Delta_{n+1} \rangle + |\Delta_{n+1}|^2.
\]

Let \(\varepsilon > 0\). Using assumption \((H_2)(i)\) and the elementary inequality \(|\langle u, v \rangle| \leq \frac{1}{2}(|uv| + |v/e|^2)\) for every \(u, v \in \mathbb{R}^d\), we have:
\[
|\langle X_{n\gamma}, \Delta_{n+1} \rangle| \leq \frac{1}{2} \left( \varepsilon |X_{n\gamma}|^2 + \frac{1}{\varepsilon} |\Delta_{n+1}|^2 \right) \quad \text{and}
\]
\[
|\langle b(X_{n\gamma}), \Delta_{n+1} \rangle| \leq \frac{1}{2} \left( \varepsilon C(1 + |X_{n\gamma}|^2) + \frac{1}{\varepsilon} |\Delta_{n+1}|^2 \right).
\]

It follows from assumption \((H_2)(ii)\) that for every \(\varepsilon > 0\),
\[
|X_{(n+1)\gamma}|^2 \leq |X_{n\gamma}|^2 + 2\gamma (\beta - \alpha |X_{n\gamma}|^2) + p(\gamma, \varepsilon)(1 + |X_{n\gamma}|^2) + C(\varepsilon, \gamma)|\Delta_{n+1}|^2
\]
where \(C(\varepsilon, \gamma)\) is a positive constant depending on \(\gamma\) and \(\varepsilon\) and \(p(\gamma, \varepsilon) \leq C(\varepsilon + \gamma\varepsilon + \gamma^2)\).

Then, set \(\varepsilon = \gamma^2\) (for instance). For \(\gamma\) sufficiently small, \(p(\gamma, \varepsilon) \leq \alpha\gamma/2\). Hence, we obtain that there exist \(\beta \in \mathbb{R}\) and \(\alpha > 0\) such that for every \(n \geq 0\)
\[
|X_{(n+1)\gamma}|^2 \leq |X_{n\gamma}|^2 + \gamma (\beta - \alpha |X_{n\gamma}|^2) + C|\Delta_{n+1}|^2
\]
\[
\leq (1 - \gamma\alpha)|X_{n\gamma}|^2 + C(\gamma + |\Delta_{n+1}|^2). \tag{13}
\]

Finally, by induction, one obtains for every \(n \geq 1\):
\[
|X_{n\gamma}|^2 \leq (1 - \gamma\alpha)^n|x|^2 + C \sum_{k=1}^{n} (1 - \gamma\alpha)^{n-k}(\gamma + |\Delta_k|^2).
\]

Hence, in order to prove \((12)\), it is enough to show that for \(\gamma\) sufficiently small,
\[
\sup_{n \geq 1} \frac{1}{n} \sum_{k=1}^{n} (1 - \alpha\gamma)^{k-1} |\Delta_i|^2 < +\infty \quad \text{a.s.} \tag{14}
\]

But
\[
\sum_{k=1}^{n} \sum_{l=1}^{k} (1 - \alpha\gamma)^{k-l} |\Delta_l|^2 \leq \sum_{k=1}^{n} |\Delta_k|^2 \sum_{a=0}^{n-k} (1 - \alpha\gamma)^{a} \leq C \sum_{k=1}^{n} |\Delta_k|^2 \leq C \sum_{i=1}^{d} \sum_{k=1}^{n} (\Delta_i^k)^2,
\]
and it follows that it is in fact enough to show that
\[
\sup_{n \geq 1} \frac{1}{n} \sum_{k=1}^{n} (\Delta_i^k)^2 < +\infty \quad \text{a.s.} \quad \forall i \in \{1, \ldots, d\}. \tag{15}
\]

Now, by \((3)\),
\[
\frac{1}{n} \sum_{k=1}^{n} (\Delta_i^k)^2 \overset{n \to +\infty}{\longrightarrow} \mathbb{E}[(\Delta_1^i)^2],
\]
and \((13)\) is satisfied. This completes the proof. \(\square\)
**Proposition 2.** Assume assumption \((H_1)\) and \((H_2)\). Then, there exists \(\gamma_0 > 0\) such that for every \(\gamma \leq \gamma_0\), \((P^{(n,\gamma)}(\omega, d\alpha))_{n \geq 1}\) is a.s. tight on \(D(\mathbb{R}_+, \mathbb{R}^d)\).

**Proof.** We have to prove the two following points (see e.g. [2], Theorem 15.2):

- 1. \(\forall T > 0\), \((\mu_T^{(n)}(\omega, dy))\) defined by
  \[
  \mu_T^{(n)}(\omega, dy) = \sum_{k=1}^{n} \delta_{\{\sup_{t \in [0,T]} |X_{(k-1)}|\}}(dy),
  \]
  is an a.s. tight sequence.

- 2. For every \(\eta > 0\),
  \[
  \limsup_{\delta \to 0} \limsup_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} \delta_{\{\omega_T'(X^{(k-1)}, \delta) \geq \eta\}} = 0 \text{ a.s.}
  \]
  with
  \[
  \omega_T'(x, \delta) = \inf \{\max_{\{t_i\}} \sup_{s \leq t \leq t_{i+1}} |x_t - x_s|\}
  \]
  where the infimum extends over finite sets \(\{t_i\}\) satisfying:
  \[
  0 = t_0 < t_1 < \ldots < t_r = T \text{ and } \inf_{i \leq r} (t_i - t_{i-1}) \geq \delta.
  \]

In fact, since the process has only jumps at times \(n\gamma\) with \(n \in \mathbb{N}\), \(\omega_T'(X^{(k)}, \delta) = 0\) when \(\delta < \gamma\). It follows that the second point is obvious. Then, let us prove the first point. By induction, one gets from (13) that, for every \(k \geq n\),
\[
|X_{k\gamma}|^2 \leq |X_{n\gamma}|^2 (1 - \gamma \tilde{\alpha})^{k-n} + C \sum_{l=n+1}^{k} (1 - \gamma \tilde{\alpha})^{k-l} (\gamma + |\Delta_l|^2).
\]
This implies that
\[
\sup_{t \in [0,T]} |X_{(k-1)}| = \sup_{k \in \{n, \ldots, n+[T/\gamma]\}} |X_{k\gamma}|^2 \leq |X_{n\gamma}|^2 + C (1 + \sum_{l=n+1}^{n+[T/\gamma]} |\Delta_l|^2).
\]
Thus, if \(V(x) = |x|^2\), one can deduce:
\[
\mu^{(n)}(\omega, V) \leq \frac{1}{n} \sum_{k=1}^{n} V(X_{(k-1)\gamma}) + C \left(1 + \frac{1}{n} \sum_{k=1}^{n+[T/\gamma]} \sum_{l=k+1}^{k+[T/\gamma]} |\Delta_l|^2\right)
\leq \sup_{n \geq 1} P_0^{(n,\gamma)}(\omega, V) + C \left(1 + \frac{1}{n} \left[\frac{T}{\gamma}\right] \sup_{n \geq 1} \frac{1}{n} \sum_{k=1}^{n+[T/\gamma]} |\Delta_k|^2\right) < +\infty \text{ a.s.}
\]
thanks to Lemma 3 and (3). Therefore, \(\sup_{n \geq 1} \mu_T^{(n)}(\omega, V) < +\infty \text{ a.s.}\) which implies that \((\mu_T^{(n)}(\omega, dy))\) is a.s. tight on \(\mathbb{R}^d\) (see e.g. [3], Proposition 2.1.6).
4 Identification of the weak limits of \((P^{(n,\gamma)}(\omega, d\alpha)))_{n \geq 1}\)

In the following proposition, we show that every weak limit of \((P^{(n,\gamma)}(\omega, d\alpha)))_{n \geq 1}\) is a.s a stationary Euler scheme with step \(\gamma\) of SDE \((3)\).

**Proposition 3.** Assume \((H_1)\) and let \(P^{(\infty,\gamma)}(\omega, d\alpha)\) denote a weak limit of \((P^{(n,\gamma)}(\omega, d\alpha)))_{n \geq 1}\). Then, a.s., \(P^{(\infty,\gamma)}(\omega, d\alpha)\) is the distribution of a càdlàg process denoted by \(Y^{(\infty,\gamma)}\) such that, a.s. in \(\omega\),

\[
\text{(a) } (Y^{(\infty,\gamma)}_{t_{1}+t})_{t \geq 0} = P^{(\infty,\gamma)}(Y_{t_{1}}^{(\infty,\gamma)})_{t \geq 0} \text{ for every } l \in \mathbb{N} \text{ where } \equiv \text{ denotes the equality in distribution on } \mathbb{D}(\mathbb{R}_{+}, \mathbb{R}^{d}).
\]

\[
\text{(b) } N^{(\infty,\gamma)} \text{ defined by }
\]

\[N^{(\infty,\gamma)}_{t} = Y^{(\infty,\gamma)}_{t} - Y^{(\infty,\gamma)}_{0} - \int_{0}^{t} b(Y^{(\infty,\gamma)}_{s}) \, ds
\]

is equal in law to \(\tilde{Z}^{\gamma}\) with \(\tilde{L}_{\gamma} = \gamma [t / \gamma]\).

**Remark 5.** It follows from the previous proposition that \((Y^{(\infty,\gamma)}_{t})_{t \geq 0}\) is a discretely stationary solution to \((E_{\gamma})\).

**Proof.** (a) Let \(T\) denote a countable dense subset of \(\mathbb{R}_{+}\) and \(S_{T}^{K}\), a countable dense subset of the space of continuous functions \(f: \mathbb{R}^{r} \to \mathbb{R}\) with compact support. It suffices to prove that a.s., \(\forall r \geq 0\), for every \(f \in S_{T}^{K}\), for every \(t_{1}, \ldots, t_{r} \in T\), \(\forall l \in \mathbb{N}\),

\[
\int f(\alpha_{t_{1}}, \ldots, \alpha_{t_{r}}) P^{(\infty,\gamma)}(\omega, d\alpha) = \int f(\alpha_{t_{1}+l_{\gamma}}, \ldots, \alpha_{t_{r}+l_{\gamma}}) P^{(\infty,\gamma)}(\omega, d\alpha).
\]

Since \(T\) and \(S_{T}^{K}\) are countable, we only have to prove that \(\forall r \geq 0\), for every \(f \in S_{T}^{K}\), for every \(t_{1}, \ldots, t_{r} \in T\), \(\forall l \in \mathbb{N}\),

\[
\int f(\alpha_{t_{1}}, \ldots, \alpha_{t_{r}}) P^{(\infty,\gamma)}(\omega, d\alpha) = \int f(\alpha_{t_{1}+l_{\gamma}}, \ldots, \alpha_{t_{r}+l_{\gamma}}) P^{(\infty,\gamma)}(\omega, d\alpha) \text{ a.s. (16)}
\]

Let now \(f \in S_{T}^{K}\), \(l \in \mathbb{N}\) and \(t_{1}, \ldots, t_{r} \in T\). On the one hand,

\[
\frac{1}{n} \sum_{k=1}^{n} \left( f(\bar{X}_{t_{1}}^{(k-1)}, \ldots, \bar{X}_{t_{r}}^{(k-1)}) - f(\bar{X}_{t_{1}+l_{\gamma}}^{(k-1)}, \ldots, \bar{X}_{t_{r}+l_{\gamma}}^{(k-1)}) \right)
\]

\[= \frac{1}{n} \sum_{k=1}^{n} f(\bar{X}_{(k-1)\gamma+t_{1}}, \ldots, \bar{X}_{(k-1)\gamma+t_{r}+l_{\gamma}}) - \frac{1}{n} \sum_{k=1}^{n} f(\bar{X}_{(k-1)\gamma+l_{\gamma}+t_{1}}, \ldots, \bar{X}_{(k-1)\gamma+t_{r}+l_{\gamma}})
\]

\[= \frac{1}{n} \left( \sum_{k=1}^{n-l} \left( f(\bar{X}_{(k-1)\gamma+t_{1}}, \ldots, \bar{X}_{(k-1)\gamma+t_{r}+l_{\gamma}}) - \sum_{k=n+1}^{n+l} f(\bar{X}_{(k-1)\gamma+t_{1}}, \ldots, \bar{X}_{(k-1)\gamma+t_{r}+l_{\gamma}}) \right) \right),
\]

and this last term converges to 0 when \(n \to +\infty\) a.s. since \(f\) is bounded. On the other hand, since \(P^{(\infty,\gamma)}(\omega, d\alpha)\) denotes a weak limit of \((P^{(n,\gamma)}(\omega, d\alpha)))_{n \geq 1}\), there exists a subsequence \((n_{k}(\gamma)))_{k \geq 1}\) such that \((P^{(n_{k}(\gamma))}(\omega, d\alpha)))_{k \geq 1}\) converges weakly to \(P^{(\infty,\gamma)}(\omega, d\alpha)\) (for the Skorokhod topology). This convergence implies in particular the finite-dimensional convergence. Therefore,

\[
\frac{1}{n} \sum_{k=1}^{n} f(\bar{X}_{t_{1}}^{(k-1)}, \ldots, \bar{X}_{t_{r}}^{(k-1)}) \xrightarrow{n \to +\infty} \int f(\alpha_{t_{1}}, \ldots, \alpha_{t_{r}}) P^{(\infty,\gamma)}(\omega, d\alpha) \text{ a.s.}
\]

and,

\[
\frac{1}{n} \sum_{k=1}^{n} f(\bar{X}_{t_{1}+l_{\gamma}}^{(k-1)}, \ldots, \bar{X}_{t_{r}+l_{\gamma}}^{(k-1)}) \xrightarrow{n \to +\infty} \int f(\alpha_{t_{1}+l_{\gamma}}, \ldots, \alpha_{t_{r}+l_{\gamma}}) P^{(\infty,\gamma)}(\omega, d\alpha) \text{ a.s.}
\]
Therefore, (16) follows.

(b) Let \( \Phi_\gamma : \mathbb{D}(\mathbb{R}^+, \mathbb{R}^d) \to \mathbb{D}(\mathbb{R}^+, \mathbb{R}^d) \) be defined by:

\[
(\Phi_\gamma(\alpha))_t = \alpha_t - \alpha_0 - \int_0^t b(\alpha_s) \, ds.
\]

Then, \( N(\infty, \gamma) = \Phi_\gamma(Y(\infty, \gamma)) \). Let \( F : \mathbb{D}(\mathbb{R}^+, \mathbb{R}^d) \to \mathbb{R} \) be a bounded continuous functional:

\[
\mathbb{E}[F(N(\infty, \gamma))] = \int F(\Phi_\gamma(\alpha)) \mathbb{P}(\infty, \gamma)(\omega, d\alpha) = \lim_{k \to +\infty} \int F(\Phi_\gamma(\alpha)) \mathbb{P}(n_k(\omega), \gamma)(\omega, d\alpha).
\]

For every \( t \geq 0 \),

\[
\Phi_\gamma(\bar{X}(k))_t = (\bar{Z}_{\gamma k+t} - \bar{Z}_{\gamma k}) = \sum_{l=k+1}^{k+[t/\gamma]} \Delta_l,
\]

with the convention \( \sum_{\emptyset} = 0 \). Thus, we derive from (18) that

\[
\mathbb{E}[F(N(\infty, \gamma))] = \lim_{k \to +\infty} \frac{1}{n_k} \sum_{m=1}^{n_k} F \circ G((\Delta_l)_{l \geq m})
\]

where \( G : (\mathbb{R}^d)^N \to \mathbb{D}(\mathbb{R}^+, \mathbb{R}^d) \) is defined by

\[
G((u_n)_{n \geq 1})_t = \sum_{l=1}^{\lfloor t \rfloor} u_l \quad \forall t \geq 0.
\]

Now, \( (\Delta_n)_{n \geq 1} \) is an ergodic sequence (see (3)). As a consequence, a.s.,

\[
\frac{1}{n_k} \sum_{i=1}^{n_k} F \circ G((\Delta_l)_{l \geq 1}) \xrightarrow{k \to +\infty} \mathbb{E}[F \circ G((\Delta_l)_{l \geq 1})] = \mathbb{E}[F(\bar{Z})].
\]

The result follows. \( \square \)

5 Convergence of \((\mathbb{P}^{(\infty, \gamma)}(\omega, d\alpha))\) when \( \gamma \to 0 \)

The aim of this section is to show that, a.s., \((\mathbb{P}^{(\infty, \gamma)}(\omega, d\alpha))_\gamma \) is a.s. tight for the weak topology induced by the topology of uniform convergence on \( \mathbb{D}(\mathbb{R}^+, \mathbb{R}^d) \) and that its weak limits when \( \gamma \to 0 \) are stationary solutions to (6). The main difficulty for this second part of the proof of Theorem 2 is to show that \((\mathbb{P}^{(\infty, \gamma)}(\omega, d\alpha))_\gamma \) is a.s. tight on \( \mathbb{R}^d \). For this step, we focus in Lemma 2 on the particular case \( b(x) = -x \) (when \( (X_t)_{t \geq 0} \) is an Ornstein-Uhlenbeck process) where some explicit computations lead to a control of \((\mathbb{P}^{(\infty, \gamma)}(\omega, d\alpha))_\gamma \). Then, in Lemma 3, we show that this control can be extended to SDE’s whose drift term satisfies (H3). Finally, we establish the main result of this section in Proposition 4.

Let \( \gamma > 0 \). We denote by \((\Sigma_{n\gamma})\) the Euler scheme in the particular case \( b(x) = -x \). We have \( \Sigma_0 = x \) and:

\[
\Sigma_{(n+1)\gamma} = (1 - \gamma)\Sigma_{n\gamma} + \Delta_{n+1} \quad \forall n \geq 0.
\]
LEMMA 2. Assume \( H_1 \) and let \( \gamma \in (0, 1) \). Then, \( (E[|\Sigma_n\gamma|^2])_{n \geq 0} \) is a convergent sequence. Denote by \( v(\gamma) \) its limit. For every \( \gamma_0 \in (0, 1) \),

\[
\sup_{\gamma \in [0, \gamma_0]} v(\gamma) < +\infty.
\]

**Proof.** First, by induction,

\[
\Sigma_n\gamma = (1 - \gamma)^n x + \sum_{k=0}^{n-1} (1 - \gamma)^k \Delta_{n-k}.
\]

It follows that

\[
E[|\Sigma_n\gamma|^2] = (1 - \gamma)^{2n} |x|^2 + \sum_{i=1}^{d} E\left[\left(\sum_{k=0}^{n-1} (1 - \gamma)^k \Delta_{n-k}^i\right)^2\right].
\]

For every \( i \in \{1, \ldots, d\} \),

\[
E\left[\left(\sum_{k=0}^{n-1} (1 - \gamma)^k \Delta_{n-k}^i\right)^2\right] = \sum_{k=0}^{n-1} \sum_{l=0}^{k} (1 - \gamma)^{k+l} \phi^i_l (l-k),
\]

where \( \phi^i_l \) is defined by (2). Setting \( u = k + l \) and \( v = l - k \), we deduce that

\[
E\left[\left(\sum_{k=0}^{n-1} (1 - \gamma)^k \Delta_{n-k}^i\right)^2\right] = \sum_{u=0}^{2n-2} (1 - \gamma)^u \sum_{v=(u-(2n-2))\vee(-u)}^{(2n-2-u)\wedge u} \phi^i_u (v), \tag{19}
\]

with \( x \wedge y = \min(x, y) \) and \( x \vee y = \max(x, y) \). Then, with the definition of \( \phi \), one can check that

\[
\phi^i_u (v) = \begin{cases} 
  c_i(\gamma) & \text{if } u = 0 \text{ or } u = 2n - 2, \\
  f^i_u ((2n - 2 - u) \wedge u) & \text{otherwise},
\end{cases}
\]

with \( f^i_u(x) = c_i(\gamma (x + 1)) - c_i(x) \). It follows from (19) that,

\[
E\left[\left(\sum_{k=0}^{n-1} (1 - \gamma)^k \Delta_{n-k}^i\right)^2\right] = c_i(\gamma) + \sum_{u=1}^{n-1} (1 - \gamma)^u f^i_u (u) + R_n(\gamma),
\]

with

\[
R_n(\gamma) = \sum_{u=n}^{2n-1} (1 - \gamma)^u f^i_u (2n - 2 - u) + (1 - \gamma)^{2n-2} c_i(\gamma),
\]

\[
= \sum_{u=-1}^{n-2} (1 - \gamma)^{2n-2-u} f^i_u (u) + (1 - \gamma)^{2n-2} c_i(\gamma).
\]

Since \( c_i \) is locally bounded and \( d^u_i \) is bounded on \([1, +\infty[\), \( c_i \) is a subquadratic function, i.e.

\[
|c_i(u)| \leq C(1 + |u|^2) \quad \forall u \geq 0.
\]

It follows that \( f^i_u \) is also a subquadratic function. Then, using that for every \( u \in \{-1, \ldots, n-2\}, (1 - \gamma)^{2n-2-u} \leq (1 - \gamma)^{n}\), we obtain that for every \( \gamma \in (0, 1) \), \( R_n(\gamma) \rightarrow 0 \).
as \( n \to +\infty \).

Using again that \( f_i^\gamma \) is a subquadratic function, we deduce that for every \( \gamma \in (0, 1) \), for every \( i \in \{1, \ldots, d\} \),

\[
\mathbb{E}
\left[
\left(
\sum_{k=0}^{n-1} (1 - \gamma)^k \Delta_{n-k}^i \right)^2
\right]_{n \to +\infty}

w_i(\gamma) := c_i(\gamma) + \sum_{u=1}^{+\infty} (1 - \gamma)^u f_i^\gamma(u)
\]

and that \( w_0(\gamma) \) is finite. By a second order Taylor development, we have for every \( u \geq 1 \):

\[
f_i^\gamma(u) = \gamma c_i^1(\gamma u) + \gamma^2 r(\gamma, u) \quad \text{with} \quad r(\gamma, u) = c_i^2(\gamma(u + \theta_u)), \quad \theta_u \in [0, 1].
\]

Hence, using assumption \((H_1)\), it follows that

\[
w_i(\gamma) = c_i(\gamma) + \sum_{u=1}^{+\infty} \gamma(1 - \gamma)^u \left[ c_i^1(\gamma u) + \gamma r(\gamma, u) \right] \quad \text{with} \quad |r(\gamma, u)| \leq C g_i(\gamma u),
\]

and,

\[
g_i(1) = t^{-a} 1_{\{t \in (0, 1)\}} + t^{-b} 1_{\{t \geq 1\}}.
\]

Let us now control the behavior of \( w_i(\gamma) \) when \( \gamma \to 0 \). First, for every \( \gamma \in (0, 1) \), for every \( u \geq 1 \), 

\[
(1 - \gamma)^u \leq \exp(-\gamma u).
\]

Then, since \( t \mapsto \exp(-t) \), \( t \mapsto g_i(t) \) are non-increasing on \( \mathbb{R}_+^* \), one deduces that for every \( u \geq 2 \),

\[
(1 - \gamma)^u g_i(\gamma u) \leq \int_{(\gamma(u-1))}^{\gamma u} \exp(-t) g_i(1) dt.
\]

Then,

\[
\int_{1}^{+\infty} \gamma^2 (1 - \gamma)^u r(\gamma, u) \leq c_i(\gamma)(1 - \gamma) + C \gamma \int_{1}^{+\infty} \exp(-t) g_i(1) dt.
\]

Using that \( a_i < 2 \), we easily check that the right-hand side is bounded and tends to 0 when \( \gamma \to 0 \). We now focus on the first term of \( w_i(\gamma) \). First, by assumption \((H_1)\), for every \( t > 0 \),

\[
|c_i^1(t)| \leq C(1 + g_i(2)) \quad \text{where} \quad g_i(2) = t^{-a_i - \delta_1} 1_{\{t \in (0, 1)\}} + t^{-b_i + \delta_2} 1_{\{t \geq 1\}}, \quad (20)
\]

with \( \delta_1 \in (0, 1) \) (resp. \( \delta_2 \in (0, 1) \)) if \( a_i = 1 \) (resp. \( b_i = 1 \)) and \( \delta_1 = 0 \) (resp. \( \delta_2 = 0 \)) otherwise. Second, using that \( (1 - \gamma)^u \leq C(1 - \gamma)^{-1} \exp(-t) \) for every \( t \in [\gamma u, \gamma(u+1)] \), one deduces that

\[
(1 - \gamma)^u g_i(\gamma u) \leq C \begin{cases} 
\int_{\gamma(u-1)}^{\gamma u} \exp(-t) t^\rho dt & \text{if} \ \rho < 0 \\
\frac{1}{1-\gamma} \int_{\gamma(u+1)}^{\gamma u} \exp(-t) t^\rho dt & \text{if} \ \rho \geq 0
\end{cases}
\]

It follows from (20) and (21) that

\[
\limsup_{\gamma \to 0} \int_{1}^{+\infty} \gamma(1 - \gamma)^u c_i^1(\gamma u) \leq C \int_{0}^{+\infty} \exp(-t) (1 + g_i(2)) dt.
\]

The right-hand member is finite. This completes the proof. \( \square \)

**Lemma 3.** Assume \((H_1)\) and \((H_3)\) and denote by \( \mathcal{P}^{(\infty, \gamma)}(\omega, d\alpha) \) a weak limit of \( \mathcal{P}^{(n, \gamma)}(\omega, d\alpha) \).

Then:

(i) With the notations of Proposition 3, there exists \( \gamma_0 > 0 \) such that,

\[
\sup_{0 < \gamma \leq \gamma_0} \mathbb{E}_\omega[|y_0^{(\infty, \gamma)}|^2] < +\infty \quad \text{a.s.} \quad (22)
\]

(ii) Assume \((H_1)\) and \((H_3)\). Then, uniqueness holds for the distribution of stationary solutions to (3). Similarly, there exists \( \gamma_0 > 0 \) such that for every \( \gamma \leq \gamma_0 \), uniqueness holds for the distribution of discretely stationary solutions to \((E_\gamma)\).
Proof. (i) 

**Step 1:** Let \((X_{n\gamma})\) and \((\Sigma_{n\gamma})\) be defined by:

\[
\begin{align*}
X_0 &= x, \quad X_{(n+1)\gamma} = X_{n\gamma} + \gamma b(X_{n\gamma}) + \Delta_{n+1} \quad \text{and}, \\
\Sigma_0 &= x, \quad \Sigma_{(n+1)\gamma} = \Sigma_{n\gamma} - \gamma \Sigma_{n\gamma} + \Delta_{n+1},
\end{align*}
\]

with \(\Delta_n = Z_{n\gamma} - Z_{(n-1)\gamma}\). Then,

\[
|X_{(n+1)\gamma} - \Sigma_{(n+1)\gamma}|^2 \leq |X_{n\gamma} - \Sigma_{n\gamma}|^2 + 2\gamma |b(X_{n\gamma}) + \Sigma_{n\gamma}|^2 + \gamma^2 |b(X_{n\gamma}) + \Sigma_{n\gamma}|^2 \\
\leq |X_{n\gamma} - \Sigma_{n\gamma}|^2 + 2\gamma |b(X_{n\gamma}) - b(\Sigma_{n\gamma})| |X_{n\gamma} - \Sigma_{n\gamma}| + 2\gamma^2 |b(X_{n\gamma}) - b(\Sigma_{n\gamma})|^2 \\
&\quad + 2\gamma (b(X_{n\gamma}) + \Sigma_{n\gamma}, \Sigma_{n\gamma} - \Sigma_{n\gamma}) + 2\gamma^2 |b(\Sigma_{n\gamma}) + \Sigma_{n\gamma}|^2.
\]

On the one hand, using that \(b\) is Lipschitz continuous and assumption \((H_3)\), one obtains:

\[
\gamma \langle b(X_{n\gamma}) - b(\Sigma_{n\gamma}), X_{n\gamma} - \Sigma_{n\gamma} \rangle + 2\gamma^2 |b(X_{n\gamma}) - b(\Sigma_{n\gamma})|^2 \leq \gamma \left(\beta + |X_{n\gamma} - \Sigma_{n\gamma}|^2(-\alpha + C\gamma)\right).
\]

On the other hand, using that \(b\) is a sublinear function and the elementary inequality \(\langle u, v \rangle \leq 1/2(\varepsilon^{-1}|u|^2 + \varepsilon|v|^2)\) (with \(u = b(\Sigma_{n\gamma}) + \Sigma_{n\gamma}, \ v = X_{n\gamma} - \Sigma_{n\gamma}\) and \(\varepsilon = \alpha/2\)), one also has:

\[
\gamma \langle b(\Sigma_{n\gamma}) + \Sigma_{n\gamma}, X_{n\gamma} - \Sigma_{n\gamma} \rangle + 2\gamma^2 |b(\Sigma_{n\gamma}) + \Sigma_{n\gamma}|^2 \leq \gamma \frac{\alpha}{2} |X_{n\gamma} - \Sigma_{n\gamma}|^2 + C\gamma(1 + |\Sigma_{n\gamma}|^2).
\]

Therefore, the combination of \((24)\) and \((27)\) yields for sufficiently small \(\gamma\):

\[
|X_{(n+1)\gamma} - \Sigma_{(n+1)\gamma}|^2 \leq (1 - \tilde{\alpha}\gamma)|X_{n\gamma} - \Sigma_{n\gamma}|^2 + C\gamma(1 + |\Sigma_{n\gamma}|^2)
\]

where \(\tilde{\alpha}\) is a positive number. Then, it follows from Lemma \(\ref{lemma_3}\),

\[
\mathbb{E}[|X_{(n+1)\gamma} - \Sigma_{(n+1)\gamma}|^2] \leq (1 - \tilde{\alpha}\gamma)\mathbb{E}[|X_{n\gamma} - \Sigma_{n\gamma}|^2] + \tilde{\beta}\gamma
\]

where \(\tilde{\beta}\) does not depend on \(\gamma\). By induction, we obtain:

\[
\sup_{n \geq 1} \mathbb{E}[|X_{n\gamma} - \Sigma_{n\gamma}|^2] \leq \tilde{\beta}\gamma \sum_{k=0}^{+\infty} (1 - \tilde{\alpha}\gamma)^k = \frac{\tilde{\beta}}{\tilde{\alpha}} < +\infty.
\]

Finally, since

\[
\mathbb{E}[|X_{n\gamma}|^2] \leq 2 \left(\mathbb{E}[|X_{n\gamma} - \Sigma_{n\gamma}|^2] + \mathbb{E}[|\Sigma_{n\gamma}|^2]\right),
\]

it follows from Lemma \(\ref{lemma_2}\) that there exists \(\gamma_0 > 0\) such that

\[
\sup_{0 < \gamma \leq \gamma_0} \sup_{n \geq 1} \mathbb{E}[|X_{n\gamma}|^2] < +\infty. \tag{26}
\]

**Step 2:** First, since \(\sup_{n \geq 1} \frac{1}{n} \sum_{k=1}^{n} |X_{(k-1)\gamma}|^2 = \sup_{n \geq 1} \mathcal{P}_0^{(n,\gamma)}(\omega, |x|^2) < +\infty\ a.s.\) (by Lemma \(\ref{lemma_3}\)), the fact that \(\mathcal{P}^{(\infty,\gamma)}(\omega, d\alpha)\) is a.s. a weak limit of \(\mathcal{P}^{(n,\gamma)}(\omega, d\alpha)\) implies that

\[
\mathbb{E}_\omega[|Y_{0}^{(\infty,\gamma)}|^2] < +\infty \quad a.s.
\]

By Proposition \(\ref{proposition_3}(b)\), there exists a.s. a Gaussian process \(Z^\omega\) with the same distribution as the driving process of the SDE such that

\[
Y_{(n+1)\gamma}^{(\infty,\gamma)} = Y_{n\gamma}^{(\infty,\gamma)} + \gamma b(Y_{n\gamma}^{(\infty,\gamma)}) + \Delta_{n+1}. \tag{27}
\]
In order to obtain (29), it is now enough to prove that weak uniqueness holds for solutions to (6) starting from any deterministic argument shows that weak uniqueness holds for solutions to (6) starting from any deterministic driving processes.

Thus, using that \( \bar{Y} \) is a bounded Lipschitz continuous functional, it follows that for every bounded Lipschitz continuous, a classical argument shows that weak uniqueness holds for solutions to (6) driven respectively by \( Z_1 \) and \( Z^2 \). We want to show that for every \( T > 0 \), for every bounded Lipschitz continuous functional \( F : C([0, T], \mathbb{R}^d) \to \mathbb{R} \),

\[
\mathbb{E}[F(Y_{t,1}, 0 \leq t \leq T)] = \mathbb{E}[F(Y_{t,2}, 0 \leq t \leq T)].
\]

(i) First, we prove uniqueness for the distribution of a stationary solution to SDE (3): let \( (Y_{t,1})_{t \geq 0} \) and \( (Y_{t,2})_{t \geq 0} \) be some stationary solutions to (3) driven respectively by \( Z_1 \) and \( Z^2 \). We want to show that for every \( T > 0 \), for every bounded Lipschitz continuous functional \( F : C([0, T], \mathbb{R}^d) \to \mathbb{R} \),

\[
\mathbb{E}[F(Y_{t,1}, 0 \leq t \leq T)] = \mathbb{E}[F(Y_{t,2}, 0 \leq t \leq T)].
\]

(ii) First, we prove uniqueness for the distribution of a stationary solution to SDE (3): let \( (Y_{t,1})_{t \geq 0} \) and \( (Y_{t,2})_{t \geq 0} \) be some stationary solutions to (3) driven respectively by \( Z_1 \) and \( Z^2 \). We want to show that for every \( T > 0 \), for every bounded Lipschitz continuous functional \( F : C([0, T], \mathbb{R}^d) \to \mathbb{R} \),

\[
\mathbb{E}[F(Y_{t,1}, 0 \leq t \leq T)] = \mathbb{E}[F(Y_{t,2}, 0 \leq t \leq T)].
\]

Let \( (X^x_{t,1}) \) and \( (X^x_{t,2}) \) be some solutions to (3) starting from \( x \) and built with the previous driving processes \( Z_1 \) and \( Z^2 \) respectively. First, since \( b \) is Lipschitz continuous, a classical argument shows that weak uniqueness holds for solutions to (3) starting from any deterministic \( x \in \mathbb{R}^d \). As a consequence, \( X^x_{t,1} \) and \( X^x_{t,2} \) have the same distribution on \( C(\mathbb{R}_+, \mathbb{R}^d) \).

Thus, using that \( Y_{t,1} \) and \( Y_{t,2} \) are stationary, we obtain that for every \( s \geq 0 \):

\[
\mathbb{E}[F(Y_{s,1})] - \mathbb{E}[F(Y_{s,2})] = \mathbb{E}[F(Y_{t+s,1}, 0 \leq t \leq T)] - \mathbb{E}[F(X^x_{t+s,1}, 0 \leq t \leq T)] + \mathbb{E}[F(X^x_{t+s,2}, 0 \leq t \leq T)] - \mathbb{E}[F(Y_{t+s,2}, 0 \leq t \leq T)].
\]

Since \( F \) is a bounded Lipschitz continuous functional, it follows that for every \( s \geq 0 \),

\[
||\mathbb{E}[F(Y_{s,1})] - \mathbb{E}[F(Y_{s,2})]|| \leq C \sum_{i=1}^{2} \mathbb{E}[\sup_{t \in [s, s+T]} |Y_{t,i} - X^x_{t,i}| \wedge 1].
\]

In order to obtain (27), it is now enough to prove that

\[
\sup_{t \geq s} |Y_{t,i} - X^x_{t,i}| \xrightarrow{s \to +\infty} 0 \quad a.s., \quad i = 1, 2.
\]

Set \( V^i_t = |Y_{t,i} - X^x_{t,i}|^2 \). We have:

\[
dV^i_t = 2\langle b(Y_{t,i}) - b(X^x_{t,i}), Y_{t,i} - X^x_{t,i} \rangle.
\]

\(^1\) for the standard distance \( \delta \) defined for every \( \alpha, \beta \in C([0, T], \mathbb{R}^d) \) by \( \delta(\alpha, \beta) = \sup_{t \in [0, T]} |\alpha_t - \beta_t| \).
Thus, it follows from $\text{(H}_3\text{)}$ with $\beta = 0$ and from the Gronwall lemma that,

$$|Y_{t,i} - X_{t,i}^{\tau}|^2 \leq (Y_0 - x)^2 \exp(-2\alpha t).$$

Therefore,

$$\sup_{t \geq s} |Y_{t,i} - X_{t,i}^{\tau}|^2 \leq (Y_0 - x)^2 \exp(-2\alpha s) \xrightarrow{s \to \infty} 0 \quad \text{a.s.,} \quad i = 1, 2.$$ 

This concludes the proof of the uniqueness for the distribution of a stationary solution to $\text{(6)}$. For Equation 31, the proof is a straightforward adaptation of the previous one. Details are left to the reader.

**PROPOSITION 4.** Assume $(\text{H}_1\text{)}$ and $(\text{H}_3\text{)}$. Then, there exists $\gamma_0 > 0$ such that a.s. $(\mathcal{P}^{(\infty,\gamma)}(\omega, d\alpha))_{\gamma \in (0, \gamma_0]}$ is relatively compact for the topology of uniform convergence on compact sets. Furthermore, any weak limit of $(\mathcal{P}^{(\infty,\gamma)}(\omega, d\alpha))_{\gamma \in (0, \gamma_0]}$ (when $\gamma \to 0$) is the distribution of a stationary solution to SDE $\text{(8)}$.

**Proof.**

1. **Step 1:** A.s. tightness of $(\mathcal{P}^{(\infty,\gamma)}(\omega, d\alpha))$: For $\omega \in \Omega$, we recall that $Y^{(\infty,\gamma)}$ is a càdlàg process with distribution $\mathcal{P}^{(\infty,\gamma)}(\omega, d\alpha)$. According to Theorem VI.3.26 of [10], we have to show the two following points:

   - For every $T > 0$, there exists $\gamma_0 > 0$ such that
     $$\limsup_{K \to +\infty} \sup_{\gamma \in (0, \gamma_0]} \mathbb{P}( \sup_{t \in [0,T]} |Y_t^{(\infty,\gamma)}| > K) = 0. \quad (30)$$

   - For every positive $T$, $\varepsilon$ and $\eta$, there exist $\delta > 0$ and $\gamma_0 > 0$ such that for every $\gamma \leq \gamma_0$,
     $$\mathbb{P}( \sup_{|t-s| \leq \delta, 0 \leq s \leq t \leq T} |Y_t^{(\infty,\gamma)} - Y_s^{(\infty,\gamma)}| \geq \varepsilon) \leq \eta. \quad (31)$$

First, we focus on $\text{(30)}$. Let $K > 0$. By Proposition 3, we have:

$$\mathbb{P}( \sup_{t \in [0,T]} |Y_t^{(\infty,\gamma)}| > K) \leq \mathbb{P} \left( |Y_0^{(\infty,\gamma)}| + \int_0^T |b(Y_s^{(\infty,\gamma)})| \, ds + \sup_{t \in [0,T]} |\bar{Z}_t^{\gamma}| > K \right).$$

Using the Markov inequality, it follows that

$$\mathbb{P}( \sup_{t \in [0,T]} |Y_t^{(\infty,\gamma)}| > K) \leq \frac{1}{K} \left( \mathbb{E}[|Y_0^{(\infty,\gamma)}|] + CT \sup_{\gamma \in (0, \gamma_0]} \mathbb{E}[|Y_\gamma^{(\infty,\gamma)}|] + \mathbb{E}[\sup_{t \in [0,T]} |\bar{Z}_t^{\gamma}|] \right).$$

where $||\sigma|| = \sup\{|\sigma x|/|x|, x \in \mathbb{R}^d\}$. Now, since $(Y_{n\gamma})$ is a stationary sequence and $\sup_{t \in [0,T]} |\bar{Z}_t^{\gamma}|$ is integrable (see Proposition 8), one obtains:

$$\mathbb{P}( \sup_{t \in [0,T]} |Y_t^{(\infty,\gamma)}| > K) \leq \frac{C}{K} \left( 1 + \mathbb{E}[|Y_0^{(\infty,\gamma)}|] \right),$$

where $C$ does not depend on $\gamma$. Finally, the first point follows from Lemma 3.

Let us now prove $\text{(31)}$. In fact, using for instance proof of Theorem 8.3 of [3], it is enough to show that for every positive $\varepsilon, \eta$ and $T$, there exist $\delta > 0$ and $\gamma_0 > 0$ such that for every $\gamma \leq \gamma_0$:

$$\frac{1}{\delta} \mathbb{P}( \sup_{t \leq s \leq t+\delta} |Y_t^{(\infty,\gamma)} - Y_s^{(\infty,\gamma)}| \geq \varepsilon) \leq \eta \quad \forall \gamma \leq \gamma_0 \quad \text{and} \quad 0 \leq t \leq T. \quad (32)$$
By the Markov inequality, we have for every \( p \geq 1 \):

\[
\mathbb{P} \left( \sup_{t \leq s \leq t+\delta} |Y_t^{(\infty,\gamma)} - Y_s^{(\infty,\gamma)}| \geq \varepsilon \right) \leq \frac{2}{\varepsilon^p} \mathbb{E} \left[ \left( \int_t^{t+\delta} |b(Y_s^{(\infty,\gamma)})| \, ds \right)^2 \right]
\]

(33)

On the one hand,

\[
\mathbb{E} \left[ \left( \int_t^{t+\delta} |b(Y_s^{(\infty,\gamma)})| \, ds \right)^2 \right] \leq \mathbb{E} \left[ \left( \sum_{k=\lfloor t/\gamma \rfloor}^{\lfloor (t+\delta)/\gamma \rfloor} \sqrt{\gamma} \left( b(Y_{k\gamma}^{(\infty,\gamma)}) \right) \right)^2 \right]
\]

(34)

thanks to the Cauchy-Schwarz inequality. Now, when \( \gamma \) is sufficiently small

\[
\sum_{k=\lfloor t/\gamma \rfloor}^{\lfloor (t+\delta)/\gamma \rfloor} \gamma \leq 2\delta.
\]

Therefore, using also the fact that \( b \) has sublinear growth yields:

\[
\mathbb{E} \left[ \left( \int_t^{t+\delta} |b(Y_s^{(\infty,\gamma)})| \, ds \right)^2 \right] \leq C\delta^2 \left( 1 + \sup_{k \in \{\frac{t}{\gamma}, \ldots, \frac{(t+\delta)}{\gamma}\}} \mathbb{E}[|Y_k^{(\infty,\gamma)}|^2] \right) \leq C\delta^2 \left( 1 + \mathbb{E}[|Y_0^{(\infty,\gamma)}|^2] \right)
\]

(34)

thanks to the stationarity of \( (Y_n^{(\infty,\gamma)})_{n \geq 0} \).

On the other hand, we deduce from the stationarity of the increments of \( (Z_t)_{t \geq 0} \) that

\[
\mathbb{E} \left[ \sup_{s \in [t,t+\delta]} |\bar{Z}_s - \bar{Z}_t|^p \right] \leq \mathbb{E} \left[ \sup_{s \in [t,t+\delta]} |Z_s - Z_t|^p \right] \leq \mathbb{E} \left[ \sup_{s \in [0,\delta]} |Z_s|^p \right].
\]

Thus, by Proposition 8 (see Appendix), for sufficiently large \( p \),

\[
\mathbb{E} \left[ \sup_{s \in [t,t+\delta]} |\bar{Z}_s - \bar{Z}_t|^p \right] \leq C\delta^{1+p}
\]

(35)

where \( \rho \) is a positive number.

Then, the combination of (33), (34) and (35) yields for sufficiently small \( \gamma \):

\[
\mathbb{P} \left( \sup_{t \leq s \leq t+\delta} |Y_t^{(\infty,\gamma)} - Y_s^{(\infty,\gamma)}| \geq \varepsilon \right) \leq C\delta^{2 \wedge (1+p)}
\]

and (31) follows from Lemma 4.

Step 2: We want to show that, a.s., any weak limit \( P(\omega, d\alpha) \) of \( P^{(\infty,\gamma)}(\omega, d\alpha) \), when \( \gamma \to 0 \) (for the uniform convergence topology) is the distribution of a stationary process. Let \( f : \mathbb{R}^r \to \mathbb{R} \) be a bounded continuous function and let \( t > 0 \) and \( t_1, \ldots, t_r \) such that
0 ≤ t_1 < ... < t_r. Denoting by \((Y_t)_{t≥0}\) a process with distribution \(\mathcal{P}(ω, dα)\), we have to show that:

\[
E[f(Y_{t_1}, ..., Y_{t_r})] = E[f(Y_{t_1+}, ..., Y_{t_r})].
\]

(36)

First, since \(\mathcal{P}(ω, dα)\) is a weak limit of \(\mathcal{P}(Y^{∞, γ}))\), there exist some sequences \((γ_n)_{n≥0}\) and \((Y^r(∞, γ_n))_{n≥0}\) such that \(\mathcal{L}(Y^r(∞, γ)) = \mathcal{P}(∞, γ)(ω, dα)\) and \((Y^r(∞, γ_n))_{n≥0}\) converges weakly to \((Y_t)\) for the weak topology induced by the uniform convergence topology on compact sets.

Therefore, we have to prove that \(\Phi(\mathcal{P}(ω, dα))\), with the notations of Proposition 3, such that \(\Phi(\mathcal{P}(ω, dα))\) is a solution to \(\Phi^{r}(\mathcal{P}(∞, γ))\), i.e. that \(\Phi(Y^r)\) is equal in law to \(Z := (Z_t)_{t≥0}\). Let \(γ_n\) and \((Y^r(∞, γ_n))_{n≥0}\) be defined as in Step 2. Then, since \(\Phi\) is continuous for the uniform convergence topology on compact sets,

\[
\Phi(Y^r(∞, γ_n)) \xrightarrow{n→+∞} \Phi(Y),
\]

(39)

Step 3: Let \(Φ : \mathbb{D}(\mathbb{R}_+, \mathbb{R}^d) \to \mathbb{D}(\mathbb{R}_+, \mathbb{R}^d)\) be defined by

\[
(Φ(α))_t = α_t - α_0 - \int_0^t b(α_s)ds.
\]

With the notations of Step 2, we want to show that \(Y := (Y_t)_{t≥0}\) is a solution to \(\Phi\), i.e. that \(Φ(Y)\) is equal in law to \(Z := (Z_t)_{t≥0}\). Let \(γ_n\) and \((Y^r(∞, γ_n))_{n≥0}\) be defined as in Step 2. Then, since \(Φ\) is continuous for the uniform convergence topology on compact sets,

\[
Φ(Y^r(∞, γ_n)) \xrightarrow{n→+∞} Φ(Y),
\]

(39)

for this topology. With the notations of Proposition 3,

\[
Φ(Y^r(∞, γ_n)) = N(∞, γ_n) + R^γ_n \text{ where } R^γ_n = -\int_0^t b(Y^r_{∞, γ_n})ds.
\]

(41)

First, since \(b\) is sublinear and \(t - t^γ_n ≤ γ_n\), we have for every \(T > 0\):

\[
|R^γ_n| ≤ Cγ_n(1 + \sup_{t∈(0,T)} |Y^r_{∞, γ_n}|) \forall t ∈ [0, T].
\]

Now, in Step 1, we showed that \(\sup_{t∈[0,T]} |Y^r_{∞, γ_n}|\) is tight on \(\mathbb{R}\). It follows easily that

\[
\sup_{t∈[0,T]} |R^γ_n| \xrightarrow{n→+∞} 0 \text{ in probability } \forall T > 0.
\]

Therefore, one derives from \(\Phi\) and \(\Phi(\mathcal{P}(0, dα))\),

\[
N(∞, γ_n) \xrightarrow{n→+∞} Φ(Y).
\]

Then, it follows from Proposition 3 that \(N(∞, γ_n)\) is a convergent sequence of Gaussian processes such that \(N(∞, γ_n) \xrightarrow{L} Z^γ_n\). This implies the finite-dimensional convergence to \((Z_t)_{t≥0}\) and concludes the proof. \(\square\)
6 Properties of the stationary solution

In this section, we give some properties of the stationary solution. In Subsection 6.1, we prove that the random initial value of a stationary solution can only be independent of a Gaussian noise with independent increments. In Subsection 6.2, we prove that however, an independence property holds between the past of the stationary solution and the future of the so-called innovation process.

6.1 Dependence between $X_0$ and $Z$

**Proposition 5.** Let $X_0$ and $(Z_t)_{t \geq 0}$ denote the random initial value and the driving process of a stationary solution to (6). Then, if $X_0$ is independent of $(Z_t)_{t \geq 0}$, then $(Z_t)_{t \geq 0}$ has independent increments. As a consequence, $Z = QW$ where $W$ is a standard $d$-dimensional Brownian Motion and $Q$ is a deterministic matrix.

**Proof.** Let $X := (X_t)_{t \geq 0}$ be a stationary solution to (6) and assume that $X_0$ is independent of $Z := (Z_t)_{t \geq 0}$. First, note that for every $t \geq 0$, $Z_{t+} - Z_t = \psi(X_{t+})$ where $\psi : \mathcal{C}(\mathbb{R}_+, \mathbb{R}^d) \to \mathcal{C}(\mathbb{R}_+, \mathbb{R}^d)$ is defined for every $\alpha \in \mathcal{C}(\mathbb{R}_+, \mathbb{R}^d)$ by

$$
\psi(\alpha)_t = \alpha_t - \alpha_0 - \int_0^t b(\alpha_s)ds \quad \forall t \geq 0,
$$

is continuous. Then, since $(X_t)$ is stationary, it follows that for every bounded continuous functional $F$ (for the topology of uniform convergence on compact sets), for every $s \geq 0$, for every $t \geq 0$, and every bounded continuous function $f : \mathbb{R}^d \to \mathbb{R}$,

$$
\mathbb{E}[(f(X_0) - \mathbb{E}[f(X_0)]) F(Z_{s+u} - Z_s, u \geq 0)] = \mathbb{E}[(f(X_{t+}) - \mathbb{E}[f(X_t)]) F(\psi(X_{t+s+})))]
= \mathbb{E}[(f(X_t) - \mathbb{E}[f(X_t)]) F(Z_{t+s+u} - Z_{t+s}, u \geq 0)].
$$

Since $X_0$ is independent of $Z$,

$$
\mathbb{E}[(f(X_0) - \mathbb{E}[f(X_0)]) F(Z_{s+u} - Z_s, u \geq 0)] = 0.
$$

This implies that

$$
\mathbb{E}[f(X_t) F(Z_{t+s+u} - Z_t, u \geq 0)] = \mathbb{E}[f(X_t)] \mathbb{E}[F(Z_{t+s+u} - Z_{t+s}, u \geq 0)].
$$

One deduces that for every $s, t \geq 0$, such that $0 \leq s \leq t$, $X_t$ is independent of $(Z_{t+u} - Z_u)_{u \geq 0}$. As a consequence, for every positive $u, t$, for every $i, j \in \{1, \ldots, d\},$

$$
\mathbb{E}[Z_i(Z_{t+u}^j - Z_t^j)]
= \left(\mathbb{E}[X_i(Z_{t+u}^j - Z_t^j)] - \int_0^t \mathbb{E}[b'(X_v)(Z_{t+u}^j - Z_t^j)]dv - \mathbb{E}[X_0(Z_{t+u}^j - Z_t^j)]\right),
$$

$$
= \left(\mathbb{E}[X_i] \mathbb{E}[Z_{t+u}^j - Z_t^j] - \int_0^t \mathbb{E}[b'(X_v)] \mathbb{E}[Z_{t+u}^j - Z_t^j]dv - \mathbb{E}[X_0] \mathbb{E}[Z_{t+u}^j - Z_t^j]\right),
$$

$$
= 0.
$$

Since $Z$ is a centered Gaussian process, it clearly implies that $Z$ has independent increments.  

\[\square\]
6.2 Independence to the future of the underlying innovation process

In order to ensure a physical sense to the stationary solutions built with our discrete approach, it may be important to check that for every \( t \geq 0 \), \( \sigma(X_s, 0 \leq s \leq t) \) does not depend on the innovation generated by the future of the Gaussian process \( Z \) after \( t \) (see below for a precise definition). In the simple case where \( Z \) is a Brownian motion (whose increments are independent), it is natural to define the innovation after \( t \) as the \( \sigma \)-field generated by the increments of the Brownian motion after \( t \). Then, a stationary solution of a SDE driven by \( Z \) is meaningless if \( \sigma(X_s, 0 \leq s \leq t) \) is not independent of the increments of \( Z \) after \( t \). This is the case for \((X_t)_{t \geq 0}\) defined by

\[
X_t = -\int_t^{+\infty} e^{t-s} dZ_s
\]

which is a stationary solution (in the sense of Definition 1) to \( dX_t = X_t dt + dZ_t \) but whose initial value \( X_0 = -\int_0^{+\infty} e^{-s} dZ_s \) depends on all the future of \( Z \) (Note that \((X_t)_{t \geq 0}\) does not satisfy Assumption (H2)). Thus, the aim of this section is to show that our construction of stationary solutions as weak limits of ergodic Euler schemes does not generate such a type of stationary solutions.

This section is divided in two parts. We focus successively on the discrete case, \textit{i.e.} on the stationary solutions to (Eγ) and on the continuous case, \textit{i.e.} to the stationary solutions to (Eγ,). Oppositely to the rest of the paper, we will need in the two following parts to introduce series or integral representations in order to define the innovation of \((\Delta_n)\) and \(Z\) respectively. We will also assume that \( d = 1 \).

The discrete case. Assume that \((\Delta_n)_{n \geq 1}\) is a purely non-deterministic sequence. Then, by Theorem 3.2 of [1], there exists a sequence of real numbers denoted by \((a_{k,\gamma})_{k \geq 0}\) such that \((\Delta_n)_{n \geq 1}\) admits the following representation:

\[
\Delta_n = \sum_{k=0}^{+\infty} a_{k,\gamma} \xi_{n-k} \quad \text{a.s., } \forall n \geq 1,
\]

(42)

where \((\xi_k)_{k \in \mathbb{Z}}\), is a sequence of \( i.i.d. \) centered real-valued Gaussian variables such that \( \text{Var}(\xi_1) = 1 \). The sequence \((\xi_k)_{k \in \mathbb{Z}}\) is then called the underlying innovation process associated with \((\Delta_n)_{n \geq 1}\). Under the assumptions of Theorem 1, we know that for \( \gamma \) small enough, there exists a stationary distribution \( \mathcal{P}^{\infty,\gamma} \) on \( \mathbb{R}^\mathbb{N} \) to the recursive equation

\[
\bar{X}_{(n+1)\gamma} - \bar{X}_{n\gamma} = \gamma b(\bar{X}_{n\gamma}) + \Delta_{n+1} \quad \forall n \geq 0.
\]

(43)

By Lemma 8 in the Appendix, this stationary distribution \( \mathcal{P}^{\infty,\gamma} \) can be realized as \( \kappa_1(\mu_1) \), where \( \mu_1 \) denotes the probability measure on \( \mathbb{R} \times \mathbb{R}^\mathbb{Z} \) defined by (54) such that its projection on the second coordinate is \( \mathcal{L}((\xi_n)_{n \in \mathbb{Z}}) \), and where \( \kappa_1 \) is defined in (22). From now on, we denote this stationary solution by \((\bar{X}_{n\gamma}^{(\infty,\gamma)})_{n \geq 0}\). In the next proposition, we show that for \( \gamma \) small enough, the past of \((\bar{X}_{n\gamma}^{(\infty,\gamma)})_{n \geq 0}\) is independent of the future of the innovation process.

**Proposition 6.** Assume \((H_1)\) and \((H_{4,0})\). Let \( \gamma_0 > 0 \) such that the conclusions of Theorem 8 hold for \( \gamma \leq \gamma_0 \) and denote by \( \mathcal{P}^{\infty,\gamma}_f \) the unique stationary distribution on \( \mathbb{R}^\mathbb{N} \) to (13). Let \((\bar{X}_{n\gamma}^{(\infty,\gamma)})_{n \geq 0}\) denote the realization of \( \mathcal{P}^{\infty,\gamma} \) on \( \mathbb{R} \times \mathbb{R}^\mathbb{Z} \) defined previously. Then, for \( \gamma \) small enough, for every \( n \geq 0 \), \( \sigma(\bar{X}_0^{(\infty,\gamma)}, \ldots, \bar{X}_{n\gamma}^{(\infty,\gamma)}) \) is independent to \( \sigma(\xi_k, k \geq n+1) \).
**Remark 6.** For the sake of simplicity, we stated Proposition 3 under \((H_{3,0})\) which ensures uniqueness of the distribution of the stationary solution. However, adapting the arguments of the proof to subsequences, it could be possible to show that, under \((H_1)\) and \((H_2)\) only, there exists \(\gamma_0 > 0\) such that for every \(\gamma \leq \gamma_0\), a.s., every weak limit of \(\mathcal{P}^{(n,\gamma)}(\omega, d\alpha)\) (as \(n \to +\infty\)) is the distribution of a stationary solution to \((E_\gamma)\) that satisfies the preceding independence property. Note that the same type of remark holds for Proposition 5 below.

**Proof.** It is enough to prove that for every integers \(N_1\) and \(N_2\) such that \(N_2 > N_1\), for every bounded continuous functions \(H_1\) and \(H_2\),

\[
E[H_1(X^{(\infty,\gamma)}_0, \ldots, X^{(\infty,\gamma)}_{N_1})H_2(\xi_{N_1+1}, \ldots, \xi_{N_2})] = E[H_1(X^{(\infty,\gamma)}_0, \ldots, X^{(\infty,\gamma)}_{N_1})]E[H_2(\xi_{N_1+1}, \ldots, \xi_{N_2})].
\]  

(44)

In order to make use of our previous convergence results, we first write \((X^{(\infty,\gamma)}_{k\gamma}, \xi_{k\gamma})_{k \geq 1}\) as a function of a stationary sequence \((\tilde{X}^{(\infty,\gamma)}_{\gamma k}, \tilde{\xi}^{(\infty,\gamma)}_{\gamma k})_{k \geq 0}\) we denote by \((\tilde{E}_\gamma)\) the recursive equation on \(\mathbb{R}^2\) defined for every \(n \geq 0\) by

\[
\begin{align*}
X_{(n+1)\gamma} - X_{n\gamma} &= \gamma b(X_{n\gamma}) + \sigma \Delta_{n+1} \\
S_{(n+1)\gamma} - S_{n\gamma} &= -\gamma S_{n\gamma} + \xi_{n+1}.
\end{align*}
\]

We will also denote by \((\tilde{X}^{x}_{n\gamma}, \tilde{S}^{s}_{n\gamma})\) a solution to \((\tilde{E}_\gamma)\) starting from a deterministic point \((x, s)\), by \(((\tilde{X}^{x}_k, \tilde{S}^{s}_k))_{k \geq 0}\) the induced stepwise constant process and by \(((\tilde{X}^{s}_{k+}, \tilde{S}^{s}_{k+})\) the \(\gamma k\)-shifted process. Now, one observes that Assumptions \((H_1)\) and \((H_3,0)\) are satisfied on \(\mathbb{R}^2\) for \((X_t, S_t)\) with \(b(x, s) = (b(x), -s)\) and \(\Delta_n = (\Delta_n, \xi_n)\). Hence, by Theorem 1 and the uniqueness induced by Assumption \((H_{3,0})\), there exists \(\gamma_0 > 0\) such that for every \(\gamma \leq \gamma_0\), a.s., for every bounded continuous functional \(F : \mathcal{D}(\mathbb{R}_+, \mathbb{R}^d) \to \mathbb{R}\),

\[
\frac{1}{n} \sum_{k=1}^{n} F \left( (\tilde{X}^{x}_{(k-1)+}, \tilde{S}^{s}_{(k-1)+}) \right) \xrightarrow{n \to +\infty} \tilde{\mathcal{P}}^{(\infty,\gamma)}(F)
\]

(45)

where \(\tilde{\mathcal{P}}^{(\infty,\gamma)}\) is the unique distribution of a (discretely) stationary solution that we denote by \((\tilde{X}^{(\infty,\gamma)}, \tilde{S}^{(\infty,\gamma)})\). Thus, on the one hand, since \((\xi_k)_{k \in \{N_1+1, \ldots, N_2\}}\) is clearly a continuous function \(G\) of \((S^{s}_{k})_{0 \leq k \leq N_2}\), we deduce that a.s.,

\[
\begin{align*}
E[H_1(X^{(\infty,\gamma)}_0, \ldots, X^{(\infty,\gamma)}_{\gamma N_1})H_2(\xi_{N_1+1}, \ldots, \xi_{N_2})] &= \lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} H_1(X^{x}_{(k-1)}, \ldots, X^{x}_{(k-1)+N_1})H_2(G(S^{s}_{\gamma k})_{1}, \ldots, S^{s}_{\gamma (k-1)+N_2})) \\
&= \lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} H_1(X^{x}_{(k-1)}, \ldots, X^{x}_{(k-1)+N_1})H_2(\xi_{k-1+N_1}, \ldots, \xi_{k-1+N_2}).
\end{align*}
\]

(46)

On the other hand, by \((\tilde{E}_\gamma)\) and the fact that \((\xi_k)_{k \geq 1}\) is a stationary sequence, we also have

\[
\begin{align*}
E[H_1(X^{(\infty,\gamma)}_0, \ldots, X^{(\infty,\gamma)}_{\gamma N_1})E[H_2(\xi_{N_1+1}, \ldots, \xi_{N_2})] &= \lim_{n \to +\infty} \frac{1}{n} \sum_{k=1}^{n} H_1(X^{x}_{(k-1)}, \ldots, X^{x}_{(k-1)+N_1})E[H_2(\xi_{k-1+N_1}, \ldots, \xi_{k-1+N_2})] \ a.s.
\end{align*}
\]

(47)
Setting

$$\zeta(k, N_1, x) = H_1(\bar{X}_{\gamma k}^x, \ldots, \bar{X}_{\gamma (k+N_1)}^x) \quad \text{and} \quad \Lambda(k, N_2) = H_2(\xi_{k+N_1}, \ldots, \xi_{k+N_2}),$$

we deduce from (H) and (I) that (E) is true if

$$\frac{1}{n} \sum_{k=1}^{n} \zeta(k-1, N_1, x) (\Lambda(k-1, N_2) - \mathbb{E}[\Lambda(k-1, N_2)]) \xrightarrow{n \to +\infty} 0 \quad \text{a.s.} \quad (48)$$

We use a martingale argument. Set $\mathcal{H}_t = \sigma(\xi_k, k \in \mathbb{Z}, k \leq t)$. Since $\Lambda(k, N_2)$ is a $\mathcal{H}_{k+N_2}$-measurable random variable independent of $\mathcal{H}_{k+N_1}$ and that $\zeta(k, N_1, x)$ is $\mathcal{H}_{k+N_1}$-measurable, we can write:

$$\sum_{k=1}^{n} \frac{\zeta(k-1, N_1, x)}{k} (\Lambda(k-1, N_2) - \mathbb{E}[\Lambda(k-1, N_2)]) = \sum_{\ell=N_1}^{N_2-1} M_n^\ell$$

where for every $\ell \in \{N_1 + 1, \ldots, N_2\}$, $(M_n^\ell)_{n \geq 1}$ is a centered $(\mathcal{H}_{n+\ell})_{n \geq 1}$-adapted martingale defined by:

$$M_n^\ell = \sum_{k=1}^{n} \frac{\zeta(k-1, N_1, x)}{k} (\mathbb{E}[\Lambda(k-1, N_2) / \mathcal{H}_{k+\ell}] - \mathbb{E}[\Lambda(k-1, N_2) / \mathcal{H}_{k+\ell-1}]).$$

For every $\ell \in \{N_1 + 1, \ldots, N_2\}$, $(M_n^\ell)_{n \geq 1}$ is clearly bounded in $L^2$ since $H_1$ and $H_2$ are bounded. Thus, setting $a_k = 1/k$ and

$$b_k(\omega) = \zeta(k-1, N_1, x) (\mathbb{E}[\Lambda(k-1, N_2) / \mathcal{H}_{k+\ell}] - \mathbb{E}[\Lambda(k-1, N_2) / \mathcal{H}_{k+\ell-1}]),$$

we deduce that the series $\sum a_k b_k(\omega)$ is a.s. convergent and (I) follows from the Kronecker lemma.

**The continuous case.** We assume in this part that, $Z$ admits the following representation:

$$Z_t = \int_{-\infty}^{t} f_t(s) dW_s \quad \text{a.s.} \quad \forall t \geq 0. \quad (49)$$

where $(W_t)_{t \in \mathbb{R}}$ is a two-sided standard Brownian motion such that $W_0 = 0$ and for every $t \in \mathbb{R}$, $f_t \in L^2(\mathbb{R}, \mathbb{R})$.

Following Lemma 4 in the Appendix, the distribution of a stationary solution $(X_t)_{t \geq 0}$ to (H) can be realized as $\kappa_2(\mu_2)$, where $\mu_2$ denotes the probability measure on $\mathbb{R} \times C(\mathbb{R}, \mathbb{R})$ defined in Lemma 4 such that its projection on the second coordinate is $\mathcal{L}((W_t)_{t \in \mathbb{R}})$, and where $\kappa_2$ is defined in (I). In the next proposition, we show that the past of the stationary solution $(X_t)_{t \geq 0}$ is independent to the future of the underlying innovation process of $Z$.

**Proposition 7.** Assume (H1) and (H3,0). Assume that the representation (I) holds for $Z$. Let $\mathcal{P}^{\infty}$ denote the unique distribution on $C(\mathbb{R}^+, \mathbb{R})$ of a stationary solution. Let $(X_t)_{t \geq 0}$ denote the realization on $\mathbb{R} \times C(\mathbb{R}, \mathbb{R})$ of $\mathcal{P}^{\infty}$ defined in Lemma 4. Then, for every $t \geq 0$, $\sigma(X_s, 0 \leq s \leq t)$ is independent of $\sigma(W_{s+t} - W_t, s \geq 0)$.

**Proof.** Let $t \geq 0$. It is enough to show that for every $T > 0$, for every bounded Lipschitz continuous functionals $H_1 : C([0, t], \mathbb{R}^d) \mapsto \mathbb{R}$ and $H_2 : C([0, T], \mathbb{R}^d) \mapsto \mathbb{R}$

$$\mathbb{E}[H_1(X_s, 0 \leq s \leq t) H_2(W_{t+s} - W_t, 0 \leq s \leq T)] = \mathbb{E}[H_1(X_s, 0 \leq s \leq t)] \mathbb{E}[H_2(W_{t+s} - W_t, 0 \leq s \leq T)]. \quad (50)$$
As in the proof of Proposition 4, we introduce \((X_t, S_t)\) that is a stationary solution to
\[
\begin{align*}
\text{d} X_t &= b(X_t) dt + dZ_t \\
\text{d} S_t &= -S_t dt + dW_t
\end{align*}
\]
where \(W\) denotes the underlying innovation process of the representation \((43)\). Following the second part of the Appendix (see Lemma 4), we can assume that \((X_t, S_t)\) is built on \(\mathbb{R}^2 \times \mathcal{C}(\mathbb{R}, \mathbb{R})\). Assumptions \((H_1)\) and \((H_{3,0})\) are satisfied on \(\mathbb{R}^2\) for \((X_t, S_t)\) with \(\bar{b}(x, s) = (b(x), -s)\) and \(\bar{Z} = (Z_t, W_t)\). Let \(\gamma_0 \text{ and } \gamma_1 \in (0, \gamma_0)\) such that Theorem 6 holds for every \(\gamma \leq \gamma_1\). Denote by \(\mathcal{P}^{\infty \gamma}\) the (unique) stationary distribution of \((E_s)\). Denote by \((\bar{X}_t^{\infty \gamma}, \bar{S}_t^{\infty \gamma})_{t \geq 0}\) the stationary solution built on \(\mathbb{R}^2 \times \mathcal{C}(\mathbb{R}, \mathbb{R})\). Using that
\[
(W_t+s - W_t, 0 \leq s \leq T) = (\tilde{\phi}(S_{s+t}))_{s \in [0, T]}
\]
where \(\tilde{\phi}(\alpha)\) is defined by
\[
\tilde{\phi}(\alpha)_s = \alpha_s - \alpha_0 + \int_0^s \alpha_u du,
\]
we deduce from Proposition 4 and from the continuity of \(\tilde{\phi}\) for the uniform topology (on compact sets) that
\[
\mathbb{E}[H_1(X_s, 0 \leq s \leq t)H_2(W_t+s-W_t, 0 \leq s \leq T)] = \lim_{\gamma \to 0} \mathbb{E}[\tilde{\phi}(\bar{X}_s^{\infty \gamma} , 0 \leq s \leq t)H_2((\tilde{\phi}(\bar{S}_s^{\infty \gamma}))_{s \in [0, T]})].
\]
Now, setting \(\xi_n = W_{n \gamma} - W_{(n-1) \gamma}\), we derive from the definition of the discretized equation that
\[
(\tilde{\phi}(\bar{S}_s^{\infty \gamma}))_{s} = \sum_{k=\lfloor \frac{t}{\gamma} \rfloor +1} \xi_k + R_{\omega}(\gamma, t, s)
\]
where
\[
|R_{\omega}(\gamma, t, s)| = |(t + s - t + s_{\gamma})\bar{S}_{t+s} - (t - s_{\gamma})\bar{S}_s| \leq 2\gamma \sup_{u \in [0, t+T]} |\bar{S}_u^{\infty \gamma}|.
\]
Since \((\bar{S}_u^{\infty \gamma})_{\gamma \in (0, \gamma_1)}\) is tight for the uniform topology on compact sets, it follows that
\[
\sup_{s \in [0, T]} |R_{\omega}(\gamma, t, s)| \xrightarrow{\gamma \to 0} 0 \quad \text{in probability.}
\]
Thus, using that \(H_2\) is Lipschitz continuous, we deduce that
\[
\mathbb{E}[H_1(X_s, 0 \leq s \leq t)H_2(W_t+s-W_t, 0 \leq s \leq T)] = \lim_{\gamma \to 0} \mathbb{E}[H_1(\bar{X}_s^{\infty \gamma} , 0 \leq s \leq t)H_2((\sum_{k=\lfloor \frac{t}{\gamma} \rfloor +1} \xi_k)_{s \in [0, T]})].
\]
As well,
\[
\mathbb{E}[H_1(X_s, 0 \leq s \leq t)] = \lim_{\gamma \to 0} \mathbb{E}[H_1(\bar{X}_s^{\infty \gamma} , 0 \leq s \leq t)]
\]
and,
\[
\mathbb{E}[H_2(W_t+s-W_t, 0 \leq s \leq T)] = \lim_{\gamma \to 0} \mathbb{E}[H_2((\sum_{k=\lfloor \frac{t}{\gamma} \rfloor +1} \xi_k)_{s \in [0, T]})].
\]
By the previous convergences, it is now enough to show that for \( \gamma \) sufficiently small,
\[
\mathbb{E}[H_1(\bar{X}_{s}\gamma, 0 \leq s \leq t)H_2((\sum_{k=[\frac{t}{\gamma}]+1}^{\lfloor t+\gamma \rfloor} \xi_k)_{s\in[0,T]})] = \mathbb{E}[H_1(\bar{X}_{s}\gamma, 0 \leq s \leq t)]\mathbb{E}[H_2((\sum_{k=[\frac{t}{\gamma}]+1}^{\lfloor t+\gamma \rfloor} \xi_k)_{s\in[0,T]})].
\]
The sequel of the proof follows the lines of that of Proposition 6. We leave it to the reader. \( \square \)

7 Appendix

In the Appendix we give the proof of two technical results.

**Proposition 8.** Assume that \((Z_t)_{t \geq 0}\) satisfies \((H_1)\). Then, for every \( T > 0 \), for every \( r > 0 \), \( \mathbb{E}[\sup_{t \in [0,T]} |Z_t|^r] < +\infty \). Moreover, there exist \( p \geq 1 \) and \( T_0 > 0 \) such that for every \( T \leq T_0 \),
\[
\mathbb{E}[\sup_{t \in [0,T]} |Z_t|^p] \leq CT^{1+\rho} \text{ with } \rho > 0.
\]

**Proof.** First, note that it is enough to prove the result for every coordinate \( Z_j \) with \( j \in \{1, \ldots, \ell\} \). Therefore, it is in fact enough to prove that the results are true for any one-dimensional centered Gaussian process with stationary increments and variance function \((c(t))_{t \geq 0}\) satisfying \((H_1)\). Then, for every \( t > 0 \) and \( \varepsilon > 0 \), \( c(t) = \mathbb{E}[Z_t^2] \) and denote by \( D(T, \varepsilon) \) the Dudley integral defined by
\[
D(T, \varepsilon) = \int_0^\varepsilon \left( \log(N(T, u)) \right)^{1/2} du,
\]
where, for \( u > 0 \),
\[
N(T, u) = \inf\{n \geq 1, \exists s_1, \ldots, s_n \text{ such that } \forall t \in [0,T], \exists i \in \{1, \ldots, n\} \text{ with } \sqrt{c(t-s_i)} \leq u \}.
\]

By the Dudley Theorem (see e.g. Theorem 1 of [1] p 179), for every \( T > 0 \),
\[
\mathbb{E}[\sup_{t \in [0,T]} |Z_t|] \leq 2\mathbb{E}[\sup_{t \in [0,T]} Z_t] \leq CD(T, \sqrt{\hat{c}(T)}) \text{ with } \hat{c}(T) = \sup_{t \in [0,T]} c(t).
\]

Let us control the right-hand member. By assumption \((H_1)\) and (4), for every \( \delta \in (0,1) \),
\[
\hat{c}(\delta) \leq C\delta^\mu \text{ where } C \text{ does not depend on } \delta \text{ and } \mu \in (0,1] \text{ (depending on the value of } a_1). \text{ It follows that, for } u > 0, \]
\[
N(T, u) \leq CTu^{2/\mu},
\]
where \( C \) does not depend on \( T \). For \( \varepsilon > 0 \) small enough,
\[
D(T, \varepsilon) \leq \int_0^\varepsilon |\log(CT) + \frac{2}{\mu} \log(u)|^{1/2} du \leq C\varepsilon |\log(\varepsilon)|^{1/2}.
\]
It follows from (51) that there exists $T_0 > 0$ such that for $T \leq T_0$
\[ \mathbb{E}[\sup_{t \in [0,T]} |Z_t|] \leq C(\hat{c}(T))^{1/2} |\log(\hat{c}(T))|^{1/2} \]
\[ \leq C T^{\mu/2} |\log(T)|^{1/2}. \]
Then by Corollary 3.2 in [13] $\mathbb{E}[\sup_{t \in [0,T]} |Z_t|^p] < +\infty$ for every $T > 0$ and every $r > 0$ and
\[ \mathbb{E}[\sup_{t \in [0,T]} |Z_t|^p] \leq C T^{\mu p/2} |\log(T)|^{p/2}, \]
for $T \leq T_0$. One can choose $p$ big enough to prove the second inequality in the Proposition.

In this last part of the Appendix, we specify the constructions of the stationary solutions when $(\Delta_n)_{n \geq 1}$ and $(Z_t)_{t \geq 0}$ admit the representations (42) and (49) respectively. Let us first denote by $P_ξ$ the distribution of the innovation sequence $ξ = (ξ_n)_{n \in \mathbb{Z}}$ and by $P_W$ the Wiener measure where $W = (W_t)_{t \in \mathbb{R}}$ is a two-sided standard Brownian motion.

Let $κ_1 : \mathbb{R} \times \mathbb{R}^\mathbb{Z} \rightarrow \mathbb{R}^\mathbb{N}$ and $κ_2 : \mathbb{R} \times \mathcal{C}(\mathbb{R}, \mathbb{R}) \rightarrow \mathcal{C}(\mathbb{R}_+, \mathbb{R})$ be respectively defined by:
\[(κ_1(x, (ξ_n)_{n \in \mathbb{Z}}))_0 = x, \quad (κ_2(x, (W_t)_{t \in \mathbb{R}}))_0 = x,\]
\[(κ_1(x, (ξ_n)_{n \in \mathbb{Z}}))_{n+1} = (κ_1(x, ξ))_n + κ_2((κ_1(x, ξ))_n) + \sum_{k=0}^{+\infty} a_k ξ_{n-k} \quad \text{for every } n \geq 0, (52)\]
and,
\[(κ_2(x, (W_t)_{t \in \mathbb{R}}))_t = x + \int_0^t κ_2(x, [W])_s ds + \int_{-\infty}^t f_1(s) dW_s. \quad (53)\]
Note that $κ_2$ is well-defined $μ - a.s.$ for all measure $μ$ such that $P_2μ_2 = P_W$ (where $P_2$ denotes the projection of the probability on the second coordinate) since $b$ is a Lipschitz continuous function. We are now ready to state that there exist $μ_1$ and $μ_2$ such that the stationary solutions to the discretized and continuous equations (when they exist) can be realized on $(\mathbb{R} \times \mathbb{R}^\mathbb{Z}, μ_1)$ and $(\mathbb{R} \times \mathcal{C}(\mathbb{R}, \mathbb{R}), μ_2)$ respectively.

**Lemma 4.** (i) Assume that $(\Delta_n)_{n \geq 1}$ admits the representation (42). Let $P$ be a probability on $\mathbb{R}^\mathbb{N}$ that denotes the distribution of a stationary solution to the discrete recursive equation
\[ \bar{X}_{(n+1)γ} - \bar{X}_{nγ} = κ_2(\bar{X}_{nγ}) + Δ_{n+1} \quad \forall n \geq 0. \]
Then, there exists a probability $μ_1$ on $\mathbb{R} \times \mathbb{R}^\mathbb{Z}$ with $P_2μ_1 = P_ξ$ such that $κ_1(μ_1) = P$.
(ii) Assume that $(Z_t)_{t \geq 0}$ admits the representation (49). Let $P$ be a probability on $\mathcal{C}(\mathbb{R}_+, \mathbb{R})$ that denotes the distribution of a stationary solution to (3). Then, there exists a probability $μ_2$ on $\mathbb{R} \times \mathcal{C}(\mathbb{R}, \mathbb{R})$ with $P_2μ_2 = P_W$ such that $κ_2(μ_2)$ is a stationary solution to (3) with distribution $P$.

**Proof.** (i) First, let $φ_1 : \mathbb{R}^\mathbb{N} \rightarrow \mathbb{R} \times \mathbb{R}^\mathbb{N}$ be defined by
\[ φ_1(\langle x_n \rangle_{n \geq 0}) = \langle x_0, (δ_n)_{n \geq 1} \rangle \quad \text{with} \quad δ_n := x_n - x_{n-1} - κ_1(x_n - x_{n-1}), \]
By construction $ν_1 := φ_1(\mathcal{P})$ defines a probability on $\mathbb{R} \times \mathbb{R}^\mathbb{N}$ with $P_2ν_1 = \mathcal{L}((Δ_n)_{n \geq 1})$ and such that if $(X_0, (Δ_n)_{n \geq 1})$ has distribution $ν_1$, then the induced Euler scheme has distribution $\mathcal{P}$. Let $π_1(\cdot, dx)$ denotes the conditional distribution of $X_0$ given $(Δ_n)_{n \geq 1}$.
Let $R : \mathbb{R}^Z \to \mathbb{R}^{\mathbb{N}^*}$ denote the function defined by
\( R((\xi_n)_{n \in \mathbb{Z}}) = (\sum_{k=0}^{+\infty} a_{k,\gamma} \xi_{n-k})_{n \geq 1} \).
Then, define $\mu_1$ on $\mathbb{R} \times \mathbb{R}^Z$ by
\[ \mu_1(dx, d\xi) = \pi_1(R(\xi, dx)) \otimes P_{\xi}(d\xi). \]  
(54)

Setting $\tilde{R}(x, \xi) = (x, R(\xi))$, it follows from the very definition of $\mu_1$ that $\tilde{R}(\mu_1) = \nu_1$. As a consequence, $\kappa_1(\mu_1) = \mathcal{P}$. This completes the proof.

(ii) The proof of the second point is similar and is left to the reader. \( \square \)
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