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Abstract 

 
In this paper, a digital planar curve approximation 

method based on a multi-objective genetic algorithm is 
proposed. In this method, the optimization/exploration 
algorithm locates breakpoints on the digital curve by 
minimizing simultaneously the number of breakpoints 
and the approximation error. Using such an approach, 
the algorithm proposes a set of solutions at its end. 
The user may choose his own solution according to its 
objective. The proposed approach is evaluated on 
curves issued from the literature and compared 
successfully with many classical approaches.  
 
1. Introduction 
 

Approximation of digital planar curves using 
vertices and/or circular arcs is an important issue in 
pattern recognition and image processing. It is a 
classical way to represent, store and process digital 
curves. For example, approximation results are 
frequently used for shape recognition. The problem 
can be stated as follows: Given a curve 

( ){ }N
iiii yxCC 1, =≡=  constituted of N ordered 

points, the goal is to find a subset 
( ){ }M

iiii yxSS 1, =≡= of M ordered points and the 

corresponding parameter set ( ){ }M
iiii ycxcPP 1, =≡= . 

S contains the extremities of the line segments or the 
circular arcs (sometimes called breakpoints) and P the 
parameters of the best approximation of the set of 
points between each couple of breakpoints (a specific 
value is applied in the case of segment) 

Whereas many paradigms have been proposed to 
solve the problem of polygonal approximation or the 
problem of approximation with circular arcs, much less 
papers were proposed concerning the approximation of 
digital curves with both representations. Among the 
existing papers [1][2][3][4], an approach recently 
proposed in [4] consists in using Genetic Algorithms 

(GA) in order to find a near-optimal approximation. In 
such a case, the approximation of digital curves is 
considered as an optimization process. The algorithm 
automatically selects the best points of the curves by 
minimizing a given criterion. In [4], the number N of 
breakpoints to be obtained is fixed and the method 
uses the concept of genetic evolution to obtain a near-
optimal approximation.  

In this paper, we adopt the same paradigm and we 
propose a new GA for the approximation of digital 
curves. The originality of the described approach is the 
use of a multi-objective optimization process. Such a 
new viewpoint enables the user of the system to 
choose a trade-off between different quality criteria 
after a single run of the GA. 

The remainder of the paper is organized as follows. 
In section 2, an introduction to the multi-objective 
optimization problem is proposed and our algorithm is 
presented. In section 3, the application of this 
algorithm to the approximation problem is shown. 
Section 4 presents the experimentally obtained results 
and a comparison with existing approaches. Section 5 
gives the concluding remarks. 
 
2. Multi objective optimization GA 
 

When an optimization problem involves more than 
one objective function, the task of finding one or more 
optimum solutions is known as multi-objective 
optimization. Some classical textbooks on this subject 
have been published, e.g. [5]. We just recall here some 
essential notions in order to introduce the proposed 
algorithm. The main difference between single and 
multi-optimization tasks lies in the requirement of 
compromises between the various objectives in the 
multi-optimization case. Even with only two 
objectives, if they are conflicting, the improvement of 
one of them leads to a deterioration of the other one. 
For example, in the context of polygonal 
approximation, the decrease of the approximation error 
always leads to an increase of the vertices number. 
Two main approaches are used to overcome this 



problem in the literature. The first one consists in the 
combination of the different objectives into a single 
one (the simpler way being to use a linear combination 
of the various objectives), and then to use one of the 
well-known techniques of single objective 
optimization (like gradient based methods, simulated 
annealing or classical genetic algorithm). In such a 
case, the compromise between the objectives is a priori 
determined through the choice of the combination rule. 
The main critic addressed to this approach is the 
difficulty to choose a priori the compromise. It seems a 
better idea to postpone this choice after having several 
candidate solutions at hand. This is the goal of Pareto 
based method using the notion of dominance between 
candidate solutions. A solution dominates another one 
if it is better for all the objectives. This dominance 
concept is illustrated on figure 1. Two criteria J1 and J2 
have to be minimized. The set of non-dominated points 
that constitutes the Pareto-Front appears as ‘O’ on the 
figure, while dominated solutions are drawn as ‘X’. 

Using such a dominance concept, the objective of 
the optimization algorithm becomes to determine the 
Pareto front, that is to say the set of non-dominated 
points. Among the optimization methods that can be 
used for such a task, genetic algorithms are well-suited 
because they work on a population of candidate 
solutions. They have been extensively used in such a 
context. The most common algorithms are VEGA – 
Vector Evaluated Genetic Algorithm – [6], MOGA – 
Multi Objective Genetic Algorithm –approach [7], 
NSGA – Non-Dominated Sorting Genetic Algorithm – 
[8], NSGA II [9], PAES – Pareto Archived Evolution 
Strategy – [10] and SPEA – Strength Pareto 
Evolutionary Algorithm – [11]. The strategies used in 
these contributions are different, but the obtained 
results mainly vary from the convergence speed point 
of view. A good review can be found in [12]. 
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Fig. 1. Illustration of the Pareto Front concept 
 

The proposed genetic algorithm is elitist and steady-
state. This means that (i) it manages two populations 
and (ii) the replacement strategy of individuals in the 
populations is not made as a whole, but individual per 
individual. The two populations are a classical 

population, composed of evolving individuals and an 
“archive” population composed of the current Pareto 
Front elements. These two populations are mixed 
during the iterations of the genetic algorithm. The first 
population guarantees space exploration while the 
archive guarantees the exploitation of acquired 
knowledge and the convergence of the algorithm.  

Based on such concepts, our optimization method 
uses the following algorithm:  
 
Population (I) and Archive (A) Initialization  
do  
  - Random selection of two individuals I1 and I2 in (I) 
  - Crossover between I1 and I2 to generate I3 and I4 
  - Mutation applied to the generated children I3 and I4 
  - Evaluation of children I3 and I4 
  -  Selection either of the dominant individual I5 
           between mutated children (if it exists) or random 
           selection of I5 between I3 and I4 
  - Random selection of (I6) a in (A)  
  - Crossover between I5 and I6 to generate I7 and I8 
  - Evaluation of children I7 and I8 
  - Test for the integration of I7 and I8  in (A) 
  - Test for the integration of I7 and I8  in (I) 
While i < the maximal generation number  
 

This algorithm has been designed in order to be 
applied to various problems. The design of a new 
application consists in the choice of a coding scheme 
for individuals, in the design of the evaluation method 
and in the choice of both parameters values and of 
some specific operators. In its current implementation, 
the coding of an individual is a classical bit string. 
Crossover is a well-known 2-points crossover whereas 
initialization and mutation are application-dependent. 
Concerning the replacement strategy, several choices 
can be made for the integration of a candidate 
individual in the archive. The simplest is a dominance 
test between the candidate and the archive elements. 
The candidate is inserted within the archive if no 
archive element dominates it. In the same time, archive 
elements dominated by the candidate are eliminated 
from the archive. A problem reported in the literature 
on evolutionary multi-objective optimization is the 
possible bad exploration of Pareto front: the archive 
population elements concentrate on only some parts of 
the front. This difficulty is overcome in our approach 
by defining a  minimal distance between two points in 
the objective space. This algorithm has been tested on 
classical multi-objective problems such as BNH or 
TNK [13]. The obtained results have shown the quality 
of the proposed approach since it is able to find a 
similar approximation of the Pareto Front for the same 
number of calls to the evaluation function. 



3. Application to curve approximation 
 

In order to apply the algorithm presented above to 
the curve approximation problem, an individual has to 
represent a possible solution to the approximation 
problem. That is why an individual is composed of N 
genes, where N is the number of points in the initial 
curve. A gene is set to ‘1’ if the point is kept as a 
breakpoint, ‘0’ if it is not. An example of an individual 
coding is given in figure 2. Each point Ci of the curve 
S corresponds to a bit in the chromosome. In the 
example of figure 2, the individual is a binary string of 
45 genes corresponding to the initial C1-C45.. The 
approximation is composed of 2 line-segments and 6 
circular arcs. The corresponding breakpoints are 
respectively C3, C5, C20, C29, C35, C37, C41, and C44. 
Such an approximation (the optimal approximation for 
8 breakpoints) corresponds to the individual 
“001010000000000000010000 
000010000010100010010”. 

 
Fig. 2: An example of the coding scheme 
 

Using such a coding scheme, the GA described in 
section 2 is applied. In order to reduce the number of 
iteration in the GA, a specific initialization operator is 
used. It is based on a simple analysis of the curve to be 
approximated. An histogram of the curvature along the 
curve is first computed. During initialization, for each 
point, a probability to be selected is deduced from this 
histogram. This strategy enables to avoid the selection 
of collinear points and on the contrary enables to select 
points with high curvature. A specific mutation 
operator is also used. It is based on the shift of a 
selected point to the preceding or the next one.  
Concerning the criteria to be optimized, two objectives 
have been included in the current version. The first one 
is the Integral Square Error (ISE) and the second one is 
the number of points. This enables to have a trade-off 
between the precision of the result and the number of 
line segments, thanks to elements of the Pareto front. 
One can note that the use of a discrete objective 
(vertices number) guarantees itself the diversity on the 

Pareto front, we do not need to specify any minimal 
distance between any couples of solutions of the Pareto 
Front. For the computation of the ISE, the error is 
computed both in the case of line-segments and 
circular arcs and the best solution is kept as Pi. Circular 
arcs are obtained using a LMS approach [4]. 
 
4. Experimental results 
 

In order to assess the performances of the proposed 
algorithm, it has been applied to the four broadly used 
digital curves presented in [14] and proposed in Fig. 3. 

a) b) 

c) d)  
 
Fig. 3. The four digital test curves 
 
Such tests allow to test the performances of the 
proposed algorithm versus those of published 
approaches. For each of these curves, the program has 
been run for 2000 generations, using a population size 
of 100 individuals. Such a parameter set involves 
about 8000 calls to the evaluation method (see the 
algorithm below). The mutation rate has been fixed to 
0.05 and the crossover rate to 0.6. As said before, the 
output of the presented algorithm is not a single ISE 
for a number of vertices given a priori. It consists in 
the whole Pareto front of the optimization problem. 
That is why the result is a set of couple (ISE – number 
of vertices). As an example, figure 4 shows the set of 
couple obtained at the end of the algorithm applied on 
the “semicircle” curve. Another remark has to be done. 
Since GA are stochastic, results may be different at 
independent runs. That is why, in these experiments, 
we give (table 1) both the best (B) and the worst (W ) 
ISE for each number of vertices obtained after 5 
independent runs on each curve. The obtained results 
can be compared with the results of table 2 issued from 
an existing comparative study [4]. As one can see on 
table 1 and 2, results obtained using the GA approach 



enables to obtain competitive results. Moreover, theses 
tables also show the stability of the proposed approach 
since best (B) and worst (W) results are generally the 
same for the 5 runs. 
 

 
 
Fig. 4: Two obtained approximations  
 
Table 1 : Results obtained using the GA 

Fig 3a Fig 3b Fig 3c Fig 3d 
N B W N B W N B W N B W 
4 6.9 6.9 12 43.5 43.9 5 5.2 5.9 9 4.6 4.6 
5 6.1 6.1 14 22.1 22.7 6 3.0 3.4 10 2.4 2.4 
6 5.7 5.8 16 10.7 10.7 7 2.6 2.8 11 1.9 2.0 
7 5.4 5.7 18 7.3 7.4 8 2.3 2.3 12 1.6 1.7 
8 5.2 5.2 25 3.2 3.3 9 1.9 1.9 13 1.4 1.4 
12 4.2 4.4 27 2.9 3.0 10 1.5 1.5 14 1.2 1.2 
14 3.8 4.0 29 2.7 2.8 11 1.2 1.3 15 1.0 1.1 
22 2.3 2.4 31 2.6 2.8 13 0.7 0.8 16 0.9 1.0 
 
Table 2 : Best results found in the literature 
for the approximation of the curves of figure 3  

Fig 3a Fig 3b Fig 3c Fig 3d 
N° ISE N° ISE N° ISE N° ISE 

4 6.9 16 10.9 6 3.0 10 2.6 
6 6.4 18 7.4 8 2.3 11 2.1 
12 10.9 27 8.8 9 2.0 15 1.2 
14 17.7 29 14.9 13 5.9   
22 20.6 31 1.6     
 
5. Conclusion and future works 
 

In this paper, we have proposed a new approach for 
the approximation of curves. This approach is inspired 
from previous approaches in the way that it considers 
the polygonal approximation as an optimization 
process. The fundamental difference with the existing 
approaches lies in the fact that we use a multi-objective 
optimization process while other contributions only 
optimize a unique objective, that is to say the ISE. One 
can see several interests in such an approach. As many 
solutions are proposed, the user or the system may 
choose the optimal solution regarding its constraints. 
Another interest is to offer the possibility to add a new 
objective easily. As an example, such an approach may 
be used for the vectorization of shape contours by 
adding a parallelism constraint. 
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