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Abstract. The widespread deployment of communication networks has facilitated the 
sharing and exchange of spatial data between producers and users spread out over different 
locations. These users are not necessarily located at the same sites neither belong to the 
same organizations, but must cooperate. Spatial data is used to help user making decision in 
this context. Data is updated in parallel, depending on the requirements and, consequently, 
at different levels of detail and quality. Problems then arise during the integration of 
evolutions originating from multiple sources into the final user’s dataset. To solve these 
problems, we propose an overall process of integrating evolutions that will, on the one hand, 
allow the filtering out of evolutions that are irrelevant to the end user and, on the other, to 
detect and process conflicts caused by the updating. 
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1 Introduction 

The widespread deployment of communication networks has facilitated the sharing and 
exchange of spatial data between producers and users spread out over different locations. 
For example, the Languedoc Roussillon regional authority wants to constitute an 
observatory to support the sustainable and integrated management of its coastal area. This 
implies that experts in various fields must work together and take decisions that will 
impact on the future observatory. These users are not necessarily located at the same sites 
neither belong to the same organizations, but must cooperate. Spatial data is used to help 
user making decision in this context. Thus, the information is not centralized, data is 
distributed and also might be replicated at each site and users could periodically be 
disconnected from the network, for example, while a mobile user takes field 
measurements. However, information (data and updates) must be regularly exchanged to 
ensure a good collaboration between all the parts involved in this program 



In this context, data is updated in parallel, depending on the requirements and, 
consequently, at different levels of detail and quality. Nevertheless, multidirectional 
exchanges have to take place to ensure cooperation and coordination between the various 
actors. Problems then arise during the integration of evolutions originating from multiple 
sources into the final user’s dataset. In fact, the updates received can even be in conflict 
with the user dataset and thus lead to inconsistencies. Moreover, they are not necessarily 
relevant to him. These two problems can cause a lot of troubles in a decision making 
process. 
To solve these problems, we propose an overall process of integrating evolutions that will, 
on the one hand, allow the filtering out of evolutions that are irrelevant to the end user 
and, on the other, to detect and process conflicts caused by the updating. Thus, we propose 
a mechanism to detect conflicting updates linked to the data types handled and some 
procedures to reconcile diverging writes which are best suited to the final user. 
This strategy relies on the prior establishment of a spatial data infrastructure [11],[13] in 
which a communications network is defined, the users and their different roles are known, 
the useful metadata has been specified and wherein the exchange of updates can be 
conducted according to a common strategy. To this end, we have defined a model that 
allows the specifying of the links between all three entities involved in the infrastructure : 
the data, the actors and the evolutions; and also defined a metadata profile conforming to 
the ISO 19115 standard to help manage the evolutions in a decision making context. 
This strategy is therefore original in the way it relies on standardized metadata to provide 
reconciliation solutions by taking into account the needs of the user. 
In this paper, we will first outline the problems of consistency of replicated data. Then we 
will present the strategy that we have defined for integrating multi-sources evolutions. We 
explain the general approach of the process by describing each of the stages we have 
implemented and in section 4, we present the metadata model used in the strategy. Finally, 
we analyse the obtained results and conclude. 

2 Consistency’s problems of replicated data in a decision making 
context 

Optimistic replication is a very active field of research in database and systems studies [3] 
[10]12] [15]. 
The main characteristics of an optimistic replication system are [14]: 

• Each replication site has a copy of shared objects which it can modify freely at 
any time. 

• The update is executed immediately locally, then sent to the other sites for later 
execution. 

• All writes are accepted a priori, which means that the updates are potentially 
concurrent and can be the source of inconsistencies. 



• The resolution is effected a posteriori during the synchronization, which detects 
possible conflicts. 

In optimistic replication, there is consistency when the system converges to a common 
final state, i.e., when the copies become identical at the end of the propagation of all 
operations on every site. However, in geographic information, the consistency is ensured 
when the data produced does not represent an absurd view of the real world [2]. This 
means that conflicts that may lead to inconsistencies during integration into the target 
dataset have to be defined and processed. Three main types of conflicts are generally 
mentioned in the literature: model conflicts (data-representation model, geometric model, 
topological model, etc.), structural conflicts (grouping, generalization, etc.) and semantic 
conflicts (interpretation depending on local context) [1]. In our study, we assume that 
model and structural conflicts are handled further upstream and we limit ourselves to 
handling semantic conflicts, which can be divided into two categories: spatial conflicts 
(topological and geometric) and thematic conflicts (attributes). We’ll see that the 
convergence, in the sense of equivalence of copies, is not systematically ensured.  
The problem of concurrence of replicated data has been studied by the systems [3] [7] and 
database [12] [15] communities. Protocols have been defined but most of them, assume 
the existence of a reference server for data centralization. The mechanisms used in 
geographic information are the ‘check-in, check-out’ approach [4] and versioning [7]. In 
the first case, other users are locked out from the data until the updates are integrated, the 
second requires a centralized server to hold reference data. Neither of these methods is 
therefore fully suitable for our distributed context where the data is replicated on every 
site, can evolve in parallel and differently, and has to be available to users.  
In addition, in the framework of decision making, different consistency levels (strong, 
weak, intermediate) are desired depending on the type, the localization, the role, the goals 
and the requirements of the users. Indeed, users which handle these spatial data have 
different roles  

• Producers must supply reference information and prepare future datasets. They 
use substantial hardware resources to update their data and then to share it with 
the other users. The goal here is to gather quality information to be able to obtain 
a reliable and precise dataset. An effort is made to minimize the appearance of 
inconsistencies during the integration of evolutions into the producer’s dataset. 
The consistency level is therefore considered strong. Consistency constraints 
which allow the resolution of conflicts are defined from the very beginning of the 
mission. They do not depend on the context, nor can be changed. This ensures the 
convergence between producers, in the sense of equivalence of copies. 

• In our context, two different types of users are considered : 
o The simple users’ role is to consult data to be able to make decisions. 

They cannot update their data, nor share it – but can receive it from 
other users. The goal here is to gather a maximum amount of 
information relevant to a particular requirement, irrespective of its 
quality. We accept here that inconsistencies will appear when evolutions 



are integrated into the user dataset. The consistency level desired can be 
considered weak. Consistency constraints are defined depending on the 
context (user requirements, urgency of the situation, work to be done, 
etc.) and can change over the time. The convergence is therefore not 
ensured here. 

o The operational users (mobile or not) have a dual role: rapidly supply 
updates to local users and to send back the information entered to the 
producers. These users only have simple hardware resources to update 
their data and then to share it with the other actors. The goal here is to 
supply a maximum amount of information while retaining a certain level 
of quality. We try to limit but nevertheless accept some inconsistencies 
during the integration of evolutions into the dataset. The consistency 
level aimed for is therefore intermediate. The consistency constraints 
depend on the context and can change. Convergence is therefore not 
ensured. 

Therefore, in such a context, we have to manage the consistency at different levels of a 
geographic dataset’s different replicas during the integration of evolutions originating 
from different sources. Convergence, in the strictest sense of the term, is ensured only for 
the producers. 

3 Integration strategy of multi-sources evolutions 

To resolve the problem of consistency of replicated spatial data, we propose an overall 
integration process of evolutions whose objective is to facilitate integration of a 
continuous stream of evolutions originating from multiple sources into a particular dataset. 
This strategy does not aim for a strict convergence for all the users. Here, we explain first 
the general approach of the strategy by describing each of the stages we have defined. 
Then, we show how these stages are organized into the overall strategy.  

3.1. General approach 

Figure 1 shows the general approach of the integration strategy. It consists of three stages 
and can be applied to a user dataset located at different sites, for which evolutions 
originating from different sources are destined. For updating the user’s dataset, it is 
necessary to execute all three stages of the integration strategy. 
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Figure 1: Integration strategy of updates into a user dataset 

 

The first stage consists of the evaluation of the relevance of the evolutions. The aim of a 
process to verify the relevance is to filter out, from amongst all the evolutions, those that 
are not relevant to the user and which, if integrated, would risk impairing the external 
quality1 of the user’s dataset. The solution that we recommend for this filtering relies on 
the matching of metadata associated with evolutions and with the users’ needs and is based 
on the work of Jeansoulin [9] and Vasseur [16]. We draw inspiration from this work for 
evaluating the external quality of a set of evolutions with respect to the usage the end user 
could put it to. At the end of this stage, the set of evolutions proposed for the integration 
only contains those evolutions that are relevant to the target user. Finally, this stage 
reduces the sets of evolutions to be integrated to a restricted and relevant number of 
evolutions.  
The second stage concerns consistency checking. The goal is to detect and process any 
possible conflicts that could result from the multiple origins of the sets of evolutions. We 
have seen that we have to manage the consistency at several levels, levels which we 
determine based on the role and objectives of the actors into the infrastructure. We 
therefore propose a two-phase protocol that allows, on the one hand, the detection of 
conflicts which can lead to inconsistencies and, on the other, offers routines for the 
reconciliation of conflicting evolutions as a function of the desired level of consistency. In 
addition, we have to verify the consistency between the actor’s data and the proposed 
evolutions and between all the evolutions which are candidates for integration. In fact, 
within the infrastructure, several actors are responsible for updating datasets and an 
evolution of a real-world phenomenon could have been entered several times, at different 

                                                                    
1 The external quality is defined as being the suitability of specifications to the user’s requirements. 



locations or at different times. These evolutions and this data can then clash with each 
other and thus lead to inconsistencies. 
We have specified three types of conflicts: update conflicts (modification or deletion of an 
existing object), topological conflicts (intersection or overlapping of objects) and the 
conflicts of creation (multiple creations of a same object). We use the structure of the 
evolutions defined in the infrastructure (object identifiers) and geometrical processes (tests 
on the spatial relationships between objects and matching techniques) to then detect 
possible conflicts during the first phase of the protocol.  
The reconciliation protocol (second phase of the protocol) is called upon when one or 
several conflicts have been detected during the previous phase. This process’s objective is 
to provide a solution suitable for resolving the conflict(s). The result depends on the 
desired consistency level and the desired balance between quality and quantity. The 
reconciliation protocol we propose is original in its use of the metadata associated with the 
entities of the DAE model to offer a result commensurate with the actors’ expectations. 
Metadata included with the evolutions and the data provides information such as on its 
quality and its origin2. This information allows the process to compare the items with the 
user’s expectations. Thus, when a conflict has to be processed, the process can make a 
choice and propose a reconciliation which depends on the desired consistency level and 
usage. The reconciliation process consists of several stages: 

• First, a comparison of metadata associated with the items in conflict is made with 
the actors’ metadata and a calculation for measuring the quality specific to each 
of the item’s characteristics (geometry, attributes, reliability, etc.) is made. This 
part is based on the work done on the calculation of utility by Grum and Frank 
[5] [6].  

• Then, we calculate a measurement of overall quality for each item in conflict to 
be able to obtain a result that is a function of the final user’s expectations and of 
the desired consistency level. This part is based on the work of Vasseur [16]. 

• Finally, a comparison of the overall quality measurements of the items in conflict 
is made and the item found to be the most relevant is chosen for future 
integration. This part can be executed automatically, semi-automatically or 
interactively.  

At the end of this stage, we obtain a set consisting of relevant and non-conflicting 
evolutions that we can integrate into the user’s dataset.  
The third and final stage allows the integration of the evolutions that have already been 
processed into the user’s dataset. We use update sessions for two main reasons: to limit the 
actions on the user’s data and to obtain persistent states of the user’s dataset. In fact, since 
multi-source evolutions arrive in a continuous stream, several updates concerning the same 
object can be received. If integration was done immediately, i.e., as and when an update 
which has already been processed was received, one would have to undo and redo the 

                                                                    
2 The metadata model is explained in more detail in section 4 



actions, with attendant problems of repositioning. Using sessions also allows us to have 
dataset states that can be considered stable at given instances. If necessary, we can easily 
revert to these states – in case modification logs are preserved. The frequency of update 
sessions is closely linked to the consistency. When the desired consistency is weak and the 
goal is to obtain a maximum amount of information, it is advisable to reduce the time 
between sessions so that datasets can be updated as frequently as possible even if 
operations have to be often undone and redone. On the other hand, when strong 
consistency is desired for preparing future datasets, it makes sense to increase the time 
between update sessions so as to minimize operations on the data. 

3.2 Sequencing of stages in the integration strategy 

The first stage (verification of the relevance) takes place as soon as sets of evolutions are 
received (see Figure 2). The second and third phases take place only in mutual exclusivity. 
They can take place several times during the execution of the integration strategy’s overall 
process. In fact, an update session can be triggered at any instant, for example, when all 
the proposed evolutions have been processed, or at periodic dates, pre-programmed before 
the start of the mission, or even at user request. In addition, the set of non-conflicting 
evolutions derived from the consistency checking phase serves as an entry point to the 
update session because it constitutes the set of evolutions to integrate in the user’s dataset. 
The consistency checking stage should therefore be stopped as soon as an update session 
is triggered. As soon as the update session ends, consistency checking resumes if there are 
still remain evolutions to be processed or if new ones have arrived in the meantime. 
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Figure 2: Sequencing of the integration strategy 



4 Metadata model 

We use metadata associated with the user, the data and the evolutions in two stage of the 
process: first, to filtering the data that are not suitable for the end user and second, to 
reconcile conflicting data which can provoke inconsistencies into the user dataset.  
 
To supply shared and consistent knowledge of data between different communities, we 
have to standardize the metadata [17] [18] [19] [20]. Standards for describing metadata 
have been developed and provide a common base to the users [21] [22]. The use of 
normalized metadata in the infrastructure thus promotes interoperability between 
different actors and systems. 

 

The standard that draws the most attention nowadays is [8]. The ISO 19115 standard 
defines a large set of metadata elements so that it can be used by several different types 
of users. However, a community of a given set of geographic-data users normally uses 
only a part of the different metadata elements defined in the standard and, in spite of the 
wide variety of elements, often needs to add elements not specified in the standard. ISO 
19115 allows this thanks to the possibility of defining community profiles. A profile thus 
allows use of the standard restricted to a subset of mandatory elements and also extended 
by the addition of missing sections, entities and elements. 

ISO 19115 has been designed to provide information on the use and exchange of datasets. 
The evolutions sets and basic evolutions (creation, deletion or modification) are not 
included in the standard. It is therefore not currently possible to provide metadata relating 
to a set of evolutions that we would want to provide to a user who already possesses the 
reference dataset. 

Consequently, metadata elements have to be added to take these new requirements into 
account. We thus propose to extend ISO 19115 to encompass evolutions. Towards this 
end, we have created a metadata profile to manage evolutions. 

Quality metadata defined by ISO 19115 are used to describe the data quality from the 
producer’s point of view, which is not sufficient for our context. We therefore propose to 
add quality elements to take the user’s point of view into account. We also restrict some 
elements of the standard which are not useful to us. 

In ISO 19115, all the information on the quality is available thanks to a set of quality 
measurements accessible via the DQElement class of which only the name (attribute 
nameOfMeasure) and the result (attribute result) of quality measurements are specified in 
the profile (see figure 3).  



We have then added a sub-class MU_Usability3 to be able to judge the evolutions’ ability 
to satisfy the usage the user may put them. This element indicates the degree of the 
evolutions’ conformity with the usage that a given user type may put them to. This class 
has two attributes to indicate the type of user concerned by the quality measurement 
(attribute finalUserRole) and the site where the user is located (attribute 
finalUserLocation).  

 

Figure 3: Figure 2: Quality elements in the profile 

 

Finally, the expression of the result of the quality is shown in figure 4. The results 
available in the standard (DQ_QuantitativeResult and DQ_ConformanceResult) can be 
easily supplied by a producer but with difficulty, or not at all, by the other users. In fact, 
some users do not even have the technical means to evaluate the evolutions accurately 
and have to judge by themselves the quality of the updates they have made. We therefore 

                                                                    
3 The prefix MU_ is associated with the name of the profile in one context of work 



think that the quantitative results are not sufficient to describe the information on the 
evolutions’ quality and we have thus added qualitative elements to be able to judge the 
evolutions’ quality in a more flexible manner. To this end, a class MU_QualitativeResult 
class has been created. It allows us, on the one hand, to quickly see whether non-spatial 
information attached to the basic evolutions has been correctly documented (attribute 
documentation) and, on the other, to see what are the types of errors that the updates may 
contain (attribute errorType of type MUerror). 

 

 

Figure 4 : Figure 3: Expression of the quality result in the profile 

 

Infrastructure users do not all have the same requirements as far as evolutions are 
concerned. These requirements depend on several factors such as the user’s role, the site 
where he is located, etc. 

Indeed, a certain number of consistency constraints linked to the dataset used and to the 
technical methods available have to be defined for each actor. In fact, an infrastructure 
actor has a dataset that is, admittedly, derived from a unique reference set, but which may 
have been transformed so that it can be used by the user’s system. 

This entire information (needs and constraints) constitutes the actors’ metadata. The 
needs are not fixed and can change over time. On the other hand, the constraints are 
imposed at the beginning and cannot be changed. 



We have specified several criteria defining the entirety of user needs, such as the 
maximum spatial extent, the minimum occurrence date, the different thematic layers and 
the type of evolutions required. Also specified are the minimum geometric and semantic 
accuracies, as well as the reliability. 

The list of consistency constraints has, on its part, been defined by spatial constraints 
(geometric accuracy, minimum resolution, etc.), semantic constraints (quantitative and 
qualitative accuracy) and context constraints (type of sources allowed, occurrence date 
and maximum extent of the dataset, etc.). 

5 Validation/Results 

 

The context of simulation that we have selected is that of an actor with a dataset derived 
from a reference set but which he has changed to suit his environment and his 
requirements. Evolutions originating from other infrastructure actors are proposed to our 
reference actor for possible integration. The baseline data used in our simulation 
environment are vector data format. Evolutions are furnished in an incremental format. 
 
We have focused on the consistency checking part of the integration strategy. In particular, 
we have wanted to show that while the automatization of the process of concurrency 
control proves difficult in some circumstances, the case for the use of metadata for the 
reconciliation of conflicting data is convincing. 
To validate the concurrency control, we have considered three evolution products. These 
products are derived from the updating of a reference dataset. In addition, we consider that 
the actor’s dataset has already been updated by the actor himself, and thus differs from the 
reference dataset. For each product, we have undertaken automatic control and we have 
then verified it interactively. We have compared the results obtained using the 
mathematical concepts of precision4 and recall5.   
 

 

 

 

Evolutions Number of Number of Number of Precision Recall 

                                                                    
4 The precision is the number of correct results obtained divided by the total number of results. 
5 The recall is the number of correct results obtained divided by the desired number of correct results. 

 



Product evolutions conflicts to 
detect 

detected 
conflicts 

Product P1 14 evolutions 17 19 89% 100% 

Product P2 21 evolutions 36 36 100% 100% 

Product P3 41 evolutions 43 45 93% 98% 

Tab 1 : Result of concurrency control 

 
As anticipated, an analysis of the results shows that the use of identifiers greatly facilitates 
the concurrency control for those update conflicts that relate to modification or deletion 
types of evolutions (100% of conflicts detected for each product). However, this would 
require an effort to transform the datasets which do not yet use identifiers. We also 
observe that the automatic process for concurrency control that we have implemented 
detects some conflicts incorrectly (precision of 89% and 93% for two of the three products 
tested). In particular, we observe that the process detects a greater number of creation 
conflicts than actually exist and that these conflicts do not take place in reality. (Between 
evolutions of the creation type on the ‘infrastructure road network’ layer and the user data 
of product P3, 6 conflicts were detected – whereas only three should have been – and 3 of 
them proved incorrect.) This is due to the fact that the conflicts of creation are detected 
using a technique of geometric matching for which we have to define a threshold beyond 
which we consider the data matched. Depending on this value, we obtain more or fewer 
matched objects. The difficulty lies in defining this threshold value to obtain optimal 
results. Specifically, we have to find values that lead to a maximum number of matches 
without adding any false matches. To this end, we conducted several tests with different 
thresholds before obtaining matches which seemed to us to provide us the best results for 
our application context. The solution we finally retained leads to the detection of an 
acceptable number of real conflicts while limiting the number of incorrect matches. (The 
values for recall that we have obtained are always above 75%.) Nevertheless, in view of 
these results, we can state that the detection of conflicts using matching has proven the 
process most difficult to automatize. 
 
As far as reconciliation is concerned, we have considered the situation in which some data 
and an evolution were declared to be in conflict and need to be processed. To be as close 
as possible to our study’s real context and to estimate as best as possible the reconciliation 
results, we have simulated the following two cases: in the first, the reference actor has 
requirements that can change over time. In the second case, the reference actor is a 
producer whose requirements were fixed at the beginning of the mission and cannot 
change. Proceeding in this manner, we can illustrate the reconciliation process as a 
function of each actor’s own constraints and as a function of the consistency level inherent 
to his role within the infrastructure. The process calculates a quality measurement, and 
then normalizes this measurement to obtain a result between -1 and 1. Closer the quality 
measurement is to -1, better is the external quality. 



The overall quality measurements obtained from this simulation shows results that vary 
depending on the actor’s role within the infrastructure (and thus the expected consistency 
level).  
 

 Producer Users 

Evolution -0.2246 -0.3118 

Data -0.437 -0.17 

Tab 2 : Overall qualities measurements 

 
In fact, we see in particular that the evolution will be more suited to the user’s 
requirements whereas the data will suit the producer better. The process will therefore 
have a preference for one or the other conflicting data depending on the actor who will 
finally use the data after the integration. This result proves that it is possible to develop a 
reconciliation process which uses the information present in the metadata to be able to 
propose a choice between conflicting data. It does so by considering, on the one hand, the 
actor’s requirements and constraints, established depending on his role within the 
infrastructure, and, on the other, the consistency levels desired for the different datasets to 
be used. 

6 Conclusion 

We have proposed a strategy for integrating evolutions that can manage a continuous 
stream of evolutions arriving from multiple sources in a context of decision making. This 
method, applicable to each site, relies on standardized metadata to arrive at the most 
suitable solution when confronted with a conflict and guarantees a result based on the 
desired level of consistency. This method thus promotes interoperability between different 
systems implemented and facilitates cooperation between actors. 
Our strategy is divided into several stages, each designed to process a problem relating to 
the exchange and integration of multiple evolutions. To begin with, we deem it necessary 
to evaluate the relevance of the evolutions to filter out those that are not relevant to the 
end user’s requirements. Then we use a process we have developed to check the 
consistency. This process consists of a concurrency control, which allows conflicting data 
to be detected, and of a reconciliation phase, which chooses which of two conflicting data 
is to be integrated. We show the utility of using normalized metadata during the 
reconciliation phase to be able to provide information necessary for making the best 
choice. This is done by considering, on the one hand, the user’s requirements and 
constraints – as established by his role within the infrastructure – and on the other, the 
desired consistency levels for the different datasets to be used. Finally, in conjunction with 



the consistency checking process, we have chosen to use update sessions to conduct a 
coherent integration of evolutions into the reference actor’s dataset. In addition, we have 
shown the relative sequencing between these two final stages in the integration strategy. 
One of the perspectives that we have been able to bring to this study is to continue to 
explore the aspect of the suitability to the user’s requirements. This would allow us to 
further improve our results, both during the filtering out of irrelevant evolutions and 
during the reconciliation of conflicting data. 
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