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Abstract: In this paper, we consider the general problem of technical document interpretation, 

applied to the documents of the French Telephonic Operator, France Telecom. More precisely, we 

focus the content of this paper on the computation of a new set of features allowing the 

classification of multi-oriented and multi-scaled patterns. This set of Invariant is based on the 

Fourier Mellin Transform. The interests of this computation rely on the excellent classification rate 

which is obtained with this method, and also on the possibility to use this Fourier Mellin transform 

within a “filtering mode”, that permits to solve the well known difficult problem of connected 

character recognition. 

Keywords: Invariant Moments, Character and Symbol Recognition, Feature Extraction and 

Classification, Engineering Drawing. 
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Symbol and Characters Recognition : Application to Engineering 

Drawings 

 

1. Introduction 

 

The current improvements of intranet structures allow large companies to develop internal 

communications between services. Nevertheless, the representation of the heritage of huge 

companies like network managers firms is often represented through paper documents, which can be 

either graphic or textual. As a consequence, the sharing of these kind of information will stay very 

difficult as long as the storage format will not be digital. This explains the current development of 

studies concerning the automatic analysis of cartographic or engineering documents which comes as 

a result of the growing needs of industries and local groups in the development and use of maps and 

charts. The aim of the interpretation of technical maps is to make the production of documents 

easier by proposing a set of stages to transform the paper map into interpreted numerical storage 

[Boatto 1992a, Joseph 1992, Ogier 1998b, Vaxivière 1992]. 

In this paper, we focus our attention on an original technique which takes place among these stages 

since it allows the recognition of multi-oriented and multi-scaled objects. The application which is 

considered in this paper is the automatic analysis of a French Telephonic operator documents, 

France Telecom. The paper will be organized as follows. 

Although this paper does not deal with a global interpretation strategy, in the second section, we 

will give a short description of the general CAD conversion problems in order to justify the 

development of this new multi-oriented and multi-scaled pattern recognition tool. 

Then, in the third section, we will focus on the pattern recognition problem and we will give in this 

context a synthesis of the bibliographic sources dealing with multi-oriented and multi-scaled pattern 

recognition problem. In the fourth part, we will then propose our new pattern description tool, based 
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on a set of invariant issued from the Mellin Fourier Transform. This part will also include the 

description of different modes of utilization of the Mellin Fourier Transform, that permits to solve 

the difficult problem of  connected patterns recognition.  

In the fifth section, we will then present how this Multi-oriented and multi scaled OCR, based on 

two utilization modes, is integrated in our global system. Then, in the sixth part, we will present the 

strategy that we have adopted for implementing, testing and comparing our method with classical 

tools. Statistical results will also be provided in this part. Finally, in the conclusion, we will try to 

have a critical point of view of our approach and we to propose our ideas in terms of future works. 

 

2. Usual CAD conversion devices 

2.1. General CAD conversion process 

The CAD conversion process is quite the same in all the cases and generally consists of 5 

successive stages (see Figure 1). At first, it consists in scanning the black and white images (stage 

1) at a resolution which is generally within a range going from 400 to 1200 dpi, depending on the 

richness and on the complexity of the document. 

 

Figure 1 : Interpretation device Yu [Yu 1997] 

 

Then, a vectorization process is implemented, allowing to transform the “image” or “raster” 

representation into a “vector” or “spaghettis” one. At the issue of this process, a post-processing of 
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the vector’s data (stage 2) allows to suppress the different artifacts that appeared during the 

scanning and vectorization processes. Then, a “segmentation subsystem”(stage 3) allows to process 

vectors and symbols by dissociating them on different layers, on the basis of a set of rules. Actually, 

this subsystem allows to separate the symbols/characters which are connected to linear objects, as 

far as it is possible. The “interpretation subsystem” (stage 4) provides a high level of interpretation 

of the document, relying on a basis of the objects described by the system. In order to perform this 

stage, a software components library is very often used in order to find a good matching between 

the processed objects and some “model” objects. Finally, at the end of the global process, a 

checking stage of the results of the interpretation is generally performed by a human operator. This 

user correction cycle can become a very time consuming problem when the size of the document is 

large or when the document is semantically rich or dense. Indeed, in this correction cycle, generally, 

the user has not any clue allowing him to locate easily the mistakes made by the system. As a 

consequence, this checking stage must generally be performed systematically on the whole image. 

In some cases, this “heavy” task can be made easier when the system has at its disposal a set of 

external data (alphanumeric data base, for instance), that permits to help the user by verifying the 

relevance of the extracted data and thus to pilot the correction. 

This kind of “traditional” approach is put into question by some works integrating some notions of 

construction cycles by using some interactions between the subsystems. One can find this kind of 

approach in the works of : Joseph [Joseph 1992], Den Hartog [Den Hartog 1996a], Ogier[Ogier 

1998b] and Pasternak [Pasternak 1995]. 

 

2.2. Low level software components in CAD conversion devices 

Even if this paper does not deal with the large set of low level software components, it appears 

important to us to provide to the reader a short survey of the previous and current studies, the results 

of some of these works being integrated in our system. From our point of view, this subject 

constitutes the richest bibliographic source, since many authors propose algorithmic solutions for 
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the extraction and the recognition of graphical entities.  

Extraction and recognition processes of these graphical entities are generally applied on black and 

white images. Nevertheless, some authors propose some solutions performed on Grey level images 

[Den Hartog 1996b, Kamel 1993, Trier 1995b]. Indeed, such processing of Grey level images 

allows particular supports such as noisy or deteriorated documents or calques to be interpreted. 

Indeed, for this kind of document, the thresholding techniques, which are directly integrated in the 

digitization device (scanner), do not produce images of a quality sufficient to allow reliable 

interpretation. On this point, Sahoo [Sahoo 1988] proposes a good state-of-the-art review of the 

thresholding technique in a general context. Concerning the processing of graphical entities, many 

bibliographic references have been presented since 1980. These papers deal with the separation of 

different graphical entities [Fletcher 1988], the vectorization of linear objects [Kasturi 1990, Lam 

1992, O’Gorman 1997], the segmentation of complex objects such as arcs and circles [Davies 1988, 

Liao 1990, Thomas 1989], dashed lines [Lai 1991], textures [Antoine 1991, Kasturi 1990, Ogier 

1993]. Many of these processing techniques can be considered as mature, as Tombre indicates in 

[Tombre 1998b][Dori 1995b]. Nevertheless, the most recent literature regularly proposes some 

relevant improvements dealing with residual problems [Tombre 1998a]: dashed lines [Dori 1996a, 

Kong 1996], vectorization [Di Zenzo 1996, Dori 1999b, Janssen 1997], dimension sets [Das 1997, 

Lai 1994], arcs and circles [Dori 1995a, Wenyin 1998b], and global systems to convert scanned 

engineering drawings into vectorized file [Chen 1996,Wenyin 1998a] 

On symbol and character recognition, many works can be found in the literature [Mori 1992, 

Chhabra 1998], some of them processing classical problems (structured documents) while others 

deal with specific constraints : maps, industrial documents, … However, some aspects of this 

pattern recognition problem are still the object of intensive research activities because of their 

specificity : multi-oriented and multi-scaled characters [Deseilligny 1995, Trier 1996], connected 

characters [Deseilligny 1995, Trier 1995a], connected symbols [Yu 1994]. This kind of problem is 

crucial since characters and symbols carry very important information about the contents of a 
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document : poor detection/recognition of such patterns leads to some very important problem in the 

interpretation process. In the next section, we focus on this problem of characters and symbols 

recognition. 

 

3. Characters and symbols recognition : classical approaches 

As we have said previously, analysis of textual information and graphic symbols is a fundamental 

step in the context of document interpretation. Indeed, this information is semantically rich and 

represents an important part of the sense of the document (quotation values, river names, equipment 

identifier…). This point explains the fact that the recognition of this textual information represents 

an important stake for interpretation devices. 

From a definition point of view, we will consider as “symbols”, the shapes the size of which is 

similar to the characters’ one. This definition takes into account the “alphanumeric characters” as 

well as the graphic symbols identified by A.Chhabra in [Chhabra 1998] 

Literature and commercial products let a wide place to Optical Character Recognition (O.C.R.) 

systems in a classical context : horizontal characters and known fonts. However, if we consider the 

problem of generalization to different orientation, the number of propositions decreases 

considerably. As far as we know, it is even possible to say that there is no reliable industrial product 

being able to recognize characters submitted to intrinsic variability. Nevertheless, in the context of 

text recognition on technical document, this kind of tools is really necessary. Indeed, in most of the 

cases, characters are written, with constraints and with an orientation which is the same as the 

object they describe. For instance, a road name will have the same orientation as the road. As a 

consequence, the orientation of graphical lines near a text string can constitute a very strong cue for 

estimating the orientation of the text string. The works integrating particular constraints like 

orientation or scale changes are quite numerous in the literature. Let’s note the works of Deseiligny 

[Deseilligny 1995] in the particular case of maps, and the one’s of Dori [Dori 1999a] based on 

NETS [Baffes] system and Trier [Trier 1996]. 
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Concerning the problem of text recognition in the case of an easy separation of each character, 

different techniques are generally used in a sequential order. These techniques concern respectively 

segmentation of characters, individual recognition of these characters and grouping them into words 

or texts. In  regard to classical and recent bibliography, these different points are presented  in the 

next section the name of which is "classical approaches. 

Nevertheless, a difficult point remains for the inter-connected characters recognition and for the 

management of characters touching graphical parts of the document. Dealing with this set of 

problems, a bibliographic synthesis is proposed in section 3.2., the name of which is "Connected 

Characters Management" 

 

3.1. Classical approaches 

Generally, from the system point of view, the processing of textual information is performed 

through 3 stages  

 

3.1.1. Characters segmentation 

This stage aims at isolating characters from other elements of the document. Most of the authors 

propose to detect characters by extracting connected components the size of which is pre-defined 

[Trier 1996, Fletcher 1988, Lu 1998, Shimotsuji 1994, Lai 1994, Langrana 1997]. Let us note here 

the original work of Dori's team [Dori 1996b, Dori 1999a] who proposes a segmentation based on 

parallelograms, called "Charbox" the orientation of which is relative to the character's one. This 

process allows to filter candidates as a function of precise dimensions without considering the 

orientation of the character. Furthermore, this principle is an interesting cue for the characters 

research ("text box"). However, these processes seem to be very sensitive to the variability of the 

shapes and can be applied only under very constrained characters representations (essentially 

mechanical charts). 

After this textual information segmentation, some "clustering" algorithms are applied in order to 
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link the characters into strings without any recognition. In this domain, a good reference is the work 

presented by Fletcher [Fletcher 1988] who proposes to detect these strings on the basis of Hough 

Transform and by using a set a simple heuristics. This algorithm requires three co-linear connected 

components in order to validate the presence of a string. In particular conditions, this methodology 

can lead to a set of confusion between dashed lines and text strings. More recently, Lu [Lu 1998] 

proposed a clustering methodology allowing to link a set of new connected components (NCC) 

based on a set of four heuristics (four predefined thresholds). Text orientation is estimated by 

minimizing the "bounding rectangle" through successive rotations of the image by step of 10 

degrees. 

3.1.2. Character recognition 

Problem dealing with recognition of multi-scaled and multi-oriented shapes constitutes a 

particularly difficult point in the design of robust technical document interpretation device. In this 

field of research, we may distinguished three main approaches: 

 

• The first suggests a preliminary computation of the shape’s orientation, and tries, through a 

normalisation and a rotation step, to obtain a pattern in a reference position which can be 

introduced into a classical OCR (Optical Character Recognition) system. However, methods 

based on such a strategy are not frequently used because of the lack of methods that enable a 

reliable computation of the orientation to be obtained. Moreover, distortions due to sampling 

errors appear during the geometric transformations that are needed to normalise the pattern. 

 

• A second approach consists in using a multi-layer feed forward classifier, fed by the original 

image of the pattern. In this kind of context, the classifier renders the problem invariant with 

respect to the desired transformations [Fukumi 1992]. However, this kind of strategy rises 

different problems, dealing with the loss of information during the normalisation stage and the 

constitution of representative data base [Lecun 1995]. As a consequence, the proposed 
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contributions are limited in regard with the range of angle variation. [Lecun] 

 

• The last approach, which is probably the most frequently used, consists in extracting from the 

shape a set of descriptors, which are invariant to the desired transformations. An excellent 

description of the state of the art in this domain can be found in Trier [Trier 1996]. Generally, it 

is possible to note that the features used to describe patterns independently from their position, 

size, and rotation, can be split up into two groups, as shown in the following. 

 

 Descriptors based on the global aspect of the pattern 

Many features can be used to describe the global aspect of a shape. Since the works of Hu in 1961, 

invariant moments [Hu 1962], which are based on combinations of regular moments, have been 

very frequently used [Rothe 1996, Reiss 1993]. Among them, one can thus cite Zernike moments 

[Teague 1980, Khotanzad 1990a, Khotanzad 1990b, Liao 1990] which consitute a reference in the 

domain, pseudo-Zernike moments [Teague 1980], Bamieh moments [Bamieh 1986], and Legendre 

moments[Chen 1996]. 

These invariant moments, which can be extracted from a binary or a grey-scaled image, generally 

offer properties of reconstructibility, thus ensuring that extracted features contain all the 

information about the shape under study. Good comparative studies about moment invariants can be 

found in [Teh 1988] and [Belkasim 1991], both showing the superiority of Zernike moments in 

terms of recognition accuracy. Among these results, Belkasim [Belkasim 1991] concludes that  6th 

order Zernike normalized invariant moments provide the best recognition performance. Indeed, 

good recognition rate reach 94,9 % whereas misclassifications rate just exceeds 5 % by using a 

KNN classification process. The used database contains only 320 prototypes distributed in 10 

classes of digits. Let's note that a mathematical transformation is indispensable for obtaining 

rotation invariance. Another interesting comparative study between Lengendre, Zernike and 

pseudo-Zernike moments is led in [Bailey 1996]. This study shows that Zernike moments of 7th 
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order, introduced in a KNN classification process provide the best results (about 91,7%) on a 

handwritten characters database. Although, these rates can not be considered as a reference, given 

the size of databases. Moreover, these studies also proved that moment-based approaches are 

sensitive to noise and that they are time-consuming, even if complexity optimisation methods can 

be found in the literature [Dai 1992, Lin 1991]. 

 

 Descriptors based on a local approach 

Besides the approaches presented above, a geometric invariant description can also be obtained by 

using features which are supposed to contain most of the pattern information. For example, outlines 

are commonly used in order to obtain patterns invariant descriptions. The most frequently used 

descriptions deal with Fourier descriptors [Pei 1992] or elliptic Fourier descriptors [Lin 1987]. Taxt 

[Taxt 1990] proposed a comparative study between these descriptors. This study  highlights their 

potential interest, in terms of simplicity and robustness. 

Especially, Taxt [taxt 1990] proposed to use elliptic Kuhl moments [Kuhl 1982] when characters 

orientation is known. This kind of technique is also used by Trier [Trier 1996] for character 

recognition on hydrographic maps. Authors claim to obtain a good recognition rate of 78 % for only 

2,3% of misclassification on a test set of 1760 hand-written characters. On the other hand, structural 

invariant features can also be extracted from characters or thinned characters [Boatto 1992a, 

Shimotsuji 1992, Shimotsuji 1994]. For instance, one can thus cite the number of occlusions, the 

number of T-joints or X-joints, the number of bend points. However, it has been shown that such 

features used alone do not lead to robust recognition systems [Mori 1992].  

Circular primitives, which are, by definition, well adapted to rotation invariant recognition, have 

been used in [Kita 1992]. These are based on the analysis of the shape through a set of concentric 

circles. In this kind of context, Lefrere [Lefrère 1993] proposed a set of circular strobes which 

permit to describe the shape around its centroïd. A comparative study, available in [Dudani 1977], 

shows that they yield better results than Hu’s moments. Nevertheless, this kind of approach stays 
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very sensitive to variability of the shapes [Lefrère 1993]. 

 

3.1.3. String construction 

The last step concerning recognition of textual information consists of the constitution of words. 

Heuristics are sometimes necessary in order to detect rupture in characters string. Let's note there 

the work of Deseilligny [Deseilligny 1995] whose algorithm, based on dynamic programming, 

permits to construct optimal strings by using constraints on orientation homogeneity. After this 

string reconstruction, the author proposes a syntactical verification in order to improve the 

robustness of the results.  

  

3.2. Connected Characters Management 

In relation with textual information analysis, another important set of problems deals with the 

characters/symbols which are connected together or connected to linear objects [Dori 1998]. Most 

of the proposed methods rely on the analysis of connected components. As a consequence, if we 

consider these kind of approach, an isolated character which is line connected can not be localized. 

From this point, the lack of literature highlights the difficulty of the problem. 

The processing of characters which are connected together seem to be the less complex problem. 

Actually, the proposed techniques generally rely on the successive stages. At first, they rely on a 

detection of  the connected characters sets, on the basis of the analysis of the connected components 

sizes. Then, classical segmentation/recognition techniques are applied, with or without a first 

righting stage of the shape [Casey 1996]. Casey proposed in his paper a synthesis of the characters 

segmentation methods dealing with horizontal texts. These kinds of techniques are not applicable 

when the characters are connected to graphical objects of the document : lines, textures, and so on. 

In that kind of context, the detection of characters which are connected with large connected 

components is much more complex, because of the difficulty to distinguish the features 

characterizing the text and the element on which they are connected. In order to separate textual 
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information, some research teams try to implement some image processing algorithms either based 

on morphological techniques [Lu 1998] or on local computation of binarization thresholds [Trier 

1995a, Trier 1997].  

On the other hand, some more structural techniques consist in processing the vectorized image. 

These kind of approach try to extract the set of vectors corresponding to potential characters or 

symbols [Shimotsuji 1994], or try to detect sets of vectors which do not match with the line model 

of the document [Nagy 1998]. Boatto [Boatto 1992b] proposed to detect the connected characters 

by using a technique based on "run-length" analysis. At each node, a local analysis is triggered in 

order to verify the line or character hypothesis. This analysis is based on a rule directed technique 

which integrates a set of heuristics. If a character is detected, some new constitution rules are put in 

place, on the basis of topological and geometrical constraints. As said in the paper proposed by 

Boatto, these rules are adapted to the analysis of the Italian cadaster and do not seem to be easily 

adaptable to other kind of documents. 

An interesting approach is proposed by Dori [Dori 1996b, Liu 1997,Dori 1999a]. From the 

vectorized image, a recursive process allows to constitute characters on the basis of segments 

corresponding to potential characters. This technique tries to cluster short connected segments until 

the constitution of a shape which can be included in a parallelogram the size of which is pre-defined 

("charBox"). 

Then, a combining of "charboxes" allows to validate the presence of characters strings, called 

"textboxes". This interesting process allows to discriminate lines from characters, but seems to be 

limited by the pre-defined size of the "charboxes".  

At last, Deseilligny [Deseilligny 1995] initiates a systematic connected character research on each 

extremity of each detected strings, and when the space between two connected components permits 

to emit an hypothesis about the presence of a connected character presence. In this case, the 

research of a character with the same font, the same size, and the same orientation as the analyzed 

string is performed. This character research operation is performed by trying to find an optimal 
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matching between a set of primitives based on masks corresponding to the character references, and 

the image zone on which the character is researched. In fact, a normalization stage is integrated in 

this process, just before the matching operation. Actually, in order to simplify the matching 

operation, the primitives which are retained correspond to a set of sampled points on the outline. 

The technique, which seems to be very sound, is well adapted for the detection of regular strings 

without any strong variability. Furthermore, it requires to have precise information about the font 

which has been used during the drawing process. However, since this technique relies on the pre-

detection of a string, it can not be used to detect isolated characters which are connected to the lines. 

 

3.3. Synthesis and justifications 

Given this large number of existing methods, one could argue that it is not necessary to develop 

new invariant features. Nevertheless, comparative evaluation studies [Belkasim 1991] have shown 

that the features presented above are not perfect in terms of recognition accuracy, especially when 

the images are noisy.  

On the other hand, the documents on which we are working have specific constraints which do not 

allow us to use the most interesting techniques proposed by the literature [Dori 1996b], especially 

because of the connected characters problem. Indeed, these kinds of technique rely on different 

points which have been presented in the previous parts, i.e. detection of alignments between 

connected shapes, parallelism between strings and linear objects, pre-defined sizes of the characters 

to be detected, and so, on. As said in the introduction of this paper, the variability of the textual 

information representation on our documents do not allow us to re-use this kind of technique. 

Indeed, on our documents, symbols/characters can be completely isolated (i.e. not integrated in a 

string). Furthermore, they do not necessarily have the same orientation as the objects on which they 

refer. At last, their size can be variable, as well as their orientation. 

Considering the set of arguments and the interest to develop a new technique based on theoretical 

and reliable concepts, we have decided to consider a new technique, based on Fourier Mellin 
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Transform. 

Furthermore, many of the previously presented techniques rely on the integration of contextual 

information (orientation, size, and so on) which are absolutely not necessary with our approach. As 

a consequence, our strategy is reinforced by the development of a low level technique, which could 

anyway be combined with the concepts presented in the bibliography. 

 

4 – The Fourier-Mellin Transform applied to character recognition 

As we said previously, a strong constraint in the global interpretation of the document comes from 

the fact that characters and symbols can have any orientation and size. The consequence is that the 

recognition procedure to be applied must be invariant with regard to any combination of rotation 

and scaling of a pattern, i.e. any geometric similitude transformation. 

Another strong constraint relies on the robustness of the recognition procedure. In fact, after the 

binarization step, many characters are still connected either together, or to the network, leaving any 

classical pattern recognition technique useless.  

The strategy that we propose covers both constraints within a uniform framework. It is based on the 

application of the generalized Fourier analysis to the particular geometric group of positive 

similitudes. More precisely, we make use of the properties of the Fourier-Mellin transform, the 

properties of which  are very interesting for our application. Basically, the technique developed 

herein is a combined use of the works of Ghorbel [Ghorbel 1994], Ravichandran [Ravichandran 

1995]. 

First, we will recall the definition of the Fourier-Mellin transform (FMT). Then, we will recall the 

analytic prolongation of the FMT (AFMT) and a set of complete and stable similitude invariant 

features, first proposed in [Ghorbel 1994]. Next we provide the reader with some considerations 

about the computation of the AFMT over square lattice data, and show some early experimental 

results of this technique. 
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4.1.The Fourier-Mellin transform (FMT) 

Let ( )f r,θ  be a real-valued function (the pattern) expressed in polar coordinates. The FMT of this 

function is defined as the Fourier transform on the group of positive similitudes: 

( ) ( ) ( )M q iq f
d
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ρ
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In this expression, i is the imaginary unit. It is well known that the Fourier-Mellin integral does not 

converge in the general case, but only under strong conditions for ( )f r,θ . 

 

4.2. Analytic prolongation of the Fourier-Mellin (AFMT) and properties 

In order to alleviate the above difficulty, Ghorbel [Ghorbel 1994] has proposed the use of the 

AFMT, defined as: 
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An important property of the AFMT (as well as the FMT) relies on the application of the shift 

theorem for the Fourier transform. Let ( ) ( )g fρ θ αρ θ β, ,= +  be a scaled and rotated version of 

( )f ρ θ, , then we have the following : 

( ) ( ) ( )~ , exp ~ ,M q iq M qg
i

fυ α θ υσ υ= − +0                                                                      (3) 

Taking the modulus of both terms in Eq. (2) yields features which are invariant under any rotation 

of the pattern but not under scaling. To obtain scale invariance on this basis, one could use the 

following set of features : 

( ) ( ) ( )[ ]I q M q Mf f fυ υ, ~ , ~ ,=
−

0 0
1

                                                                             (4) 

This set of invariant features provides a simple representation of shapes. However, it does not 

respect the completeness property, i.e. there is no bijection between the dual representations of a 

single pattern, since the phase information is dropped. 
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In [Chorbel 1994], the following set of rotation and scale invariant features was proposed: 

( ) ( ) ( )[ ] ( )[ ] ( )I q M q M M Mf f f
i

f
q

f
q

υ υ
υ
σ, ~ , ~ , ~ , ~ ,=

− + −
0 0 0 1 0 1

1
0                                  (5) 

Now if  ( ) ( )g fρ θ αρ θ β, ,= + , it can be easily shown that ( ) ( )I q I qg fυ υ, ,= . The two important 

properties of these features rely on: 

(i) their completeness : given the quantities ( ) ( ) ( ){ }~ , , ~ , ,M M I qf f f0 0 0 1 and υ , it is possible to 

return to the whole set of FM coefficients ( ){ }~ ,M qf υ , and thus to reconstruct ( )f ρ θ, , by using 

the inverse AFMT in the following way : 

( ) ( ) ( )f M q iq df
q

iρ θ υ ρ θ υσ υ, ~ , exp= ∫∑ +

R
0                                                          (6) 

(ii) their convergence : it is proven, in [Ghorbel 1994] that under the assumption that ( ){ }~ ,M qf υ  is 

a convergent set, there exists  x x∈ >R , 1  such that 
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υ υ,

/
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⎝
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⎞

⎠
⎟
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1

                                                                                  (7) 

One important consequence of the completeness and convergence of this set of invariant features 

lies in the existence of a metric in the shape representation space. 

 

4.3. Application to 2-D square lattice images 

Many difficulties and questions arise when trying to apply the AFMT to common images. The first 

one comes from the necessity to sample the quantity ( )~ ,M qf υ . However, this problem finds a 

simple solution by sampling the υ  variable and computing ( ){ } ( ){ }~ , ,M p q I p qf f and  for p ∈Z . 

Secondly, a unique pattern-invariant and pattern-representative point must be chosen as the center 

of development (CoD) of the AFMT. A reasonable a priori choice is to apply the AFMT at the 

centroid (center of gravity) of the pattern. For well-conditioned patterns (i.e. disconnected from any 
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other), the computation of the centroid is easy, and moreover it ensures that the shape will hold 

within a given radius, which will be of great interest in the following. 

The third and major difficulty is due to the square lattice structure of images. At present, two 

options are available for the processing of images, namely image interpolation in polar coordinates 

[Derrode 1997, Ghorbel 1994], or convolution with an appropriate filter bank in Cartesian 

coordinates [Ravichandran 1995]. 

With the first option, one has to compute the AFMT from Eq. (2) at the centroid of the pattern. This 

assumes that the image should first be interpolated in polar coordinates in order to cover the whole 

range of ] ] ] ]ρ ρ θ π∈ ∈0 0 2, ,max  and  ( ρmax being the maximum radius of the pattern). This 

technique may yield an important computation load, and may also introduce redundant information 

into the original data. 

With the second option, it is not necessary to interpolate the pattern within the 2-D square lattice. 

Indeed, one can observe that the discrete version of the AFMT calculated at the CoD ( )k l0 0,  of the 

pattern can be approximated in the following manner : 

( ) ( ) ( )
)(

~ , , ,,

max

M p q h k l f k k l lf p q
l

l
k
k

≈ − −

≤≤ +

∑∑ 0 0

1 22 ρ

     (8) 
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This means that the convolution of the pattern by a 2-D filter with the finite impulse response 

( )hp q, .,.  at the CoD of the pattern gives the AFMT coefficient of order ( )p q, . Note that all filters 

but ( )h0 0, .,.  are complex-valued. Also, it can be shown easily that the set of ( )hp q, .,.  filters is 

orthonormal with respect to the circular coefficient q, but not with respect to the radial coefficient p. 

Actually, a complete orthogonalization of the basis functions is tractable under special conditions 
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on the discretization of the υ  variable in Eq. (2), and on the values of σ ρ0 and  max  ; this 

orthogonalization was not performed in this work. Because of its simplicity, this second option will 

be kept for use in our application. Note that it also offers the advantage of a possible parallel 

computing of AFMT coefficients.  

In order to have an intuitive point of view of Fourier Mellin transform, we show on figure 2 

an illustration of a filter. As Fourier-Mellin transform corresponds to the decomposition of the 

pattern into circular (provided by the Fourier transform) and radial (provided by the Mellin 

transform) harmonics, it appears that the combination of both transforms in the FMT leads to basis 

functions which are spiral-shaped. The number of spiral « arms » is related to the q coefficient, 

while the p coefficient corresponds to the spatial frequency or « contraction  factor » of the spirals. 

 

Figure2: Real and imaginary parts of hp,q with p = 2, q = 3, and �0 = 2. 

 

Once the AFMT coefficients ( )~ ,M qf υ are available at the CoD of a given pattern, Eq. (5) is 

used to derive scale and orientation invariant features ( ){ },fI p q for this pattern. One can easily 

see that these features are all complex-valued, except ( )I f 0 0,  which is unity and ( )I f 0 1,  which is 

real-valued. Also, we have the following Hermitian property of the set of invariants: 

  ( ) ( )I p q I p qf f* , ,= − −         (10) 

where * denotes complex conjugation. This property allows to restrict the number of non redundant 

features to the set of ( ) ( ) ( ){ }p q p q p q, ; ; *∈ = ∪ ∈ ∈N Z N0 . In terms of computational 

complexity, such a strategy permits to reduce the number of elementary operations (complex 
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multiplication) to ( ) 22 1PQ P Q rπ+ + +  where ( )2 1PQ P Q+ + +  represents the number of filters 

and 2r  the number of points per filter. 

An example of invariant description ( ){ },fI p q (which will be used as features for the 

future classification process) for 5 different characters is given in the next figures. A set of 13 multi-

orientated digit patterns (from A to E) is presented in Figure 3. These patterns were analyzed with 

the filter bank { ( )hp q, .,. }, taking σ0 1= , ρmax = 20 , and setting p in the range -2 to 2 and q in the 

range 0 to 3. Such range values for p and q lead to 33 non redundant invariant features obtained 

through the use of 18 filters. The same patterns were also analyzed at a scale factor of 0.5, i.e. by 

simply undersampling one pixel out of two in each dimension of the original image of Figure 3. 

Figure 4 shows the invariant features which are obtained by using these filters: each line 

corresponds to the overlaying of the 33 invariant features extracted from the 13 versions of each 

particular shape (A, B, C, D or E). For instance, the first plot represents the overlaying of the 33 

invariants for each of the 26 multi-oriented and multi-scaled “0” shape. In Figure 5, we illustrate the 

completeness property of the invariants, and show the reconstruction of some patterns from the 

analysis by a set of 62 filters, giving 119 non-redundant invariant features.  
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Figure 3 : a set of 5 multi-oriented patterns 

 

Figure 4 : corresponding invariant features 

 

Figure 5: Reconstruction of patterns using the inverse AFMT and ( ){ },fM qυ%  

 

A

B

C

D

E
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5- Integration of character recognition tool in the interpretation device 

The aim of this section is to give some details about the Mellin Fourier description tool, which can 

be implemented within two modes, that we will respectively call “recognition mode” and filtering 

mode”. The utilization of one of these modes is triggered as a function of specific conditions 

detected by our intepretation device. Our technical drawing interpretation device is related to the 

general Artificial Intelligence problem, which can be specified by using a methodology such as 

object process methodology [Dori 1995c]. The aim of scene interpretation is to extract semantic 

information from digital images. It is difficult for an observer to recognize an object if he does not 

have any a priori mental representation of it. For an artificial interpretation system the problem is 

similar, and it is necessary to integrate this notion of a model if the aim is to obtain a representation 

close to that processed by the drawer of a map. 

In order to carry out this modeling, we start from the principle that the whole of the graphic 

document relates to a specific organization of all the graphical primitives (strokes, dotted lines...) 

and to the round-up rules for these graphical entities for object representation. In the case of 

engineering drawings [Antoine 1992, Joseph 1992, Vaxivière 1992] or cartographic maps 

[Deseilligny 1995, Kasturi 1988, Suzuki 1990], the problem is particularly complicated since it 

often requires the expertise of a specialist to interpret the document.  

In our approach, a model of the document is defined and image processing tools and interpretation 

operators are integrated into a general device, so that knowledge is constructed progressively, from 

the low level (pixel level) to the high level (semantic objects). At each level of our device, an 

analysis of the coherence of the data verifies that the constructed knowledge is in accordance with 

the defined model. When there are ambiguities between the constructed knowledge and the model, 

some specific operators are executed in order to solve the problem. 

Concerning characters and symbols, the general scheme of the strategy applied for this part of our 

device is presented in Figures 6,7 and 10. First, the different overlaying layers (see Figure 9.1.) are 

segmented thanks to the selection of morphological criteria [Ogier 1998a]. This operation separates 
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the urban, the network (see Figure 9.2) and the character/symbol layers (see Figure 9.3.). The 

character/symbol layer contains symbols and characters that may be either isolated or connected to 

each other. The network layer contains the network on which some characters may still be 

connected because of drawing faults or segmentation (binarization) errors. 

The symbol/character layer is first processed within a mode that we will define as 

“recognition mode” (see Figure 6). On this layer, most patterns are extracted by a shape extractor. 

Then, on each of these patterns, similitude invariant features are computed at the centroid of each 

extracted pattern, based on the Fourier-Mellin transform (FMT). This vector is then introduced into 

a preliminary calibrated classifier that proposes a response for unknown shapes. 

 

Figure 6 : Scheme for the isolated character recognition : Recognition mode 

 

The second mode, called “filtering mode”, deals with the characters that are connected together or 

the character that are connected to the network in the network layer : indeed, on the network layer, 

many symbols and characters may still be connected. For this layer, connected shapes are 

inconsistent with regard to the information that is to be stored in the Data Base. This is why 

detection and recognition of the characters and symbols are necessary in order to construct 

consistent information. This detection / recognition operation is performed thanks to the same tool 

as for the recognition mode, i.e. the FMT, applied in a filtering mode. 

 More precisely, the image is first convolved by the set of ( )hp q, .,.  filters and one tries to locate the 

pixels for which the response is pre-specified and may be recognized as the CoD of a known 
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pattern. For this, a set of invariant features is computed for each pixel and enters the classification 

method, as shown in Figure 6 and 7. The recognition of overlapping symbols and characters is thus 

made possible. In fact, this is for a major part due to the decay of the magnitude of ( )hp q, .,.  as the 

radius from the center point of the filter increases : in most configurations where characters and 

symbols are connected to each other, this problem occurs only at the vicinity of the external 

envelope of a given pattern. In such a case, the contribution of another overlapping pattern to the 

computation of ( )~ ,M p qf  at the centroid of the current pattern is small, and one can hope that the 

classification process will not be much affected by this contribution. Of course, in order to reduce 

the computational burden, and taking into account the large size of each filter, the convolution of 

the filter bank with the image is performed via the 2-D Fourier transform on areas of interest issued 

from the system approach. 

 

Figure 7 : Scheme for the analysis of images with connected patterns : filtering mode 

 

Since this filtering technique may be a time consuming operation [Tan 1998] because of a 

convolving process, it is not applied through a blind procedure on the whole image. In fact, the 

application of this technique is guided by the system approach, which identifies some areas of 

interest, for which it has emitted some hypotheses concerning the presence of characters in 

ambiguous zones [Adam 1999].  

 

Figure 8 : Characters connected to the network 
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The hypotheses are emitted thanks to the consistency analysis of the information extracted from the 

considered layer. An inconsistency between the model of the document and the extracted objects is 

detected as soon as a character is connected to the network information layer, for instance. On 

Figure 8 is highlighted the problem of connected characters. 

  Figure 9.1 : Original image      Figure 9.2 : Network Layer    Figure 9.3:Character/Symbol layer 

Figure 9 : Segmentation in layers 

Actually, the global strategy consists in triggering one of these two previously presented modes, as 

a function of the considered layer, and as a function of the consistency analysis. Actually, as said 

before, the first stage of our device consists in separating the characters layer form the others, on the 

basis of simple geometrical features set. The Recognition mode is applied on the layer containing 

the resulting characters layer. Nevertheless, as said before, many connected characters stay in 

another layer, which generally contains linear objects. On this layer, an analysis of the set of the 

vectors permits to detect automatically some hypothetical connected characters. This approach is 

based on a coherency analysis, in regard with a model of the linear objects [Ogier 1998b]. This 

coherency analysis allows to detect some "area of interest" on which the filtering mode is applied. 

As a consequence, these two recognition process are applied on different information layers. The 

figure 10 is an illustration of the global process. 
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Figure 10 : Global Recognition process 

6 - Experimental results  

Significant tests have been performed in order to provide a reliable evaluation of these methods. 

The classification strategy relies on the tests of different classifiers. For our tests, we have 

implemented two different classifying techniques : the Learning Vector Quantization (LVQ) and the 

K-nearest neighbors (KNN). The choice of these classifiers was motivated by two arguments : at 

first, KNN’s technique represents a good reference on which an evaluation could be objectively 

performed; secondly LVQ’s approach is an interesting technique from the implementation point of 

view, in our industrial context : low time consuming. The classifying methodology consists in 

determining a distance between the vector representing an unknown shape and a set of reference 

vectors describing labeled patterns. The results of our tests are two-fold : in a first part we consider 

the case of isolated characters (“recognition mode”), and in a second part we deal with the 

connected components (“filtering mode”). In all the experiments, the number of considered classes 

to be identified equals 51 (i.e. upper case lower case letters and 0 to 9 digits, by grouping classes 

that have exactly the same shape in our font – 6 and 9, I and l, ….). Let’s note that in this paper, 

tests are performed only on alpha-numeric characters, in order to have sufficiently representative 

databases. Nevertheless, it is possible to apply such a strategy to any kind of symbols that can be 

found on technical document.  

6.1. Results concerning the isolated characters (characters layer) 

The strategy that we have adopted for our tests concerning the isolated shapes can be split in two 

parts. First, in order to validate the methodology, we applied our technique on a set of “clean” 
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characters, issued from a database especially provided for this application. In the second part, we 

considered a set of characters issued from real France Telecom documents. 

 

• Clean database 

We present on Figure 11 a sample of image which shows a set of “clean” characters, issued 

from a data base provided for this application. Concerning these tests, we used a set of 394 training 

samples and a test database composed of 412 samples. 

 

Figure 11 : a set of clean characters 

The results obtained by using this method are very encouraging since we reached 97.5% of correct 

classification with the KNN strategy (K = 1) and 97% with the LVQ procedure. 

The analysis of the results show that the confusions are coherent since they concern similar shapes 

such as “m” and “E” (which are quite similar for our fonts if we consider a rotation of 90 degrees 

and a scale factor) or “N” and “Z”. These particular cases do not invalidate the general 

methodology since this kind of problem is generally solved thanks to contextual information. 

Within our interpretation strategy, this contextual information is to be provided by the global 

interpretation system. 

 

• Real database 
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As explained above, the second experiment consisted in testing the method on a set of 

characters from France Telecom documentation. Actually, the problem is much more complicated 

than in the case of “clean” characters, since the variability of the shapes is much greater, and the 

shape contours are sometimes very noisy after the binarization step. To illustrate this, we present on 

Figure 10 an example of a processed image.  

 

Figure 12 : a set of characters from real technical maps 

 

The conditions of our experimentation were as follows. The training database was composed 

of 4890 samples and the testing database was composed of 14878 samples. 

The classification rate is quite good with regard to our industrial constraints since the correct 

classification rate reaches 95,74% with the KNN approach and 95,11% with the LVQ classifier. 

The confusions encountered are still due to similar shapes, like “B” and  “8” (which are quite 

difficult to distinguish because of the noise on the image), or “5” and “S”. 

Finally, in order to have an objective point of view about the proposed invariant features, we have 

compared them with other techniques that are generally considered in the literature as being 

excellent. So, we compared the Fourier-Mellin features with the Zernike moments and the circular 

primitives. The results of all these tests, which highlight the superiority of the Fourier Mellin 

invariants, are presented in Table 1. 

 

Classifier 

 

 

Clean Data Base 

 

Real Data Base 
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   LVQ Fourier Mellin transform                  97.0 % 

Zernike moments                              75.5 % 

Circular primitives                            73.6 % 

Fourier Mellin transform             95.11 % 

Zernike moments                         83.86 % 

Circular primitives                       82.61 %

   1-NN Fourier Mellin transform                  97.5 % 

Zernike moments                              80.9 % 

Circular primitives                            77.5 % 

 Fourier Mellin transform            95.74 % 

Zernike moments                         84.55 % 

Circular primitives                       83.92 %

TABLE 1 : CLASSIFICATION RESULTS AND COMPARISONS ON CLEAN AND REAL DATABASES 

6.2. Results concerning connected shapes 

For the connected patterns, the strategy that we applied was the following. Firstly, a set of 257 sub-

images including connected characters were selected. On these images, the connected shapes could 

either concern characters connected to each other or characters connected to the network as shown 

in Figure 13 and 14. A total number of 408 truly connected characters were analyzed on this set of 

images. 

Two points were considered in this experiment, namely detection and classification. Firstly, the 

detection is evaluated according to whether the technique can or cannot detect a shape for a 

particular pixel. The non-detection rate is quite encouraging since only 7 of the 408 samples have 

not been detected as characters. Moreover, we considered the false detection rate that corresponds 

to pixels for which a character was detected while nothing representing a character was on the 

image. We had an excellent false detection rate since it happened only once on our set of 257 

images. 

The second evaluation deals with the correct classification, once a shape has been detected on a 

pixel. These results are also excellent since the rate of correct classification reached 83% for the 

connected components. As in the case of clean patterns, misclassifications were essentially due to 

similar shapes, but they could also be due to graphical representation variations induced by the 

connection between shapes. As an illustration, one could quite recognize an horizontal “8” on the 

figure 13.1, when regarding the two connected “0”. On the figure 13 and 14, we present an 

illustration of the application of the filtering mode that permits to detect (figure 13.3 and 14.3) and 

recognize characters (figure 13.4 and 14.4) which were initially connected to the network or 
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interconnected.  

 

    Figure 13.1 : Connected characters               Figure 13.2 : Areas of interest      

     Figure 13.3 : Character detection   Figure 13.4 : Character recognition 

Figure 13: interconnected characters 

          Figure 14.1 : Connected character            Figure 14.2 : Areas of interest 

       Figure 14.3 : Character detection  Figure 14.4 : Character recognition 

Figure 14: character connected to the network 

Even if these results concerning connected characters and characters touching graphics are not 

statistically sufficient, they prove that the process is viable. 

 

7 - Conclusion and perspectives  

In this paper, we have proposed an original methodology allowing the detection and 

recognition of multi-oriented and multi-scaled shapes. The supports on which the method was 
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applied are technical documents representing the network of the French Telephone operator (France 

Telecom). The technique adopted, based on the Fourier-Mellin transform, is integrated in a global 

strategy, which permits to resolve within a same formalism, without any a priori knowledge, the 

problem of the recognition of multi-oriented/multi-scaled shapes, these one being connected or not. 

The strategy, which is applied to solve the characters/symbols classification, can be divided 

in two stages. The first one consists in constructing a geometric invariant features vector from each 

shape of the characters layer which is extracted through a connected component extractor. The 

second one, which is probably the strongest point of this work, consists in detecting and recognizing 

connected shapes. The technique is applied on small images, called « areas of interest », on which 

the analysis of the coherence of the constructed objects permits to emit some hypothesis concerning 

the presence of a set of connected characters. For these areas, a filtering technique detects and 

recognizes connected shapes. 

The results of the application of this technique are very encouraging since the correct 

classification rate reaches excellent scores if we consider that contextual information, such as the 

orientation of strings of characters or data issued from dictionaries stored on alpha-numeric data 

bases, is not yet integrated in the recognition process. 

The perspectives of this work are numerous and concern different points. First, concerning 

the Fourier-Mellin approach, a study is currently under way in order to optimize the construction of 

the invariant features. More precisely, it is necessary to investigate the choice of features or 

combination of features to keep, in order to improve the classification rate, while avoiding the 

“curse of dimensionality” that happens in many pattern recognition and decision-theoretic 

problems. This optimization can be performed through the use of genetic algorithms, for instance. 

Our reflections also deal with the improvement of the methodology by adding new and 

complementary invariant features.  

From another point of view, we are currently working at the integration of contextual information, 

within the system approach. As an example, a set of aligned characters provides some information 
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concerning a string of characters, and as a consequence, guides the recognition process through the 

knowledge about the orientation. In these conditions, knowing the orientation of a shape, the 

recognition process may be coupled with other more usual techniques. 

From this point dealing with orientation analysis, our works also deal with he orientation estimation 

through the use of Fourier Mellin descriptors. Indeed, the descriptors provided by the AFMT allow 

to estimate with a good reliability the orientation of the analyzed shape. As a consequence, this 

information should reinforce our recognition process, since the orientation estimated may be 

compared with the string's one. 

All these considerations and the current results make us very optimistic concerning the future of our 

project since the results and the possible improvements of the methodology seem to indicate that the 

classification rate should still increase of several points. Our current studies also deal with the 

implementation of our pattern recognition tool in the context of the interpretation of electricity 

network documents. The first results of this implementation are very encouraging since the 

classification rate are similar to the one obtained with the interpretation of telephonic network 

documents. These tests seem to confirm our opinion about the stability of these invariant in regard 

with the graphic variability of the shapes to be recognized and also in regard with the important 

noise which one can find on these different supports. The consequence of the quality of this pattern 

recognition tool is its integration in a real industrial process. 
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