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Detection and Iterative Decoding of a 2D Alphabeti@arcode

Wadih Sawaya, Stéphane Derrode, Mustava Ould-B&rigad Jacques Rivaillier

Abstract— An algorithm dedicated to the detection and
decoding of an alphabetic 2D barcode, namely the phacode,
from a captured image is developed. When the cameia freely
handled, images are degraded by several artifactsmption,
acquisition, low resolution...), making recovery ofthe code a
more difficult task. We propose a two-stage strateg The code
structure is first recovered using image processingsteps
including localization, geometric correction and cde grid
structure retrieval. The code is then recognized usg an
iterative structure based on a factor graph represetation of the
displaying/reading process and making use of the epific
structure of the code. The proposed algorithm is @luated in
case of strongly blurred images and shows high imprements
in performances compared to the basic processing udh is
unable to decode reliably.

I. INTRODUCTION
With the improvement of the quality and the resoluti

of their equipped camera, mobile phone are N0 Mo sy implementation grants Alphacode with numerous
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Fig. 1. A 2D Alphacode illustratior{a) a word of five characte
(b) an isolated character with two columns andrtevs.

characters (two columns each) is shown in Fig. Thés font

restricted to radio communication. Used as a Captuﬁdvantages especially in flexibility and interopelity.

device in conjunction with barcodes, mobile phores
addressed to interact with the real-world [3]. Egieg
applications, for large public as well as profesalousages,
require drastic increasing in coding capacity aploustness
with respect to the usual 1D barcode. Almost allittans

Standard keyboards, word processors and printersther
only materials required to generate a code on aipdly
support (screen, paper ..Remarkably enough, the Dotem
alphabet is full compatible with Unicode norm (& a&nd

converge now to 2D barcodes meeting consequendy tﬁz)'

markets of identification (e.g. electronic
authentication (e.g. counterfeit medicines) ancerantting
(e.g. e-ticketing).

stamps)

In order to confirm this novel technology for the
identification, authentication and mobile markets pvopose
robust solutions for detecting and decoding thehAtmde.

Many 2D barcodes are now available such as DatamatrMost of the barcode readers are designed withdainsignal

Maxicode, QR-code and PDF417 (see [1] for an exaropl
the different symbols). Beside all of these coddw
Alphacode, patented by the eponymous society §£huilt
on a very different principle. Whereas, the aforstioaed

processing circuitry [1]. The response time saitigfythe
human operator wins out over quality, or false déog and
rejections. Besides, classical artifacts inhereribwv-quality
cameras (e.g. sensor noise, sensor resolutiorn) orotion

2D barcodes represent a monolithic block of symbofgaused by camera manipulation by end-user or tocused

generated by dedicated software, Alphacode is bagsed
predetermined alphabet defined by a font a chactbe

image and to geometric distortion...impact drastycall
reading performances [4]. Classical processing nigcies

Dotem font, and a given code consists with a chafin have a rate of good detection in the context desdrabove

characters. The number of characters is not limaéxiving

at best of about 90% before any error correctiaedl This

to code as much information as needed for a givdf definitely not sufficient when aiming at deveiog robust,

application. An example of an Alphacode word withef
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reliable and sustainable receivers. In digital graission,
error probability is a quality measure used to extd
different receiver designs. A value of A& a commonly
acceptable error rate for data. We propose theingutdge
solutions that enable us to attain this low errosbpbility
when decoding the Alphacode with standard cameras.
We propose a two-steps strategy which consists ifirs
localizing the word and recovering the grid struefu
second, in decoding using iterative structure based
statistical processing and making use of the Dateocture.



Fig. 2. A typical image illustrating the varioustitacts
encountered in barcode reading from a caregrapped mobil
phone.

Fig. 3. Connected component based on image gtaidiensity.

The remaining of the paper is as follows. Section
presents the structure of a Dotem character. Secdio
exposes the image processing steps to localizeatie and
to correct geometrical distortions due to acquisitiSection
4 studies some optimal decoding strategies, takig
account image blur. Finally, Section 5 concludes tba
proposed algorithm and discusses possible improwesne

II. DoTEM CODE STRUCTURE
In the basic Dotem alphabet presented in Fig.(hdamely

truetype fontDoteM03, a character is made of at least two

columns and ten rows of dots. A dot is a basickbt@onhite
square element designing a binary symbol. Dots fraws 2
to 7 are called "data dots" and allow to code up'te4096

characters in a 2-column structuré®=242164 characters
Rows 1 and 10 have adfixe’

for a 3-column structure...
pattern used to make reading easier, especialljatielot in
row 1, column 2. The black dot in row 9, last colulisee
Section 2.2) is an indicator for the end of a cbima Dots
from row 7 equip the character with a parity chédkary
element used to enhance the decoding processd®ddti

CY

(b)

Fig. 4. Code rectification from estimated projeetiransformation.

2
I1l. I MAGE RECTIFICATION

When acquiring a 2D barcode with a mobile cameth su
as a webcam or a camera in a mobile phone, thétsired
image is degraded by several artifacts [4] (seerdi@ for a
typical example):

* Complex background: the image may contain other
objects lying in the scene which gives arise to esom
difficulties in detecting and localizing the code the
image;

Distortions: geometric distortions can be expected from
the acquisition angle between the sensor and the co
resulting in a projective deformation. A step iguieed

to rectify the image in order to recover the regtdar-
shaped code.

Noise and blur: Apart from the inherent sensor noise,
images are blurred by (i) motion during acquisitiand
(ii) necessary interpolation for rectification. Hendots
intensity runs on neighboring ones, making the sieni
on the state of a dot more difficult to take.
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Fig. 5. Result of grid structure recovery. Theeblertical line
denote character separation.

In this section we develop an algorithm for theoremry of
the underlying grid from an image as in Fig. 2. Tateer will
be used to illustrate the three algorithm steps.

Simple Sum-Product for the Parity
Code

A. Code localization (Fig. 3)

To localize the region of interest inside a compderne,  Fig. 6. Faar graph representation of the 2D ISI channel combitc
we opt for the image gradient which is able to bittiode  the iterative equalizer making use of the paritgeeo
edges. Then we label all connected components based
local gradient density. Using a priori geometripedperty of 1N processing implemented to recover the griccaira
the desired code, we select the region of inteamsbng t@kes about 1.5 seconds for a PC with an Intel @or2.0
possible candidates. GHz processor, using Matlab.

B. Image rectification (Fig. 4) IV. CODEREADING

As explained before, images are distorted by SOme according to the grid the observed image is nowadrix
projective transformation. In this step, we inteadestimate v ¢ opserved dots with elements:
the geometric parameters and apply the projectamkard n
to get the code rectified. The first step condisteetrieving Y| = Z Z Ui I—jhi W (1)
the four corners of the parallelepiped including tiode, see ' ' ' '
Fig. 4. a. We use the points of the convex huiebthe left,
right, up and down segments, which give by intdisache
searched corners.

I=-nj=—-p
Elementsuy, represent black and white modules (dots) of
the original codew, are zero-mean additive white Gaussian
noise samples anthe [h;;] describe the blur affecting the
Then, the parallelepiped corners are registeredato image. From a communication point of view, exprasgil)
rectangle one to estimate the projection matrix.e Thyodels the reading/displaying process as a lin@rl<
projection matrix we get for image in Fig. 2 (s8) Is channel. A factor graph representation of this rhade

094 007 0 derived. We propose then a robust decoder base@ on
P=|-010 107 O message-passing algorithm running on this graph and
314 -2124 1 involving interactions between adjacent moduledais. We

make use of the parity dot to enhance performandtbsan
iterative structure. We aim then at proposing apsfiad
version of the studied message passing algoriththowi
attempting much on performances, motivated by &g
C. Grid recovery (Fig. 5) of receivers with a humanly acceptable complexitye
To recover the number of characters and the nurober finally show some simulation results and concluate tioe
columns by character we make use of the differagst necessity of using such structure when simple kiaaon is
present in each character: (i) the semi-dot irfitserow and not able to satisfy a given quality of service.
second column, (i) the black dot in the ninth ramd last ~ The factor graph consists of variable nodes (cjcknd
column. Basic image processing based on columnlinad factor nodes (squares) connected by edges (Figvériable
profiles allow us to recover the code structurer e nodes represent the hidden data daig}{ the resulting
studied example, the mean width of a dot is 18Igixand gray-levels from ISI ¥} and the observed variablegi{} .
the mean height is about 18.7 pixels. Factor nodesry, represent local functions connecting a

which gives the image in Fig. 4. b. We may expeatfthis
transformation that dots are stretched accordingone
direction, giving rectangular-shaped dots.



subset of these variables whflg is the likelihood function

extrinsic information transmitted to decodgy is then:

fYkl (Yk1 / %) - The sum-product algorithm (SPA) is a

message-passing algorithm that computes the méargina

posteriori probabilities (APP) of any data dB{uy/Y), by
passing "messages" through the factor graph [5].

We apply SPA to detect data dots (detection st€pg
outputs of this detector constitute soft extrinsiformation
about each dot and enter the parity decoder (degatep).
We realize an iterative detection and decoding gutace as
the detector and the decoder exchange extringicniation
between each other for several iterations. In thA,S
messages are resumed by the following rules [5
-n<i<net-p< < p(Fig. 6.):

1) Messages from variablenodes to factor nodes

. Uy mD"“k,| @

m
u
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et = Tk, 1= e 1=y~
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In the first formula we distinguish the messag¢hefform
My _, coming from the decoder amdlculated according to
the extrinsic information that the latter deliver:

P, =1) = meuk’I(ukyI =1)
Pl =0 =mp _y, (U =0)

Practically, all messages _, in (2) are initialized to 1 in
order to avoid short cycles. We thus haye , = m,

3

Su
2) Messages from factor node® variable nodes :

O r ,U m
il S Uzz a ) Ml 7kl
i @
D mu -1
(D) B N
In expression (4) we defindJ ={Ucnip .. Uksnjeph
U'=U —-{u_;-} and Ml is given by the following
logical proposition:
n p
Mo Ok V)= % == 2 'Zhi,jukﬂ I ®)
i=n j=-p

such thatr( x, U ) = [ x = =y (U)] is defined by the
following, r(x, U) =1if x= y(U) and O if not. Finally,

we have mxk g = fYkl(yk,l /)ﬁ<,|)' Assuming a white

and Gaussian additive noise we rewrite (4) as:

ﬂuk_”_jDZ exP(_(ym_Xk,|)2/No )
' X,

k1
(6)
0

> Ueii-g e
U '/rk|=1 ,1)#G,)) thid

The second sum in (6) is the probabiliB(v) that the
intersymbol interference affecting the dot _ ;, - ; and

observed fronyy, is equal tov = X~ h. u i The

i k=il -

n o p m G =D
L= Y X log |t ™
~i=ni=p rnrk—i,l—j "U1<,|(L1"I D

as there are (21)x(2p+1) observed variables related to one
hidden variable .

Complexity of the sum product algorithm grows
exponentially with the memory size, which make its
application practically unfeasible for some chasrseich for
long memory channels. The objective of this work is

] fcﬂrimarily to propose a reduced complexity versidnthe

sum product algorithm, aiming at proposing an atbor
with a linear complexity according to the memorgesiln
estimation theory, linearity is obtained when thia{ density
function of the hidden and the observed variables i
Gaussian. Let us assume this hypothesis which dairlg

be justified in case of long memory channel anddyig a
Normal distribution folP(v) with mean and variance

B = 2 N Wi
(PEI(Y)]

kl2 _ 2
% T _z'(n',j'ok—i',l—j')
(GAREI ()]
2
He_jy_p and o
the variable nodey, .., _
priori information provided by the parity check decoder.
This approximation enables us to conclude a simple
expression for the extrinsic information in (7):

n.p 2h_._.(y I pk""‘j)— h2
Lo = 22— kz(gtl—Ji,l—jjgl,, N,

i
i=-nj=-p

8

©)

i are the mean and the variance of

i calculated according to the

(10)

After several iterations this iterative structureneerges
and one makes the following decision:

u,, =1
— - >
", D(Uk,| ‘1)meauk|(”k,| =D <
n ’ u =0
kI
m (u , =0)xm (u =0
ukyI D kI D - ukyI ki

which may be used by an error control decoder. Béeirae
as in classical 2D barcodes, Reed Solomon (RS)dend6]
protecting information from errors. The redundayrinbols
may be added at the end of the Alphacode chaihariacter.
We consider an RS encoder constructed over Galeld F
GF(256), and compare the data error probabilityaioled
with the novel iterative equalizer and the cladsica
binarisation based detector which equips almosi\alilable
readers in the market. We intentionally simulaterpguality
images with high amount of blur. In these simulagighe
matrix modeling the blur is larger than a dot.
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Fig. 7. A 2D Alphacode chain of character (60 dataracters and 30 redundant characters) with afdbi4 pixels and a blur matrix of 5x5. This
image is corrupted with a noise wiyNo = 0 dB, wheréep is the mean energy received by one dotldnthe spectral density of the noise.
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Fig. 8. A 2D Alphacode chain of character (60 dataracters and 30 redundant characters) with afd@2 pixels and a blur matrix of 3x3. Tl
image is corrupted with a noise Wiy Ny = 9 dB, wherés, is the mean energy received by one dotldsithe spectral density of the noise.

Fig. 7 shows the bad quality of the received imaghk a
dot of 4x4 pixels and a blur matrix size of 5x5ddfigure 8
represents an image with a dot of 2x2 pixels ardua of
3x3. Fig. 9 and 10 show the performances obtainedhie
two latter cases. It is obvious that the proposkgdrahm
outperforms standard readers. These figures regrdbe
data error probability with respect to the receigighal to
noise ratio expressed in termsEyN, in dB, whereE, is the
mean energy received by one dot &iyahe spectral density
of the noise.

V. CONCLUSION

In this work, we present a study of the 2D alph@abet 3]

barcode based on the Dotem alphabet in real situate.
under difficult acquisition conditions (noise, hlwomplex
background and geometrical deformation).
implemented a two-steps solution to decode a wanch fan
image acquired using a hand-held camera. Firstlefimed
some image processing tasks, including code lc#iz in
a complex scene and projective-based image rettiit to
recover the word structure. Then, we studied theodieg
process using a modified sum-product algorithm ingon
a factor graph modeling the displaying/reading pssc We
make use of the parity dot in each column to dedwve
iterative structure of this equalizer. This algamit has a
linear complexity which makes it a realistic andraative
reading solution for camera-phones. Reed-Solomoodsrs

We have

are then used to control errors. The resulting datar rate
is greatly improved compared to basic processiojgrigues
equipping most of the barcode readers for the ifieation
and interacting markets.
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Fig. 9. Performance in bit error rate of an Alpbde with the proposed algorithm (dashed li
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blur of size 5x5. Different RS encoders are used.
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Fig. 10. Performance in bit error rate of an Alpbde with the proposed algorithm (dashed li
compared to a classical reader (solid line). Tleeived image have @dot size of 2x2 pixels and a blur
size 3x3. The Alphacode is encoded with a RS(9880;onstructed over GF(256).



