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The propagation of a semi-elliptical crack in the bulk of an ultrafine-grained Al–Li alloy has been investigated using synchrotron radi-
ation X-ray microtomography. In this material, the studied crack, despite its small dimension, can be considered as ‘‘microstructurally
long’’ and described in the frame of the linear elastic fracture mechanics. The extended finite element method is used to calculate the
stress intensity factors along the crack front taking into account the three-dimensional geometry extracted from the tomographic images.
For the same nominal value of the stress intensity factor range, crack propagation is faster in the bulk than at the surface. The observed
anisotropy is attributed to the variation of the closure stress along the crack front between surface and bulk. The experimentally observed
fatigue crack propagation is compared to numerical simulations. Good agreement is found when a linear variation of closure stress along
the crack front is taken into account in the ‘‘3D crack propagation law’’ used for the simulation.
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1. Introduction

In the last 20 years, efforts have been made to develop
experimental techniques for investigating the behaviour
of fatigue cracks within the bulk of opaque materials. For
instance, indirect techniques such as direct (or alternating)
current potential drop measurement [1–3], Rayleigh wave
resonance [4] or compliance measurements [5] have all been
used to estimate the size of fatigue cracks in bulk samples.
However, no information is obtained on the three-dimen-
sional (3D) shape of the crack inside these samples and
the estimates given by these techniques are sensitive to sev-
eral factors such as the crack/probe distance [2] or the pres-

ence of residual stress [3]. More quantitative information
on crack front shape evolution can be obtained by means
of post-mortem fractographic techniques such as heat tint-
ing [6], the ‘‘marker technique’’ [7] or the more widely used
‘‘beach marking technique’’ [8]. This latter technique con-
sists of increasing, during a certain number of fatigue
cycles, the minimum cycling stress while the value of the
maximum stress is kept constant. By doing so, a distin-
guishable striation-free area is created on the fracture sur-
face which allows the crack shape to be later determined.
However, this technique assumes that changing the stress
amplitude during the load cycle, without changing the
maximum load value, does not alter the crack shape. The
validity of this assumption remains questionable. Further-
more, in Al alloys, fracture surface markings obtained close
to the sample surface are blurred so that the crack shape
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can only be determined using optical profile measurement
techniques [9]. These experimental methods have mainly
been used to study the shape evolution of part-through

cracks, which are, for most cases, more representative of
cracks in real structures than through cracks. Fracto-
graphic observations of samples subjected to mode I (or
mode II) loading have shown that the shape of part-
through cracks is usually near to semi-elliptical [9,10].

Alongside these characterisation methods, analytical
models predicting 3D fatigue crack growth of part-through
cracks in specimens with simple geometries (usually plates)
have also been developed, for example in Ref. [11]. They
are normally based on the overarching assumption that
the crack has a semi-elliptical shape so that crack extension
may be calculated at the surface and at the depth using
analytical stress intensity factor equations established for
tensile or bending loading [12] or polynomial stress distri-
butions [13]. Three-dimensional finite element (FE) calcula-
tions have also been used intensively to simulate crack
propagation in more complex crack/specimen/loading con-
figurations. Load spectrum effects have been investigated
[14] and propagation of non-planar cracks under mixed-
mode conditions has been predicted [15,16].

However, direct comparisons between the crack front
shape observed experimentally and that simulated by the
FE method are rather limited: final crack shape [15,16] or
beach marks [17] observed on the fracture surface have
been compared to 3D FE results and discrepancies were
found at the surface. Crack sizes obtained by 3D FE sim-
ulations for different configurations have also been com-
pared to experimental results [18] and an error of 30%
was found in the predicted crack shape evolution. Which-
ever method is used for crack propagation simulation, ana-
lytical or numerical, the local crack extension at the surface
and also in the bulk is calculated using Paris law equations
based on fatigue crack growth measurements at the speci-
men surface. This means that simulations of the crack front
shape evolution, and, indirectly, the prediction of the fati-
gue lifetime of the component or structure, are based on
the assumption that the crack growth behaviour measured
at the surface can account for crack growth behaviour in
the bulk. This assumption is necessary due to the lack of
reliable quantitative experimental data describing long

crack propagation in the bulk of structural materials.
The aim of the study presented here is to observe exper-

imentally long crack propagation in the bulk of metallic
alloys and to predict the crack shape evolution using linear
elastic fracture mechanics (LEFM). Synchrotron radiation
X-ray microtomography is used to investigate in three
dimensions the development of a semi-elliptical crack in
an ultrafine-grained Al alloy. This high-resolution 3D
imaging technique allows the 3D structure of objects in
the bulk of a non-transparent material to be visualised with
a resolution close to 1 lm. At such a resolution, the maxi-
mum volume that can be imaged is 1 mm3. Due to this size
limitation, the observation of crack propagation in
conventional metallic alloys, with a grain size in the range

of 10–100 lm, is limited to the short crack regime. Micro-
structurally short cracks have already been investigated in
coarse-grained cast Al alloys [19] and in cast iron [20].
Short cracks are strongly influenced by microstructural fea-
tures such as grain boundaries and exhibit multiple branch-
ing so that no modelling of the 3D propagation has been
attempted yet.

In the fine-grained alloy studied here, the crack size
(which is in the range 100–500 lm) is at least 100 times
the grain size, and can hence be considered as microstruc-

turally long as defined by Miller [21]. The extended FE
method (X-FEM) is used to calculate the stress intensity
factors along the crack front taking into account the real
3D geometry of the crack extracted from the tomographic
images. Based on experimental observations and quantita-
tive analysis of crack propagation in the bulk, a ‘‘3D crack
growth law’’ is established to predict the crack front shape
evolution in the bulk of the material.

2. Experimental

2.1. Material

The material used in this study is a powder metallurgy
Al–Li alloy based on AA5091 alloy obtained from Aero-
space Metal Composites Ltd, UK. The alloy composition
was Al–4.0Mg–1.2Li–1.0C–0.5O and was produced from
powders using a mechanical alloying process, followed by
hot isostatic pressing (hipping) [22]. The billet was supplied
as an upset forged 42 mm thick plate in the as-forged (T1)
condition. The material exhibited a yield stress of 450 MPa
and a tensile strength of 505 MPa, values similar to those
previously reported for 5091 in the T1 condition [22–24].
The tensile performance of Al–Mg–Li–C alloys is derived
from significant Hall–Petch strengthening, due to their very
fine-grain structure, solution and dispersion hardening.
They typically possess a high Mg concentration in compar-
ison to heat treatable Al–Li alloys, but the Li concentration
is deliberately kept below 1.5%, to prevent formation of the
age hardening d 0 phase (Al3Li). During the mechanical
alloying, surface layers of oxides on the powder particles
are repeatedly grown, then fractured and dispersed within
the particles. The grains, which are typically smaller than
1 lm, contain significant distributions of fine (50–100 nm)
precipitates, which are believed to be Al4C3, Al2O3 and
MgO. The Al2O3 and MgO phases derive from fragmenta-
tion of the surface oxides from the as-received materials.
The Al4C3 phase, by contrast, derives only from the reac-
tion between the aluminium and the process control agent
used to aid the sintering process [25].

The main advantage of using this alloy for the present
study is that it exhibits an exceptionally linear crack path
compared to ingot metallurgy Al alloys. The ultrafine
grains promote homogeneous deformation and prevent
crystallographic cracking so that the crack shape is not dis-
turbed by microstuctural features, at least not at the level
of the spatial resolution employed in this study. This fine
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microstructure also endows the alloy with low levels of
crack closure [23,25] and yield stress-insensitive fatigue
crack propagation behaviour so that the properties of the
as-forged T1 materials [23,27] are indistinguishable from
those of the fully heat treated condition [26].

2.2. X-ray microtomography: a 3D imaging technique

In situ fatigue tests monitored by X-ray microtomogra-
phy were carried out on beamline ID 191 of the European
synchrotron radiation facility (ESRF) in Grenoble, France.
This experimental station is dedicated to high-resolution
X-ray imaging and features a highly coherent X-ray beam,
a precision mechanics sample stage and a high-resolution
detector system. The latter consists of a 20242 CCD camera
coupled via microscope optics to a scintillator that
transforms X-ray photons into visible light. In the work pre-
sented here, a multilayer crystal is used to monochromatise
the incoming white beam to an energy of 20.5 keV. This
value allows imaging of Al samples of millimetric dimen-
sions. During a tomographic scan, the sample is rotated over
180� in order to acquire 1500 two-dimensional (2D) projec-
tion radiographs. From this set of projections, a quantita-
tive 3D map of the attenuation coefficient distribution
within the sample is produced by means of a standard fil-
tered backprojection tomographic reconstruction algo-
rithm. The spatial resolution obtained in the reconstructed
images is of the order of 1 lm, a value comparable to the res-
olution of an optical microscope. Due to the coherence of
the X-ray beam, the tomographic images contain, in addi-
tion to conventional ‘‘absorption contrast’’, a ‘‘phase con-
trast’’ contribution due to propagation and Fresnel
diffraction of the highly coherent wavefield over the finite
specimen/detector distance. This phase contrast results in
an edge enhancement and is particularly useful for visualis-
ing small details for which the ‘‘absorption contrast’’ is very
low [28]. In our case, it improves crack-tip detection [19].
However, a too strong phase contrast will tend to spoil the
resolution and lead to reconstruction artefacts. For this rea-
son, the phase contrast contribution, is controlled by adjust-
ing the specimen/detector distance so that the diffraction
fringes only appear locally at the edges of heterogeneities.

2.3. Fatigue machine and specimen geometry

The sample was imaged in a dedicated fatigue machine
designed at INSA Lyon to perform in situ fatigue test at
the ESRF. Its specific features are the following: the load
frame consists of a poly(methyl methacrylate) tube nearly
transparent to X-rays such that the sample, under load,
is visible over 180� during the scan acquisition. The
mechanical design of the cyclic tension loading mechanism
enables operation at cycling frequencies of up to 80 Hz,
minimising thereby the cycling time required for a fatigue

test. This is a crucial point as, for a given experiment, the
average beamline availability is 72 h. The compact design
of the device and the low vibration level enabled us to
directly mount it on the sample stage of the tomograph
of beamline ID19. (A more detailed description can be
found in Ref. [29].)

At the spatial resolution employed (0.7 lm pixel size),
and in parallel beam configuration, themaximum gauge vol-
ume is limited by the detector area and amounts to approx-
imately 1.4 mm3. Small fatigue specimens with a minimum
cross-section of 1 mm · 1 mm were spark cut from a piece
of as-forged 5091 material. The geometry of the sample used
is represented in Fig. 1(a). A thin (2 lm) rectangular notch,
100 lm wide and 20 lm deep, was produced in the sample
using focused ion beam machining and is represented in
Fig. 1(b). This notch is located at the centre of one of the
specimen faces and acts as a crack initiation site.

2.4. Fatigue experiment

An in situ fatigue test was performed in air, at constant
stress amplitude with rmax = 220 MPa, a stress ratio
R = 0.1, a frequency of 40 Hz and at room temperature.
The value of rmax was chosen such that the stress intensity
factor calculated at the surface of a semi-circular crack
with a 100 lm radius is 2.86 MPa m1/2 which is close to
the long crack threshold value of 2.7 MPa m1/2 given in
Ref. [26]. Crack initiation was monitored by simple 2D
radiographs acquired at regular intervals. Once a crack
was detected, tomographic scans were recorded regularly
(every 1000 or 2000 cycles) to monitor crack propagation
in the bulk of the material. The specimen was imaged under

1 Beamline ID19 website: http://www.esrf.fr/exp_facilities/ID19/home-

page/id19homepage.html.

Fig. 1. (a) Geometry of the sample used for the in situ fatigue test

monitored by X-ray microtomography. (b) 3D illustration of the notch

obtained by focused ion beam machining and located at the centre of one

of the specimen faces.
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load such that the crack was fully open on the 3D images.
After 18,000 fatigue cycles, a 100% tensile overload was
applied. After this overload, the load level was set to its ini-
tial value (rmax = 220 MPa with R = 0.1) and the fatigue
experiment was continued until failure.

2.5. Processing of the tomographic images

Each tomographic 3D image acquired during the fatigue
test shows the crack shape ‘‘inside’’ the aluminium alloy.
Amira 3D imaging software was used to visualise the 3D
raw images and also to perform the segmentation opera-
tion required to extract the crack from the surrounding
microstructure [30]. Reconstruction artefacts due to phase
contrast produce spurious images so that a manual seg-
mentation operation had to be performed. Once extracted,
the crack was defined as an independent object and its full
3D geometry was visualised on 3D renditions. As an illus-
tration, the 3D rendition of the crack at 16,000 cycles is dis-
played in Fig. 2. In this figure, the two orthogonal images
that intersect the crack are slices extracted from the recon-
structed 3D tomographic images. The rectangular focused
ion beam notch is indicated in the (X–Y) plane of the crack
by black dotted lines.

2.6. Calculation of the local stress intensity factor values

along the crack front

In this section, we present briefly the method used to cal-
culate mixed-mode stress intensity factors (KI,KII and KIII)
along the crack front obtained from the 3D tomographic
images. The numerical technique presented here couples
the X-FEM [31] with the level sets method [32], which is
used to define the crack geometry.

2.6.1. Crack modelling by enrichment functions

In FE methods, the presence of cracks in a structure
must be taken into account in mesh generation: the mesh

must adequately define the crack geometry. Special ele-
ments and considerable mesh refinement near the crack
tip are necessary to capture accurately the asymptotic dis-
placement fields. The X-FEM alleviates the shortcomings
associated with meshing the crack surface by representing
the crack geometry using additional functions called
enrichment functions. The enrichment method, as
described in Ref. [33], can be summarised as follows. The
displacement field calculated in the structure ‘‘without
crack’’ is locally modified by adding, at specific nodes,
the nodal values of the enrichment functions. These func-
tions define the crack geometry by ‘‘modelling’’ the discon-
tinuity introduced by the crack in the displacement field.
As the discontinuities at the crack front and along the
crack surface are different, two enrichment functions,
named H and FJ, are necessary to model the entire crack.

The function H, defined as a generalised Heaviside func-
tion, models the displacement field along the crack surface.
It is used to enrich the nodes of the element that are cut by
the crack surface and can be defined as follows:

HðxÞ ¼ þ1 for ðx� x
�Þ

����!
�~nP 0;

�1 otherwise.

(

ð1Þ

In Eq. (1), x is a given point of the (X,Y,Z) space, x* is a
point of the crack surface and~n is a vector in x* normal to
the crack surface (see Fig. 3(a)).

The enrichment FJ is used to enrich the nodes of the ele-
ments that contain the crack front. FJ consists of a span of
functions which incorporate the radial and angular behav-
iour of the asymptotic crack-tip displacement fields. FJ is
given by the following equation where r and h are
expressed in the local polar coordinate system of the crack
front [34] (see Fig. 3(a)):
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Fig. 3(b) illustrates the enrichment strategy in two dimen-
sions when the crack is not aligned with the element edges.
The key issue is now to define the 3D crack geometry inde-
pendently of the mesh of the structure in order to select the
nodes that must be enriched by H and FJ.

2.6.2. Implicit representation of the crack using the level sets

method

The crack front is defined as the intersection between a
surface Csurface that defines the crack surface and a surface
Cfront that defines the crack front. These two surfaces,
defined for a semi-elliptical crack, are displayed in Fig. 4.

In the general case, these surfaces can have arbitrary 3D
shape, and are defined by means of level sets functions.
The concept of level sets functions was initially introduced
by Osher et al. to track moving interfaces [32]. A level sets
function c(x) (where x is a point of the (X,Y,Z) space), used
to represent an arbitrary surfaceC, can be defined as a scalar

Fig. 2. 3D rendition of the crack after 16,000 cycles: the rectangle in black

dotted lines represents the notch in the (X–Y) plane of the crack. The two

orthogonal grey-scale images are slices along the (X–Z) and (Y–Z) planes

extracted from the raw tomographic dataset.
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field, where each scalar is the signed distance to the surfaceC.
Two level sets functions, / and w, define the surfaces Csurface

and Cfront, respectively, which give the following equations:

/ðxÞ ¼ � x� xCsurface

�
�

�
� where xCsurface

2 Csurface and

wðxÞ ¼ � x� xCfront

�
�

�
� where xCfront

2 Cfront; ð3Þ

Csurface is the iso-zero surface of the scalar field /:/(x) = 0.
Similarly, Cfront is the iso-zero surface of w:w(x) = 0 see
(Fig. 4).

The values of w and / are stored at each node of the ele-
ments of the structure. The nodal values of w and / give
the precise location of the crack and control whether a
node has to be enriched or not. In the study presented here,
the level sets functions w and / are built from the real crack
shape obtained from the 3D tomographic image by calcu-
lating the signed distance function to Csurface and Cfront

using a C++ subroutine.
The values of the stress intensity factors, KI, KII and

KIII, along 3D curved cracks are determined using a gen-
eral crack-tip interaction integral introduced by Gosz and
Moran [35]. Details concerning the calculation of the
mixed-mode stress intensity factors can be found, for
instance, in Refs. [33–35].

2.6.3. Advantage of the X-FEM

The numerical method used in this study is very general
and allows the calculation of the stress intensity factors KI,
KII and KIII for a crack with an arbitrary 3D geometry.
Because of the addition of local enrichment functions,
accurate values of the stress intensity factors can be
obtained with a relatively coarse mesh compared to the
mesh used at the crack tip in conventional FE methods.
Moreover, the crack geometry and the FE mesh of the
structure are defined separately, and no remeshing of the
entire structure is necessary when the crack size/shape
changes.

3. Results

After 14,000 fatigue cycles, a crack initiated at the notch
was detected on a 2D radiograph. A tomographic scan of
the part of the specimen containing the crack was acquired
and corresponds to the ‘‘first scan’’. During crack propaga-
tion, nine scans were recorded, reconstructed and seg-
mented to obtain 3D renditions of the crack at different
stages of its evolution. Projections in the (X–Y) plane of
seven 3D renditions (chosen among the nine) are displayed
in Fig. 5. The dotted lines on the 3D crack renditions rep-
resent the location of the crack front at the previous step.
The position along the crack front is defined by the angle
x as shown in Fig. 5(a). Qualitative and quantitative infor-
mation on the evolution of the 3D crack geometry obtained
from the 3D renditions of the crack is presented in this
section.

3.1. Crack shape evolution

The crack plane, as shown in Fig. 2, appears almost per-
fectly flat and is normal to the z axis which is parallel to the
stress direction. The crack front shape remains close to a

Fig. 3. (a) Part of the crack front and its local polar coordinate system

used to express the enrichment function FJ and H as well as the

displacement fields. The vector n is the normal in x* to the crack surface,

and x is a point of the (X,Y,Z) space inside the structure. (b) 2D schematic

representation of the crack (black curve) and the mesh of the structure that

contains the crack (squared grid). The nodes of elements cut by the crack

are enriched by the H function and are represented by open circles. The

nodes of the elements that contain the crack tip are enriched by the FJ

functions span and are represented by open rectangles.

Fig. 4. The surface in the (X–Y) plane is the iso-zero surface of the level set

function/(x) and represents the crack surface.The ‘‘curved’’ surface normal

to the (X–Y) plane is the iso-zero surface of w(x) and represents the crack

front, which corresponds to the intersection of these two iso-zero surfaces.
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semi-ellipse during crack propagation. The aspect ratio
a/c, defined as the ratio of the crack depth a and the half
surface length c, as defined in Fig. 5(a), is increasing stea-
dily from 1.1 to 1.4 during crack growth (see Table 1).
The effect of the 100% tensile overload on the crack front
shape (see Fig. 5(d)) is discussed in Section 3.3.

3.2. Fatigue crack growth rate at the surface and in the bulk

The crack size at the surface (2c), for x = 0�, and in the
bulk (a), for x = 90�, are measured on the 3D renditions of
the crack (see Fig. 5). The fatigue crack growth rates at the
surface, dc/dN, and in the bulk, da/dN, as a function of the
stress intensity factor range DK = (Kmax � Kmin) are shown
in Fig. 6. The values of Kmax and Kmin are calculated for
x = 0� and for x = 90� using the X-FEM presented in Sec-
tion 2.6. Note that Kmax and Kmin are the stress intensity
factor under mode I, the values of KII and KIII are taken
equal to 0 as the crack, subjected to uniaxial tension
loading, is normal to the stress axis. For comparison, the

Fig. 5. Projections in the (X–Y) plane of 3D renditions of the crack at different stages of its development. (a) The angle x is used to determine the location

of a given point along the crack front. (b) The black dotted lines on the 3D rendition represent the location of the crack front at the previous stage (a), and

similarly for stages (c)–(g).

m

m

Fig. 6. The fatigue crack growth rates measured at the surface (x = 0�) and at the deepest point (x = 90�) of the crack are represented by plain black

points and plain triangles, respectively. The sudden drops between 18,000 and 20,000 cycles correspond to post-overload retardation. The fatigue crack

growth law measured for a CT specimen in Ref. [19] is given for comparison.

Table 1

Evolution of the aspect ratio during crack propagation

N 14,000 16,000 18,000 19,000 20,000 22,000 24,000

a/c 1.19 1.23 1.29 1.35 1.37 1.39 1.44

›

100% tensile overload
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fatigue crack growth law obtained on CT specimens by
Venkateswara Rao and Ritchie [26] for the same material
is also represented by open squared symbols in Fig. 6.

A discrepancy between the fatigue crack growth rate
measured at the surface and in the bulk can be observed
in Fig. 6: the slopes of the two curves da/dN = f(DK) and
dc/dN = f(DK) are similar but the former is shifted towards
lower values of DK. Thus for the same DK, the crack prop-
agates faster in the bulk than at the surface implying that,
at least for the specimen geometry used here, the crack
growth behaviour is anisotropic. Thus, a fatigue crack
growth law determined at the surface does not account
for the crack behaviour in the bulk. Furthermore, if used
for fatigue life calculation, the surface experimental law
would lead to a non-conservative prediction.

3.3. Overload

After the acquisition of the tomographic scan at 18,000
cycles, a 100% tensile overload was applied to the sample.
In Figs. 5(d) and (e), it can be seen that, during the 2000
cycles following the overload, the crack growth is consider-
ably reduced, especially at the surface where the crack
propagates three time less than in the bulk.

This discrepancy between retardation at the surface and
in the bulk can be quantified by measuring the amplitude
of crack retardation on the fatigue crack growth rate curves
displayed in Fig. 6. Both curves exhibit a sudden drop
between 18,000 and 20,000 cycles: the dc/dN = f(DK) curve
decreases from 9 · 10�9 m/cycle down to 4 · 10�9 m/cycle
whereas the da/dN = f(DK) curve only decreases from
1.4 · 10�8 m/cycle to 1.26 · 10�8 m/cycle. After cycle
20,000, the crack growth rate recovers its original trend.
From this it can be concluded that post-overload retardation
appears to bemore important at the surface than in the bulk.

4. Simulation of the 3D crack propagation

In the previous section it has been shown that crack
propagation at the point (x = 90�) furthest into the bulk
is faster than at the surface (x = 0�). The objective of this
section is to investigate the possibility of modelling crack
growth anisotropy in order to predict more precisely the
evolution of the crack front shape in the bulk.

4.1. Analytical and numerical simulation of crack

propagation with a single crack growth law

The discrepancy between the fatigue crack growth rates
at the surface and in the bulk allows us to conclude that a
unique crack growth law (e.g., with unique coefficients C

and m for the Paris law) cannot be used to predict the evo-
lution of the crack front shape in 3D. It will indeed be nec-
essary to establish a ‘‘3D crack propagation law’’ to
simulate anisotropic crack propagation.

However, as a preliminary study, we will simulate crack
propagation by integrating the same Paris law over the

crack front, as is usually done in crack simulation. By
doing so, it will be possible to determine if the discrepancy
between simulated and real crack shape is localised at the
sample surface or if it affects the whole crack front. The
law used for simulation is the fatigue crack growth law
measured for x = 90�. This law, defined by Eq. (4) and rep-
resented by a dotted line in Fig. 6, has been chosen for the
basis of the modelling, rather than the ‘‘surface’’ law,
because numerical calculations of the stress intensity fac-
tors are more reliable in the bulk than at the surface. (This
point is discussed in Section 5.)

daðxÞ
dN

¼ C � ½KmaxðxÞ � KminðxÞ�m

with C ¼ 10�9:2 and m ¼ 3:5. ð4Þ
In Eq. (4), Kmax(x) and Kmin(x) are the values of the local
stress intensity factor calculated at a given point of the
crack front localised by the angle x. The constants C and
m have been determined from the da/dN = f(DK) curve in
Fig. 6 but without considering the points between cycles
18,000 and 20,000 which are characteristic of post-overload
retardation. In the following section, the evolution of the
crack front shape between cycles 14,000 and 18,000 will
be simulated using both X-FEM (cf. Section 2.6) and an
analytical method based on the assumption that the crack
front shape is exactly semi-elliptical.

In the numerical simulation, the stress intensity factors
are calculated along the crack front using the X-FEM, tak-
ing into account the measured 3D crack geometry. The
evolution of Kmax(x) along the crack front is obtained by
fitting the ‘‘raw’’ numerical values with a polynomial func-
tion. Note that the values of Kmax(x) calculated at the first
points located just under the sample surface are not taken
into account in the polynomial interpolation. The local
crack extension da(x) is normal to the crack front and its
value is calculated at each node by integrating the crack
growth law defined by Eq. (4). The new crack front loca-
tion is calculated for a difference in number of cycles
dN = 4000. The initial crack is the experimental crack at
cycle 14,000 obtained from the first tomographic scan.

In the analytical simulation, the simulated crack front is
assumed to be a perfect semi-ellipse: the crack extension
da(x) is calculated by integrating Eq. (4) only at the two
points located at x = 0� and x = 90�. The values of
Kmax(0�) and Kmax(90�) are obtained from the Newman
and Raju equations for a semi-elliptical crack in tension
[36]. The initial crack is a semi-ellipse where a and c are
the crack size at x = 0� and x = 90�, respectively, as mea-
sured on the experimental crack at cycle 14,000.

4.2. Comparison between the simulated and experimental

crack front shapes

In the following analysis the simulated crack front
obtained using analytical values of K is called the ‘‘analyt-
ical crack front’’ and the crack front simulated with the
numerical method is called the ‘‘numerical crack front’’.

7



The experimental crack fronts extracted from the tomo-
graphic images (solid lines), the numerical crack front
(open squared symbols) and the analytical crack front
(filled circles) are compared in Fig. 7. This figure shows
that the shape of the numerical crack front, obtained
without any shape assumption, is comparable to the per-
fect semi-ellipse obtained with the analytical method
(except for 0� < x < 15�). The discrepancy between the
‘‘experimental’’ and ‘‘simulated’’ crack fronts, both ana-
lytical and numerical, is a maximum at the surface and
tends to decrease towards the bulk. The crack size for
x = 90� is overestimated only by 3% in the numerical sim-
ulation and by 10% in the analytical simulation. The
crack size at the surface is overestimated by 35% in the
analytical simulation and by 25% in the numerical simula-
tion. From this it can be concluded that the discrepancy
between the simulated and experimental crack shapes,
when integrating a unique law over the whole crack front,
is not local but affects the shape of the entire crack
between x = 0� and x = 180�. This discrepancy is more
important when the crack is described as a perfect semi-
ellipse than when the real crack shape is taken into
account.

4.3. Numerical simulation using a 3D effective crack growth

law

One possible reason for the observed crack growth
anisotropy between the surface and the bulk is the varia-
tion of the closure stress along the crack front: the crack
will then propagate faster in the bulk because the closure
stress in this region of the crack front is smaller and hence
the effective driving force is higher than at the surface. The
validity of this assumption as well as the 3D nature of the
closure phenomena are discussed in Section 5.

The objective of this section is to establish a 3D crack
propagation law that accounts for the crack growth anisot-
ropy induced by closure. The local crack extension da(x)
will be correlated with an effective stress intensity factor
DKeff(x) that takes into account the 3D variation of the
closure stress along the crack front.

Elber [37] proposed a modified Paris equation to
account for the effect of closure on the crack growth rate:
da/dN = C(DKeff)

m where DKeff = (Kmax � Kop) is the
effective stress intensity factor range and Kop is the stress
intensity factor at which the crack opens. To account for
the variation of the closure stress along the crack, we will
modify Elber’s equation by introducing a new variable x

such that da/dN and DKeff vary along the crack front:
da(x)/dN = C(DKeff(x))

m.
As a first approach, the variation of Kop(x) is taken

to be linear with the angle x and is therefore given by
Kop(x) = a Æ x + b. The value of the constants a and b

are determined from the values of Kop at the surface
Kop(0�) and at the deepest point Kop(90�). Data from
the literature are used to determine Kop(0�): the closure
response of an Al–Li powder metallurgy alloy, very sim-
ilar to the alloy studied here, was investigated in Ref.
[26]. The value of Kop measured at the surface of CT
specimens, for R = 0.1, is found to be equal to 0.4Kmax.
We assume here that the ratio Kop(x = 0�)/Kmax remains
constant during the fatigue test and that there is no clo-
sure at the deepest point for x = 90�, which gives
Kop(90�) = 0.1Kmax(90�). The evolution of the closure
stress along the crack front is given by the linear relation

Kop ¼ � 0:6Kmax

p
� xþ 0:4Kmax ð5Þ

The 3D crack growth law taking into account the variation
of the closure stress along the crack front is given by

daðxÞ
dN

¼ C
0:6

p
xþ 0:6

� �

Kmax

� 	m

ð6Þ

In Eqs. (5) and (6), the angle x, expressed in radians, is de-
fined for [0,p/2] and Kmax(x) is obtained from a polyno-
mial interpolation of the values calculated by the X-FEM
as described in the previous section.

The crack propagation is simulated, using Eq. (6),
between 14,000 and 24,000 cycles by calculating the loca-
tion of the simulated crack front every 2000 cycles. The ini-
tial crack front is the crack front at 14,000 cycles obtained
from the tomographic images (see Fig. 8(a)). The local
crack extension values da(x) are calculated along this ini-
tial crack front for dN = 2000 to predict the location of
the crack front at 16,000 cycles (open triangles in
Fig. 8(a)). The process is iterated as follows. The da(x) val-
ues are calculated along the simulated crack front at step N

(black triangles) to establish the location of the crack front
at step (N + dN) (open triangles). The obtained simulated
crack fronts are compared to the experimental crack front
(plain grey lines) in Figs. 8(b) and (d). However, as Eq. (6)

Fig. 7. Simulation of crack propagation using a single Paris law given by

Eq. (4) between cycles 14,000 and 18,000. The crack represented by open

squared symbols corresponds to the numerical simulation using the stress

intensity factors given by the X-FEM. The crack represented by black

points is obtained by ‘‘analytical simulation’’ using the Raju and Newman

equations to calculate the stress intensity factors.
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does not model the crack retardation induced by the over-
load, crack propagation is not simulated between 18,000
and 20,000 cycles. The experimental crack front at step
20,000 cycles is, hence, used to predict the shape of the
crack front at step 22,000 and 24,000 cycles (see Figs.
8(c) and (d)).

In Figs. 8(a)–(d), the simulated and experimental crack
front shapes appear to be very similar even in the region
close to the sample surface: in this region the average error
between simulated and experimental crack size is 6%,
whereas at the depth the error is less than 2%. These values
are far less than the error found between experimental and
simulated crack sizes calculated using a single Paris law as
described in the previous section. It can thus be concluded
that the 3D crack propagation law, based on a linear var-
iation of Kop along the crack front, gives a good prediction
of the crack growth, at least for the crack/sample geometry
considered in this study.

5. Discussion

5.1. Long crack behaviour and applicability of LEFM

The approach presented in this study relies on the
assumption that small-scale yielding conditions apply
despite the physically short dimensions of the crack
(100–500 lm). This assumption seems justified since the
estimated monotonic plastic zone size is ‘‘small’’ com-
pared to the crack size. Indeed, the ratio of the monotonic
plastic zone size rp and the crack size has been calculated
at the surface rpc/c (assuming plane stress conditions) and
in the bulk rpa/a (assuming plane strain conditions). For
the crack length considered in this study the values range
between 0.09 < rpc/c < 0.13 and 0.016 < rpa/a < 0.018. At
the surface, these values are rather high but remain
acceptable. In the bulk, they seem to conform well to
the applicability limits of LEFM that can be found in

a b

c d

(

( )

)

Fig. 8. (a)–(d) The plain grey lines represent the location of the experimental crack front obtained from the tomographic image. The open triangles

represent the simulated crack fronts obtained by integrating, for 2000 cycles, the 3D crack growth law defined by Eq. (6). (a, c) The initial crack front used

for propagation is the experimental crack front after 14,000 and 20,000 cycles, respectively. (b, d) The initial crack front used for propagation is the

simulated crack front (black triangles) that correspond to 16,000 and 22,000 cycles, respectively.
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the literature [38]. It seems therefore reasonable to corre-
late the stress intensity factor range calculated along the
crack front with the fatigue crack growth rate. It should
be remembered that the values of the stress intensity fac-
tors at the free surface/crack intersection calculated with
numerical methods should be treated cautiously and are
usually obtained, as already mentioned by several
authors, by extrapolating values calculated ‘‘inside’’ the
sample [39,40].

5.2. Crack growth rate anisotropy between surface and bulk

Concerning the observed anisotropy between the fatigue
crack growth rates measured at the surface and in the bulk,
two remarks can be made. First, the fatigue crack growth
rate measured at the surface of the studied sample is close
to the fatigue crack growth rate obtained for long cracks in
conventional CT specimens [26]. This result suggests that
the crack propagation observed on a small sample is repre-
sentative of the long crack behaviour described by LEFM
in larger samples of standard geometry.

Second, the crack propagates faster in the bulk than at
the surface. Such crack growth anisotropy has already been
observed in 7075-T651 Al alloy for semi-elliptical cracks by
McDonald and Daniewicz [41]. To account for these
results, Solanki et al. have established a ‘‘local’’ Paris
law, defined by local coefficients Ci and mi [42]. The values
of Ci and mi were deduced by linear interpolation between
the experimental values of C and m, measured in the depth
and at the free surface. However, in our case, crack prop-
agation is expected to be isotropic as the grain structure
of the Al–Li alloy studied is ultrafine and equiaxed and
possesses no crystallographic texture. Thus, there is no
‘‘physical’’ justification for allowing the C and m coeffi-
cients to vary along the crack front as they are intrinsic
material parameters. As mentioned in Section 4.1, it was
therefore assumed in this study that crack closure is the ori-
gin of the observed crack growth anisotropy.

5.3. 3D nature of closure: experimental results

As conventional methods of closure stress measure-
ments are all surface measurements, the experimental char-
acterisation of the 3D nature of closure phenomena is a
difficult task which requires the development of specific
methods to evaluate the contribution of surface and bulk
to the global closure response of the material. Qualitative
results have been obtained for instance in Refs. [43,44]:
specimens were sectioned normally to the crack propaga-
tion plane to observe directly the crack front through the
specimen thickness. These experiments confirm the fact
that the closure stress is higher at the surface than in the
bulk. This phenomenon has been attributed to the varia-
tion of constraint along the crack front: plane stress condi-
tions prevail at the surface which implies a larger plastic
zone size, and thus more closure than in the bulk, where
plane strain conditions prevail (a trend reflected by the val-

ues of rpa/a and rpc/c given previously). The difference
between the closure stress at the surface and in the bulk
has been determined quantitatively using a fractographic
method developed by Pelloux et al. [45]. This technique
relies on the assumption that fatigue striation spacing is
directly affected by the closure stress which can hence be
determined by comparing different striation spacings
induced by a special load sequence of varying amplitude.
This technique has been used to investigate the 3D closure
behaviour of through cracks, as for instance in Refs. [46,47]
and part-through cracks in Ref. [9]. In this latter paper,
Putra et al. measure the evolution of the opening stress,
Sop = f(/), along the crack front of semi-elliptical cracks
in 7075 T6 Al alloy (the angle / used in Ref. [9] has the
same meaning as x used in the present paper). However,
as fatigue striations close to the sample surface are not well
defined, this fractographic method does not allow the
determination of values of Sop between / = 0� and /

= 15� (which corresponds to a thickness of 25–50 lm for
the crack size range observed in our experiment). In the
bulk, experimental values of Sop decrease linearly between
/ = 15� and / = 90�, which confirm our assumption, but
with a slope that is lower than the one of Eq. (5) used
for the simulation.

5.4. 3D FE simulations of plasticity-induced crack closure

phenomena

For the particular ultrafine-grained Al alloy used in this
study, the main mechanism responsible for closure is plas-
ticity-induced crack closure (PICC) [23]. PICC phenomena
for semi-elliptical cracks have been analysed in 3D by the
FE method [48–52]. 3D elastic–plastic FE simulations show
that the loading part of the fatigue cycle can be described as
a ‘‘continuous unzipping process’’ during which the crack
opens first in the bulk. They also confirm the fact that Sop

is higher at the surface than in the bulk. In Ref. [49], the evo-
lution of the closure stress has been calculated: the obtained
Sop = f(x) curve does not follow the linear trend of Eq. (5)
used in this study but decreases betweenx = 0� andx = 10�
and then remains at a constant value for 10� < x < 90�. As
the crack/sample size ratio of the sample used in Ref. [49] is
10 times less than for our sample, this difference might be
due to the influence of the state of stress as will be explained
in the next section. It should also be emphasised that
numerical values of Sop are greatly influenced by the mesh
refinement as well as the crack node release scheme used
in the FE simulation as mentioned in Ref. [50].

5.5. Influence of the state of stress on the 3D closure

behaviour

The influence of the state of stress on the variation of
Sop has been studied for through cracks by comparing
elastic–plastic FE calculations performed on thin and
thick MT samples [53] (the thickness ratio between the
thick and the thin sample being 7.5). It was found that,
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in thin MT samples, where plane stress conditions prevail,
Sop decreases linearly between the sample surface and the
centre of the specimen. For thicker MT samples, the evo-
lution is different: Sop decreases quickly in a region located
just under the sample surface and then remains at a con-
stant value in the central part of the sample where plane
strain conditions prevail. It can be concluded that for
through cracks, the variation of Sop along the crack front
is linear only when plane stress conditions prevail in the
whole sample. In our case, as the studied crack is not a
through crack but a part-through crack, direct compari-
son is difficult. However, the results obtained in Ref.
[53] seem to explain the difference, mentioned in the previ-
ous paragraph, between the Sop = f(x) curve obtained by
FE calculation for a large sample [49] and the linear equa-
tion (5) used in the simulation. It can thus be concluded
that the influence of the state of stress on the variation
of Sop along the crack front should be taken into account,
which implies that Eq. (5) should be modified whenever a
different crack/sample geometry is considered.

5.6. Overload

It has been shown in Section 3.3 that crack retardation
following the 100% overload varies along the crack front:
it is maximum at the surface for (x = 0�) and decreases
towards the bulk to a minimum value for (x = 90�). The
fact that post-overload retardation occurs mainly at the
surface has been observed on fracture surfaces, but only
for through cracks in Refs. [54,55].

Retardation induced by a tensile overload can be attrib-
uted to different mechanisms such as compressive residual
stress, branching and also PICC [56]. In the fine-grained
alloy studied here, PICC is the main mechanism responsi-
ble for post-overload crack retardation [23]. The fact that
crack retardation occurs mainly at the surface, as described
above, implies that PICC is more important and, hence, the
value of Kop higher at the surface than in the bulk. This
result is consistent with the assumption made in Section
4.2 that Kop(0�) > Kop(90�) which was used to establish
the 3D crack growth law.

6. Conclusions

The 3D propagation of a semi-elliptical fatigue crack in
an ultrafine-grained Al–Li alloy has been visualised in situ
using synchrotron radiation X-ray microtomography. This
technique can be used to perform in situ characterisation of
fatigue cracks in the bulk of opaque materials at a resolu-
tion close to 1 lm, which is relevant for studying crack
propagation. It should be emphasised that the 3D images
of the cracks have been obtained without changing the load
cycles or the environmental conditions contrary to what is
achieved with classic post-mortem fractography tech-
niques. However, the stringent resolution requirements
for detection of crack opening displacements at the sub-
micrometre level limit the field of view to about 1 mm

and hence imply the adoption of special sample geometries
with dimensions in the millimetric range.

The experimentally observed 3D crack propagation has
been modelled using LEFM concepts: the local crack
growth rate measured in the bulk is correlated with the stress
intensity factor range DK calculated using the X-FEM tak-
ing into account the real 3D geometry of the crack obtained
from the tomographic images. It has been shown that:

� Crack growth rates measured at the surface of the small
sample used in our experiment are similar to those
obtained on large conventional fatigue samples for the
same alloy.

� The experimentally observed semi-elliptical crack prop-
agates faster in the bulk than at the surface.

� Variation of the closure stress along the crack front can
account for the observed crack growth anisotropy
between surface and bulk. As PICC is the main mecha-
nism responsible for closure in the alloy studied here, a
larger plastic zone size at the surface (plane stress) can
explain a higher closure stress than in the bulk, where
plane strain conditions limit the development of plastic-
ity and hence closure.

� Assuming that the variation of the closure stress between
surface and bulk is linear, a 3D crack growth law equa-
tion has been established to simulate crack propagation.
The predicted and experimental crack shapes, compared
at different stages, appear to be very similar.

This means that, for the sample geometry investigated
here, a single Paris law can be used to predict the observed
crack growth anisotropy provided the variation of the clo-
sure stress along the crack front is taken into account.

From a more general point of view, this study has shown
that coupling X-ray microtomography to X-FEM provides
a promising tool to assess the 3D behaviour of arbitrary
shaped cracks and to perform direct comparisons of
‘‘experimental’’ and ‘‘simulated’’ crack shapes during prop-
agation. Such data, to the best of the authors’ knowledge,
are currently lacking in the literature.
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