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Abstract

We here provide two sided bounds for the density of the solution of a system of n
di�erential equations of dimension d, the �rst one being forced by a non-degenerate
random noise and the n− 1 other ones being degenerate. The system formed by the
n equations satis�es a suitable Hörmander condition: the second equation feels the
noise plugged into the �rst equation, the third equation feels the noise transmitted
from the �rst to the second equation and so on..., so that the noise propagates one
way through the system.
When the coe�cients of the system are Lipschitz continuous, we show that the

density of the solution satis�es Gaussian bounds with non-di�usive time scales. The
proof relies on the interpretation of the density of the solution as the value function
of some optimal stochastic control problem.
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1 Introduction

We are here interested in understanding how a random noise may propagate
through a chain of n d-dimensional di�erential equations of the form

dX1
t = F1(t,X

1
t , . . . , Xn

t )dt + σ(t,X1
t , . . . , Xn

t )dWt,

dX2
t = F2(t,X

1
t , . . . , Xn

t )dt,

dX3
t = F3(t,X

2
t , . . . , Xn

t )dt,

· · ·
dXn

t = Fn(t,Xn−1
t , Xn

t )dt,

t ≥ 0, (1.1)

(Wt)t≥0 standing for a d-dimensional Brownian motion, and each (X i
t)t≥0,

1 ≤ i ≤ n, being Rd-valued as well. A typical example for (1.1) is a system of
n coupled oscillators, each of them moving vertically and being connected to
the nearest neighbours directly, the �rst oscillator being forced by a random
noise. Such a model may be summarized by the picture

NOISE ⇒

We emphasize that Fi in (1.1) cannot depend on the positions X1
t , . . . , X i−2

t :
from a physical point of view, the noise has to go through the second, the
third, . . . and the (i − 1)th oscillators to reach the ith one. For example, the
picture given above corresponds to the typical case when F1 = F1(t, x1, x2),
F2 = F2(t, x1, x2, x3), F3 = F3(t, x2, x3, x4) and so on... This kind of systems
appear in various applicative �elds. When n = 2, Eq. (1.1) describes the
dynamics of some stochastic Hamiltonian systems (see e.g. Soize [Soi94] for a
general overview or the more speci�c works by Talay [Tal02] and Hérau and
Nier [HN04] for questions of convergence to equilibrium). Again for n = 2,
it corresponds to the dynamics used in mathematical �nance to price Asian
options (see for example [BPV01] for a speci�c discussion of the regularity of
the price in such a degenerate case). In the more general case when n ≥ 2,
it appears in heat conduction models (see for example the original papers
by Eckmann et al. [EPRB99] and Rey-Bellet and Thomas [RBL00] when the
chain is forced by two heat baths ; see also the more recent paper by Bodineau
and Lefevere [BL08]).
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Hörmander Setting.When the coe�cients of (1.1) are smooth, the existence
of a density for (X1

t , . . . , Xn
t ), seen as an Rnd-valued vector, may be seen as a

consequence of Hörmander's theorem. For simplicity reasons, we just explain
how when d = 1, i.e. when each oscillator is of dimension 1. In the one-
dimensional case, the Dynkin operator associated with (1.1) has the form
(below F1(t, x0, · · · , xn) = F1(t, x1, · · · , xn))

∂t + Lt = ∂t +
1

2
σ2(t, x1, . . . , xn)∂2

x1,x1
+

n∑

i=1

Fi(t, xi−1, . . . , xn)∂xi
=

1

2
A2 + B,

(1.2)
with A := σ(t, x1, . . . , xn)∂x1 and B := ∂t + (F1 − 1

2
σ∂x1σ)(t, x1, . . . , xn)∂x1 +∑n

i=2 Fi(t, xi−1, . . . , xn)∂xi
for i ≥ 2. Then, the Lie algebra of the vector �elds

A and B contains B = (1,×, · · · ,×) (the �rst coordinate stands for time t),
A = (0, σ, 0, . . . , 0), [A,B] = (0,×, σ∂x1F2, 0, . . . , 0) as well as

[[A,B], B] = (0,×,×, σ∂x1F2∂x2F3, 0, . . . , 0),

. . .[
· · ·

[
[A, B], B

]
, · · · , B︸ ︷︷ ︸
(n−3) times

]
= (0,×, · · · ,×, σ∂x1F2 ∂x2F3 · · · ∂xn−1Fn).

Above, each cross �×� means that the corresponding value doesn't provide any
useful information to span new directions. If, at any (t,x = (x1, . . . , xn)) ∈
(0, +∞)×Rn, the terms σ(t,x), ∂x1F2(t,x), · · · , ∂xn−1Fn(t, xn−1, xn) are non-
zero, then the vector �elds B, A, [A,B], [[A,B], B], · · · , [· · · [[A,B], B] · · · , B]
span Rn+1 at any (t,x). By Hörmander's theorem, this implies that the op-
erator ∂t + Lt is hypoelliptic on (0, +∞) × Rn. By the same argument, the
adjoint operator is hypoelliptic as well. This implies that, for any starting
point (t,x) as above, the process (X1

s , . . . , Xn
s )s≥t has a density at any time

s > t: despite the degeneracy of the n − 1 last oscillators, the whole state of
the system is (strictly) random at any time after t because of the propaga-
tion of the noise through the oscillators. Such a principle may be extended
to the case when the oscillators are d-dimensional. Indeed, if, at any (t,x =
(x1, . . . , xn)) ∈ (0, +∞) × (Rd)n, the Md(R)-matrices 1 σ(t,x), Dx1F1(t,x),
Dxn−1Fn(t, xn−1, xn) are of non-zero determinant, then Hörmander's theorem
still applies.

Gaussian Case. Providing two-sided bounds for the density, when it ex-
ists, of the random vector (X1

t , . . . , Xn
t ), t > 0, is a natural question, which

goes back to the earlier work of Kolmogorov [Kol34]. Indeed, for d = 1,
n = 2, σ = 1, F1 = 0 and F2(x1, x2) = αx1, with α 6= 0, (X1

t , X2
t )t≥0,

with (X1
0 , X

2
0 ) = (x0

1, x
0
2), has the form (x0

1 +Bt, x
0
2 +αx0

1t+α
∫ t
0 Bsds)t≥0: this

example, known as Kolmogorov's example, is the �rst historical illustration of
the noise propagation property for equations of type (1.1). Indeed, (X1

t , X2
t )t≥0

1 Md(R) is the set of square matrices of size d.
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is a Gaussian process whose covariance matrix at time t > 0 is equal to

Kt =




t αt2/2

αt2/2 α2t3/3




and is thus non-degenerate. Clearly, (X1
t , X2

t ) has a density for any t > 0,
which is explicitly given by

(x1, x2) 7→
√

3

απt2
exp

(
−|K

−1/2
t (x1 − x0

1, x2 − x0
2 − tαx0

1)
∗|2

2

)
. (1.3)

We emphasize that the time-scale in the density is thus non-di�usive: the
exponent of the �uctuations of the second component is 3/2. As explained
in Section 3 below, Kolmogorov's example may be extended to systems of n
linear oscillators of dimension d. The typical case corresponds to the follow-
ing choice for the coe�cients F2, . . . , Fn: F1 = 0, F2(t, x1, . . . , xn) = α1

t x1,
F3(t, x2, . . . , xn) = α2

t x2, . . . and Fn(t, xn−1, xn) = αn−1
t xn−1, α1

t , . . . , αn−1
t

standing for matrices inMd(R). In this situation, the process (X1
t , . . . , Xn

t )t≥0

is Gaussian. When the matrices α1
t , . . . , α

n−1
t are non-degenerate, the covari-

ance matrix of (X1
t , . . . , Xn

t )t≥0 has a non-zero determinant and, for each
1 ≤ i ≤ n, the �uctuations of the ith component is exactly of order t(2i−1)/2.

Aronson Estimate. Of course, the linear case is very restrictive for prac-
tical purposes. Unfortunately, understanding the nonlinear setting is a much
more challenging question. When the system is made of a single oscillator,
the problem just consists of estimating the density of a non-degenerate dif-
fusion process, the matrix σ being indeed assumed to be non-degenerate as
explained in the previous paragraph. This problem has been widely investi-
gated in the literature for �fty years. When F1 (which just depends on (t, x1)
in this case) and σ are bounded and Hölder continuous in space, σσ∗ be-
ing also uniformly elliptic, it can be derived from Friedman [Fri64] that the
process (X1

t )t≥0 admits a transition kernel (p(t, x1, y1))t>0,x1∈Rd,y1∈Rd , which
satis�es on any interval (0, T ], T > 0, two-sided Gaussian bounds of the form
C−1t−d/2 exp(−C|x1 − y1|2/t) ≤ p(t, x1, y1) ≤ Ct−d/2 exp(−C−1|x1 − y1|2/t),
known as Aronson estimates 2 . Here, C only depends on the bounds and the
regularity of the coe�cients (including the lower bound of the spectrum of the
di�usion matrix), on d and on T . The upper bound as well as controls on the
derivatives of the heat kernel are given in [Fri64], the lower bound then fol-
lows from a standard chaining argument, see also Section C. The proof of the
upper bound is based on a parametrix representation of the density deduced
from a perturbation argument. We refer to [Fri64], [MS67] or Section 2.4 for

2 Actually, Aronson's work [Aro67] deals with divergence form operators. In particu-
lar, it is shown that the transition densities of a self-adjoint non-degenerate operator
satisfy Gaussian bounds, uniformly in time.
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additional details on parametrix techniques. The two-sided bounds have also
been derived in this framework by Sheu [She91] using stochastic control tools.

Density Estimate in the Hypoelliptic Setting. Understanding the struc-
ture of the density under general hypoelliptic conditions (i.e. for more general
systems than the one we here analyze) is something very di�cult. The reason
may be explained in a simple way: there may be many ways for the underlying
noise to propagate into the whole system, and therefore, many di�erent time
scales for the propagation phenomenon 3 . Nevertheless, several results have
been obtained by means of Malliavin calculus: Malliavin calculus (see Malli-
avin [Mal78b, Mal78a, Mal97], Stroock [Str83] and Nualart [Nua95]) permits
to quantify the sensitivity of the system with respect to the noise, the sen-
sitivity being read through the Malliavin derivatives and summarized by the
so-called �Malliavin matrix�. Asking for the existence of a density is asking for
a non-zero sensibility and thus for a non-degenerate �Malliavin matrix�. The
most famous work in that direction is due to Kusuoka and Stroock in a series of
three papers [KS84, KS85, KS87]: in the last one, explicit two-sided bounds for
the density of time-homogeneous di�usion processes are established by Malli-
avin calculus under strong Hörmander conditions. Roughly speaking, �strong
Hörmander� means that the noise propagates inside the system through the
di�usive part only: the density estimates established in Kusuoka and Stroock
[KS87] hold for a null drift only 4 . On the opposite, the current problem we
here consider is of weak Hörmander type since the drift has a key role in the
noise propagation.

For other examples of application of Malliavin calculus, we refer the reader to
Bally [Bal90], where the connection between the �Malliavin matrix� and the
Hörmander assumption is investigated carefully, to Cattiaux [Cat90], where
various properties of the resolvent of a di�usion process are established in
the Hörmander setting, and to Cattiaux and Mesnager [CM02] for a careful
analysis of the non-homogeneous framework. For a more speci�c result on
the shape of the density, we refer to Ben Arous and Léandre [BL91], where
various regimes are exhibited for the small time behaviour of the density of
some hypoelliptic di�usion according to the form of the drift.

Our situation may seem more favorable: as already said, the noise propagation
is one-way ; moreover, as explained below, the noise is transmitted from one
oscillator to another in a regular (or non-singular) way, i.e. the Jacobian matrix
Dxi−1

Fi(t, xi−1, xi, . . . , xn) is assumed to be non-degenerate, uniformly in space
and time. In this framework, several results have been already obtained. For
3 On the opposite, when the system just consists of a single uniformly elliptic op-
erator, there is one rate of propagation given by the exponent 1/2.
4 Actually, a very speci�c extension is discussed in [KS87] in the case when the
drift is generated by the vector �elds of the di�usive part: we refer the reader to the
original paper for more details.
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example, when F is linear, upper bounds were established in the ealier works
by Weber [Web51] for n = 2 and by Sonin [Son67] for n = 3. Moreover, in
the linear case again (but for a general n), lower bounds were obtained by
Pascucci and Polidoro [PP06] and by Boscain and Polidoro [BP07] by using
techniques involving Harnack inequalities and deterministic optimal control.
Eventually, for a nonlinear F , Bally and Kohatsu-Higa [BKH09] have recently
obtained lower bounds for n = 2 and d = 1 by means of Malliavin calculus.
We notice that, as far as the lower bound is concerned, all the above results
hold for time-homogeneous coe�cients only.

Our approach. To derive two sided Gaussian bounds in the framework of
equation (1.1), we follow a stochastic control approach. It consists in giving
a representation of − ln p(T,x,y), where p stands for the density at point
y of XT starting from x at time 0, as the value function of a stochastic
control problem. Such a procedure, known as Fleming's transform has been
successfully used by Sheu [She91] to derive Aronson's bounds as well as bounds
on the derivatives of the heat kernel in the non-degenerate case.

In our degenerate framework we derive the lower bound for p(T,x,y) by taking
some speci�c control, whereas the proof of the upper bound relies on both
parametrix and stochastic control techniques. Namely, the control formulation
is used to truncate the parametrix series expansion of the density. The strategy
we use to derive our main results is speci�ed in Section 2. For completeness, we
also provide in Appendix an alternative proof of the lower bound on the same
model as the proof of the upper bound: at �rst sight, it seems much shorter
than the main (or the �rst) proof, given in the core of the paper. Actually, the
following has to be said: �rst, we feel interesting to have two di�erent strategies
at hand for the lower bound since lower bounds are usually known as di�cult
to obtain ; second, some of the arguments of the second proof follow from
the �rst proof, namely those related to the stochastic control approach, some
others also follow from the proof of the upper bound, namely those related to
the parametrix method ; this may explain why the second proof seems to be
so short ; third, and this is probably the most important point, we think that
the �rst proof is more systematic than the second one: the whole problem is
to seek for a speci�c control to bound from below the density ; in other words,
the �rst proof might be used in other situations more easily.

Standing Assumption. The required assumption in our framework is

(A) The spectrum of the matricial function (t,x) ∈ R+ × Rnd 7→ a(t,x) =
[σσ∗](t,x) is included in [Λ−1, Λ] for some Λ ≥ 1. Moreover, the functions
F1, . . . , Fn and σ are respectively uniformly Lipschitz and η-Hölder contin-
uous (η ∈ (0, 1]) with respect to the underlying space variables, for some
positive constant κ. For each integer 2 ≤ i ≤ n, (t, (xi, . . . , xn)) ∈ R+ ×
R(n−i+1)d, the function xi−1 ∈ Rd 7→ Fi(t, xi−1, . . . , xn) is also continuously
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di�erentiable, the derivative, denoted by (t, xi−1, . . . , xn) ∈ R+ × R(n−i+2)d 7→
Dxi−1

Fi(t, xi−1, . . . , xn), being η-Hölder continuous in the �rst space variable
xi−1 with constant κ. Finally, there exists a closed convex subset Ei−1 ⊂
GLd(R) (set of invertible d×d matrices) s.t., for all t ≥ 0 and (xi−1, . . . , xn) ∈
R(n−i+2)d, the matrix Dxi−1

Fi(t, xi−1, . . . , xn) belongs to Ei−1. For example, Ei,
1 ≤ i ≤ n− 1, may be a closed ball included in GLd(R), which is an open set.

We notice that the coe�cients may be irregular in time (F (t,0) bounded). Ob-
viously, they are assumed to be measurable. Also, the last part of Assumption
(A) will be explained in Section 3.

Weak Solvability. Before we provide two-sided bounds for the transition den-
sity of the solution of (1.1), we emphasize that the unique solvability of (1.1)
under Assumption (A) is actually not so obvious. The point is the following:
if (1.1) is known to be uniquely solvable in the weak sense, we can prove that
the transition densities exist and satisfy Gaussian bounds depending on the
parameters in (A) only. Speci�cally, existence of a weak solution is easily seen:
it can be proven by compactness argument as in Theorem 6.1.7 in Stroock and
Varadhan [SV79]. (Note that the linear growth of the drift is not a problem to
do so.) Uniqueness is here necessary also since the bounds for the density are
obtained �rst for smooth coe�cients and then deduced in the general case by
a convergence in law argument. Actually, we do not know whether the mar-
tingale problem associated with (1.1) is indeed uniquely solvable under (A).
We feel that it is, but we have no rigorous argument for it. The proof would
require a careful analysis which seems out of scope here. We thus prefer to
postpone the study of uniqueness under (A) to further investigations and to
provide several interesting examples for which uniqueness holds:

Example 1. Obviously, if the coe�cient a is locally Lipschitz continuous in
space, uniformly in time, pathwise uniqueness holds.

Example 2. A possible way to relax the Lipschitz continuity property for a
consists in taking advantage of the theory of viscosity solutions (for partial
di�erential equations). Indeed, as recently shown by Ma and Zhang [MZ08]
in a paper devoted to weak uniqueness of the Feynman-Kac representation of
Backward SDE type for some non-linear partial di�erential equations, weak
uniqueness may be seen as a consequence of the comparison principle for vis-
cosity solutions. Unfortunately, it is inopportune to reproduce the whole the-
ory in our (long) paper. Nevertheless, we point out that the argument given by
Ma and Zhang can be adapted to the linear framework easily: as suggested by
comparing Theorem 5.5 in [MZ08] with Theorem 6.2.3 in Stroock and Varad-
han [SV79], it is well understood that the unique solvability of the martingale
problem follows from the comparison principle for viscosity sub� and superso-
lutions of the linear PDEs driven by (Lt)t≥0. (Speci�cally, we should say for
the Cauchy problems driven by (Lt)t≥0 with a smooth boundary condition and
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a null source term, the expression �Cauchy problems� being possibly under-
stood as �Cauchy problems on bounded domains�: in light of Theorem 6.6.1
in Stroock and Varadhan [SV79], weak uniqueness can be localized easily.) A
common reference for comparison principles for viscosity solutions is the pa-
per by Ishii and Lions [IL90]: putting together Theorem III.1 and Paragraphs
IV.1 and IV.2 therein, we understand that, for a, F1, . . . , Fn continuous both
in t and x, the comparison principle holds for η ∈ (1/2, 1]. In other words, we
claim that the martingale problem is well-posed when η ∈ (1/2, 1] in (A) and
the coe�cients are continuous in time.

Example 3. As said above, we don't know whether the case η ∈ (0, 1/2] is
reachable. We feel that the right idea would consist in adapting the Schauder
theory (see [Fri64] for the original theory in the uniformly elliptic setting) to
establish existence of a classical solution to the Cauchy problem driven by
(Lt)t≥0 (and by a smooth boundary condition): as already said, such a pro-
gram is out of the scope of the paper. Nevertheless, we know that it can be
achieved in the case when each Fi, 2 ≤ i ≤ n, is independent of t and lin-
ear in (xi−1, . . . , xn): we refer to the papers by DiFrancesco and Pasucci and
DiFrancesco and Polidoro [FP05] and [FP06]. (Speci�cally, we refer to The-
orem 1.4 in the �rst reference and Corollary 1.4 in the second one.) In that
case, the Cauchy problem (set on the whole space) driven by (Lt)t≥0 and by
a continuous boundary condition is known to be solvable in the strong sense
whenever the coe�cients a and F1 are bounded and (t, x)-Hölder continuous
for the �intrinsic geometry induced by the vector �elds� (see the de�nition in
the previous references): following Theorem 6.3.2 in Stroock and Varadhan
[SV79], weak uniqueness follows. By the Girsanov transform, it is enough to
prove uniqueness of the martingale problem when F1 is zero, so that F1 may
be assumed to be Hölder continuous as required. As far as a is concerned, it
can be checked that �usual Hölder continuity and boundedness� implies �in-
trinsic Hölder continuity� (see Proposition 2.1 in Polidoro [Pol94]). Finally,
we claim that weak uniqueness holds when each Fi, 2 ≤ i ≤ n, is linear and
a is (t, x)-Hölder continuous, the Hölder exponent being possibly less than 1/2.

Main Result. We now state the main result of the paper:

Theorem 1.1 Assume that Assumption (A) is in force and that weak unique-
ness holds for Eq. (1.1) for any initial condition. (See above for possible exam-
ples.) Then, at any time t > 0 and for any initial condition x ∈ Rnd, the law
of the vector (X1

t , . . . , Xn
t ), solution at time t > 0 of the equation (1.1) under

the initial condition (X1
0 , . . . , X

n
0 ) = x, admits a density y ∈ Rnd 7→ p(t,x,y).

Moreover, for any T > 0, there exists a constant CT ≥ 1, depending on T , Λ,
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η, κ, E1, E2, . . . , En−1, n and d only, such that, for any t ∈ (0, T ],

C−1
T t−n2d/2 exp

(
−CT t

∣∣∣T−1
t

(
θt(x)− y

)∣∣∣
2)

≤ p(t,x,y)

≤ CT t−n2d/2 exp
(
−C−1

T t
∣∣∣T−1

t

(
θt(x)− y

)∣∣∣
2)

.

Above, Tt is the �scale� matrix of the system. It is a diagonal matrix of size
nd × nd given by n diagonal blocks of size d × d, with tiId as ith diago-
nal block, where Id is the identity matrix of size d × d. Moreover, θt(x) =
(θ1

t (x), θ2
t (x), . . . , θn

t (x)) stands for the value (in Rnd) at time t of the solution
of the deterministic ODE

θ̇t
1

= F1(t, θ
1
t , . . . , θ

n
t )

θ̇t
i
= Fi(t, θ

i−1
t , . . . , θn

t ), 2 ≤ i ≤ n,
(1.4)

with the initial condition θ0(x) = (θ1
0(x), . . . , θ1

n(x)) = x. (Of course, (1.4) is
the deterministic counterpart of (1.1).)

Comments. The transport of the initial condition x by the deterministic
�ow θ in the density bounds may be seen as a nonlinear generalization of the
Kolmogorov example. (See (1.3).) The ith coordinate X i

t of the system at time
t oscillates around θi

t(x) with �uctuations of order ti−1/2. For i = 1, the action
of the �ow in small time is negligible in comparison with the action of the
noise: the order of the distance between θ1(x) and x1 is at most t, whereas
the �uctuations of X1

t have t1/2 as order. In short, this is the reason why the
drift has no role in small time in the Aronson estimates. On the contrary, for
i ≥ 2, the �uctuations of X i

t may be much less than the distance between
θi(x) and xi: the transport term in the density bounds has a key role in high
coordinates.

Such a multiscale e�ect follows from the weak Hörmander setting we here
consider and, more precisely, from the one-way propagation assumption of the
noise. In comparison, it seems much more di�cult to specify the right scales of
each coordinate in the strong Hörmander framework investigated by Kusuoka
and Stroock [KS87]: roughly speaking, Theorem 4.9 in [KS87] suggests that,
at time t less than 1, the whole di�usion process (i.e. without any distinction
between the coordinates) lives at scale t1/2 (i.e. admits a di�usive scaling)
with respect to the so-called Carnot-Carathéodory distance generated by the
operator.

In Kusuoka and Stroock [KS87], the Carnot-Carathéodory distance yields the
�o�-diagonal� decay of the density. It is also referred as a control metric since
it may be seen as the optimal cost of some deterministic control problem.
As explained in Section 2 below, it turns out that this speci�c deterministic
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control problem is nothing but the deterministic counterpart of the stochastic
control problem deriving from the Fleming transform (have in mind that the
Fleming transform provides an explicit representation for − ln(p(T,x,y)) in
terms of some controlled di�usion process): this makes a formal connection
between the control metric used in Kusuoka and Stroock [KS87] and the ap-
proach developed by Sheu [She91]. In our own setting, this formal connection
is shown to be rigorous: the �o�-diagonal� decay in Theorem 1.1 derives from
some determistic control problem as well. Nevertheless, because of the �ow θ,
the decay has some complicated time-dynamics here and cannot be written in
terms of some time-independent distance explicitly.

To �nish with, we also indicate that the �diagonal� decay of the density has
a structure similar to the one exhibited in Kusuoka and Stroock [KS87]: it
may be explained as the sum of the lengths of the commutators spanning the
whole space. (Here, the length of a commutator of some vector �elds is equal
to the sum of the inverses of the degrees of the underlying vector �elds.) For
example, for d = 1, the commutators used to span the whole space at some
point (t,x) ∈ (0, +∞) × Rn, i.e. A, [A,B], [[A,B], B], . . . , with the same
notations as in (1.2), have 1/2, 3/2, . . . , (2n − 1)/2 as lengths 5 , so that the
sum is equal to n(n − 1)/2 + n/2 = n2/2. This matches the exponent of the
�diagonal� decay of the density. Obviously, the argument also holds for d ≥ 2.

Useful Notations. In what follows, we always denote by a bold letter a
quantity in Rnd: for example, zero in bold face, i.e. 0, stands for zero in Rnd

and the solution (X1
t , . . . , Xn

t )t≥0 to (1.1) is denoted by (Xt)t≥0. Similary, Eq.
(1.1) itself is written in a shortened form:

dXt = F(t,Xt) + Bσ(t,Xt)dWt,

where F = (F1, . . . , Fn) is an Rnd-valued function and B stands for the nd× d
matrix, which embeds Rd into Rnd, i.e. B = (Id, 0, . . . , 0)∗, where �∗� stands
for the transpose. Moreover, for x = (x1, . . . , xn) ∈ (Rd)n, we set xi,n =
(xi, . . . , xn) ∈ (Rd)n−i+1.

The frequently used expression �known parameters in (A)� refers to Λ, η, κ, E1,
E2, . . . , En, n and d. In particular, we emphasize that T is not considered as a
parameter in (A). This permits to make the distinction between the constants
depending on T and the parameters in (A) only and the constants depending
on the parameters in (A) only (and not on T ). Except when speci�ed, the
constants mentioned below do not depend on other quantities.

Organization of the Paper. In Section 2 we specify the key steps to prove
Theorem 1.1 and introduce the mathematical objects needed. It appears in

5 Note that the vector �eld that generates the time component, i.e. the vector �eld
B, is not taken into account to compute the diagonal decay at a given time.
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that section that Gaussian linear systems and some related deterministic con-
trol problems play a central role in the whole proof. We give in Section 3 useful
estimates on these objects. This is the technical core of the paper. Section 4
is dedicated to the proof of the lower bound. The upper bound is derived in
Section 5. Some technical computations are postponed to Appendix A and B.
Eventually, we give in Appendix C an alternative proof of the lower bound
deriving from the parametrix expansion of the density and a suitable non
standard chaining argument.

2 Strategy and Associated Mathematical Tools

We �rst discuss the existence of a transition density (p(s, t,x,y))0≤s<t;x,y∈Rnd

to the solution (Xt)t≥0 of (1.1). When the coe�cients F and σ satisfy (A) and
are C∞ in time and space, Hörmander's theorem for parabolic hypoellipticity
(see [Hör67, Theorem 1.1]) applies: the transition density exists and is C∞ in
all the parameters. Moreover, it satis�es the Fokker�Planck equation:

∂tp(t, T,x,y) + Lt,xp(t, T,x,y) = 0, 0 ≤ t < T, x,y ∈ Rnd,

p(T, T,x,y) = δy(x), x,y ∈ Rnd,
(2.1)

where Lt,x = (1/2)Tr(a(t,x)D2
x1

) + F1(t,x)Dx1 +
∑n

i=2 Fi(t,x
i−1,n)Dxi

is the
in�nitesimal generator of X at time t.

To recover this framework, we assume below that the coe�cients are smooth.
By a regularization procedure, this is always possible: we can �nd a mollifying
sequence of (F, σ) satisfying (A) uniformly. We emphasize that the density
bounds we exhibit below in the regularized setting depends on T and the
quantities in (A) only and are independent of the regularization procedure.
Theorem 1.1, under (A) only, then follows by letting the regularization pa-
rameter tend to zero and by using two key arguments: uniqueness in law for
(1.1) and Radon�Nikodym's theorem.

The Fokker�Planck equation is the starting point of our approach. By chaining
(2.1) with the function − ln, we indeed deduce a probabilistic representation
of the transition density: for 0 ≤ t < T , − ln(p(t, T,x,y)) is shown to be the
value function of some optimal stochastic control problem. This procedure is
known as Fleming's logarithmic transform. It has been used by Sheu [She91]
to recover the Aronson bounds for uniformly elliptic di�usion processes. We
here adapt it to our framework.

Before we explain what Fleming's transform is, we emphasize that p(0, T, ·, ·)
is often denoted by p(T, ·, ·) in the paper. This is the notation used in the
statement of Theorem 1.1.
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2.1 Fleming's Logarithmic Transform

We now �x the arrival point (T,y0) ∈ (0, +∞) × Rnd as in the statement of
Theorem 1.1. To explain Fleming's transform, we �rst approximate the Dirac
boundary condition in (2.1) by a true function: we here introduce a sequence
(ηε)ε>0 of molli�ers on Rnd weakly converging towards the Dirac mass δy0 at
y0. In addition, we assume that the (ηε)ε>0 are positive (i.e. > 0) on the whole
Rnd and satisfy

∃ε0 > 0 : lim
c→+∞ sup

0<ε<ε0

sup
|y|>c

ηε(y) = 0. (2.2)

(We provide below an example for such molli�ers.) We then approximate the
transition density by setting, for all ε > 0 and (t,x) ∈ [0, T−ε]×Rnd, uε(t,x) =
E[ηε(X

t,x
T−ε)]. (Here, the superscript (t,x) in the notation Xt,x means that Xt =

x in (1.1).) The coe�cients of X being smooth, it solves in the classical sense
the Cauchy problem ∂tuε(t,x)+Ltuε(t,x) = 0, 0 ≤ t < T−ε, x ∈ Rnd, with the
boundary condition uε(T −ε,x) = ηε(x), x ∈ Rnd. (When possible, we remove
the index x in Lt,x introduced after (2.1).) Since p is continuous away from the
boundary, we deduce from the localization property (2.2): limε→0 uε(0,x) =
limε→0 E[ηε(X

0,x
T−ε)] = limε→0

∫
Rnd ηε(y)p(0, T − ε,x,y)dy = p(0, T,x,y0) =

p(T,x,y0).

As announced above, we now set, for all 0 ≤ t ≤ T −ε and x ∈ Rnd, Jε(t,x) =
− ln[uε(t,x)]. (We emphasize that uε(t,x) > 0 since ηε is positive on the whole
space.) We have Dxi

(resp. ∂t)Jε(t,x) = −u−1
ε (t,x)Dxi

(resp. ∂t)uε(t,x) and
D2

x1,x1
Jε(t,x) = −u−1

ε (t,x)D2
x1,x1

uε(t,x)+u−2
ε (t,x)Dx1uε(t,x)⊗Dx1uε(t,x) =

−u−1
ε (t,x)D2

x1,x1
uε(t,x)+Dx1Jε(t,x)⊗Dx1Jε(t,x). We deduce that Jε satis�es

the following nonlinear parabolic equation with quadratic growth

∂tJε(t,x) + LtJε(t,x)− 1

2
〈a(t,x)Dx1Jε(t,x), Dx1Jε(t,x)〉 = 0, (2.3)

0 ≤ t < T − ε, x ∈ Rnd, with the boundary condition Jε(T − ε,x) =
− ln(ηε(x)), x ∈ Rnd. The key point is now to notice that the quadratic
part of the above equation can be rewritten as

∂tJε(t,x) + LtJε(t,x) + inf
v∈Rd

[
〈v, Dx1Jε(t,x)〉+

1

2
〈a−1(t,x)v, v〉

]
= 0. (2.4)

For a given (t,x) ∈ [0, T − ε] × Rnd, the above in�mum is reached at v =
v(t,x) := −a(t,x)Dx1Jε(t,x) which indeed gives (2.3). Denoting by P(T − ε)
the set of progressively measurable processes (vt)0≤t≤T−ε with values in Rd s.t.
E[

∫ T−ε
0 |vt|2dt] < +∞, we can associate with each (vt)0≤t≤T−ε ∈ P(T − ε) the

controlled version of (1.1), i.e.

dχt = [F(t,χt) + Bvt] dt + Bσ(t, χt)dWt, χ0 = x. (2.5)
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Following (2.4), we can write Jε(0,x) as the value function of some stochastic
optimization problem:

Jε(0,x) = inf
(vt)t∈P(T−ε)

E
[
1

2

∫ T−ε

0
〈a−1(t, χ0,x

t )vt, vt〉dt− ln[ηε(χ
0,x
T−ε)]

]
. (2.6)

(The superscript (0,x) in χ0,x means that χ0 = x.) Precisely, Eq. (2.6) follows
from Itô's formula. Indeed, expanding (Jε(t, χt))0≤t≤T−ε (to simplify, we here
remove the superscript (0,x)), we obtain from (2.3)

dJε(t,χt) =
[
∂tJε(t, χt) + LtJε(t, χt) + 〈Dx1Jε(t, χt), vt〉

]
dt

+ 〈Dx1Jε(t, χt), σ(t, χt)dWt〉
=

[1

2
〈a−1(t, χt)v

∗
t , v

∗
t 〉 − 〈a−1(t,χt)vt, v

∗
t )〉

]
dt− 〈σ−1(t, χt)v

∗
t , dWt〉

=
1

2

[
|σ−1(t,χt)[v

∗
t − vt]|2 − |σ−1(t, χt)vt|2

]
dt− 〈σ−1(t, χt)v

∗
t , dWt〉,

where v∗t = −a(t, χt)Dx1Jε(t, χt), so that

Jε(0,x) = − ln[ηε(χT−ε)] +
1

2

∫ T−ε

0
〈a−1(t, χt)vt, vt〉dt

− 1

2

∫ T−ε

0
|σ−1(t, χt)[v

∗
t − vt]|2dt +

∫ T−ε

0
〈σ−1(t, χt)v

∗
t , dWt〉.

(2.7)

Eq. (2.6) together with the limit − ln(p(T,x,y0)) = limε→0 Jε(0,x) is the
�Master formula� in our proof. The proof for both bounds will rely on it.

2.2 Steps for the Lower Bound

Here is the key idea: to obtain a lower bound for p(T,x0,y0), x0 ∈ Rnd, it is
su�cient to obtain an upper bound for Jε(0,x0), uniformly in ε > 0. Since
Jε(0,x0) is the value function of the minimization problem (2.6), the whole
problem thus consists in �nding a relevant control process (vt)0≤t≤T−ε for each
ε > 0.

The choice for (vt)0≤t≤T−ε is performed in three steps:

(i). First, we investigate a reference case, namely the linear one, to understand
how things work. Indeed, in the linear case, i.e. when the drift F is a�ne in
space (and satis�es (A)) and the matrix σ is constant in space, the solution
(Xt)t≥0 to (1.1) is a Gaussian process: under (A), the transition density exists
and has an explicit form. Moreover, the optimal control in (2.5�2.6) can also
be written in an explicit way. This preliminary analysis is performed in Section
3.

13



(ii). To recover at best the linear (or Gaussian) case, the strategy consists
in linearizing the controlled equation (2.5). The point is then to choose a
(deterministic) curve (φt)0≤t≤T to linearize around, i.e. to expand F(t,χ0,x0

t )
in (2.5) as F(t, χ0,x0

t ) = F(t, φt)+DxF(t, φt)(χ
0,x0
t −φt)+o(|χ0,x0

t −φt|), where
DxF ∈ Mnd(R) is the space derivative of F. (And similarly, to approximate
σ(t, χ0,x0

t ) by σ(t, φt).) Since (φt)0≤t≤T is deterministic, the mapping z ∈
Rnd 7→ F(t, φt)+DxF(t, φt)(z−φt) is indeed a�ne and the di�usion coe�cient
(σ(t, φt))0≤t≤T is deterministic, as required in (i). A natural choice is then
to pick (φt)0≤t≤T as the solution of a deterministic version of the stochastic
control problem (2.5), i.e. as the solution of the controlled ODE:

φ̇t = F(t, φt) + Bϕt, 0 ≤ t ≤ T ; φ0 = x0, (2.8)

(ϕt)0≤t≤T standing for a deterministic control in L2([0, T ],Rd). The control ϕ is
then chosen to make φ hit y0 at time T , i.e. φT = y0, with the lowest possible
quadratic cost, exactly as (vt)0≤t≤T−ε in (2.6) has to be chosen to make χ0,x0

T−ε

tend to y0 with ε with the lowest possible quadratic cost. In other words, we
choose (ϕt)0≤t≤T as an optimal control for the minimization problem:

I(T,x0,y0) := inf
{∫ T

0
|ϕt|2dt : φ0 = x0, φT = y0

}
. (2.9)

In Section 3, we prove that I(T,x0,y0) is indeed �nite (Eq. (2.8) is then said
to be controllable). We also prove that I(T,x0,y0) is of the same order as
T |T−1

T (θT (x0)−y0)|2: comparing with the statement of Theorem 1.1, we thus
understand that the cost of ϕ corresponds to the �o�-diagonal� decay of the
density. The linearization procedure is detailed in Section 4.

(iii). Once (ϕt)0≤t≤T has been chosen, it remains to choose (vt − ϕt)0≤t≤T .
By (2.5) and (2.8), we observe that (χ0,x

t − φt)0≤t≤T−ε satis�es the linearized
equation

d
[
χ0,x

t − φt

]
=

[
DxF(t, φt)(χ

0,x
t − φt) + B(vt − ϕt)

]
dt + σ(t, φt)dWt + dRt,

(Rt)0≤t≤T−ε denoting a remaining term that is expected to be well-controlled.
We then notice that the starting point χ0,x

0 −φ0 is 0 and that the �nal point
χ0,x

T−ε − φT−ε is also expected to be close to y0 − y0 = 0. In some sense, we
are reduced to the linear case (i) with 0 and 0 as boundary points and with
(vt−ϕt)0≤t≤T−ε as control: we then know how to perform a relevant choice for
(vt−ϕt)0≤t≤T−ε, or equivalently for (vt)0≤t≤T−ε. By Step (i), we also know the
associated cost (in the sense of (2.6)): we will see in Section 3 that it is equal
to − ln(T−n2d/2) up to an additive constant. This corresponds in Theorem 1.1
to the �diagonal� decay of the density.

Remark 2.1 The function I(T,x,y) is known as the action functional in
large deviations theory. It provides in short time a natural link between the
deterministic control problem (2.8�2.9) and the transition density of (1.1),
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see e.g. Freidlin and Wentzell [FW98] for the non degenerate case and Ben
Arous and Léandre [BL91] for results under the strong Hörmander condition.
The technique introduced by Sheu [She91] and here developed may be seen as
an extension of this connection when time is not necessarily small.

2.3 Intrinsic Scaling Property of the System

The reader may object that the previous arguments only permit to get a lower
bound for the density at time T , whereas the lower bound in Theorem 1.1 is
given for any t ∈ (0, T ], the underlying constant CT depending on T (and on
(A)) only and not on t. A possible way to pass from t to T consists in using
intrinsic scaling properties of the system (1.1).

To simplify, we here explain how to pass from T to 1. For a given T > 0, we
de�ne the rescaled version of (Xt)t≥0 by setting

X̂t = (X̂1
t , . . . , X̂n

t )∗ = T 1/2T−1
T XTt

= (T−1/2X1
Tt, T

−3/2X2
Tt, . . . , T

−(2n−1)/2Xn
Tt)

∗, t ≥ 0,

where TT stands for the scale matrix of the system at time T , as de�ned in
the statement of Theorem 1.1. The rescaled process (X̂t)t≥0 then satis�es:

dX̂t = T 3/2T−1
T F(Tt, T−1/2TT X̂t)dt + Bσ(Tt, T−1/2TT X̂t)dŴt, (2.10)

Ŵ standing for the rescaled Brownian motion (Ŵt = T−1/2WTt)t≥0. Setting

σ̂(t,x) = σ(Tt, T−1/2TTx), F̂(t,x) = T 3/2T−1
T F(Tt, T−1/2TTx), t ≥ 0,

we can see the system (2.10) as a system of type (1.1) with σ,F replaced by
σ̂, F̂ and W replaced by the rescaled Brownian motion Ŵ . For T ≤ 1, the
coe�cients σ̂ and F̂ satisfy the same assumptions as σ and F, i.e. with the
same constants. For T > 1, σ̂ and F̂ still satisfy the same type of assumptions
as σ and F but with constants magni�ed by a power of T , namely T n. In short,
Dxi

F̂j(t,x) = T 1−j+iDxi
Fj(Tt, T−1/2TTx) for x ∈ Rnd. Since Dxi

Fj = 0 for
i < j − 1, this completes the proof. Note also that under (A), Dxi−1

F̂i(t,x) =
Dxi−1

Fi(Tt, T−1/2TTx) ∈ Ei−1, 2 ≤ i ≤ n.

Denoting by (p̂(1,x,y))x,y∈Rnd the transition density of X̂ at time 1, we
have p̂(1,x,y) = T n2d/2p(T, T−1/2TTx, T−1/2TTy) by change of variable (since
det(T−1/2TT ) = T n2d/2), i.e.

∀x,y ∈ Rnd, p(T,x,y) = T−n2d/2p̂(1, T 1/2T−1
T x, T 1/2T−1

T y). (2.11)

Eq. (2.11) shows how to deduce an estimate for the transition density at time
T from an estimate at time 1. Assume indeed that one of the two bounds in
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Theorem 1.1 holds at time 1. Then, p̂(1,x,y), x,y ∈ Rnd, admits the same
bound, i.e. C exp(−C−1|θ̂1(x)−y|2) (with C ≥ 1 for the upper bound, C ≤ 1
for the lower bound), the constant C possibly depending on T when T ≥ 1.
Here, (θ̂t(x))0≤t≤1 stands for the rescaled �ow, initialized at x, i.e. the solution
of the ODE (1.4), but driven by F̂. Following (2.10), it is plain to see that

θ̂t(x) = T 1/2T−1
T θTt(T

−1/2TTx), (t,x) ∈ [0, 1]× Rnd. (2.12)

Plugging (2.12) into the bound C exp(−C−1|θ̂1(x) − y|2), we deduce from
(2.11) that p(T,x,y) admits CT−n2d/2 exp(−C−1T |T−1

T (θT (x)−y)|2) as bound.

We here provide another application of (2.12). We indeed emphasize that θ̂1

is a di�eomorphism on Rnd with a Lipschitz converse. (For y ∈ Rnd, θ̂
−1

1 (y)
is the value at time 0 of the solution matching y at time 1 to the ODE (1.4)
driven by F̂.) Denoting by C the �bi-Lipschitz� constant of θ̂1, we obtain

∀x,y ∈ Rnd, C−1|x− θ̂
−1

1 (y)|2 ≤ |θ̂1(x)− y|2 ≤ C|x− θ̂
−1

1 (y)|2.

Changing x into T 1/2T−1
T x and y into T 1/2T−1

T y and plugging (2.12), we deduce
that for all x,y ∈ Rnd

C−1
∣∣∣T−1

T

[
x− θ−1

T (y)
]∣∣∣

2 ≤
∣∣∣T−1

T

[
θT (x)− y

]∣∣∣
2 ≤ C

∣∣∣T−1
T

[
x− θ−1

T (y)
]∣∣∣

2
. (2.13)

The constant C in (2.13) is related to the rescaled coe�cient F̂ only: in par-
ticular, C is independent of T for T ≤ 1. Plugging (2.13) into the statement of
Theorem 1.1, we understand that the o�-diagonal bound for the density may
be obtained by transporting the initial condition x by the forward �ow θT or
by transporting the terminal condition y by the backward �ow θ−1

T .

2.4 Steps for the Upper Bound

The proof of the upper bound for the density both follows from the Flem-
ing representation (2.6) and from the McKean�Singer parametrix method, see
[MS67]. The coupling of these two arguments seems completely new in the
literature. In fact, in some speci�c cases, see e.g. [KM00] and [KMM09], the
parametrix method has already been applied to obtain an upper bound for
the transition density of (1.1), but separately from any stochastic control ar-
gument. The framework we here deal with seems too general to repeat the
proofs given in these two papers: the Fleming representation (2.6) then pro-
vides supplementary material that permits to make the whole thing work.

The McKean�Singer expansion is an expansion of the density of a stochastic
system in terms of the Gaussian kernel of some related linear stochastic system.
As the strategy used for the lower bound, it is a perturbation method: the
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coe�cients of the Gaussian system are obtained by linearization. We here
explain the general principle of the parametrix representation of p(T,x0,y0).

(i). The �rst step consists in approximating the density p(T, ·,y0) by a suitable
known Gaussian density p̃T,y0 : the superscript (T,y0) in p̃T,y0 indicates the
possible dependence of the mean and the covariance of p̃ on the boundary
conditions (T,y0). The choice obeys the following intuitive idea: in short time,
p(T, ·,y0) and p̃T,y0 are to be close.

(ii). As in point (ii) of the previous subsection, the Gaussian system to con-
sider is obtained by linearization of (1.1). (Here, the equation to linearize is
(1.1) and not (2.5).) Again, the question is to choose a deterministic curve
to linearize around. Since the key role is here played by the arrival point y0,
the right path to consider is the solution matching y0 at time T of the ODE
driven by F, that is (θt,T (y0))0≤t≤T , solution of

d

dt
θt,T (y0) = F

(
t, θt,T (y0)

)
, 0 ≤ t ≤ T ; θT,T (y0) = y0. (2.14)

(iii). We thus introduce the Gaussian system

dX̃t =
[
F(t, θt,T (y0)) + DxF(t, θt,T (y0))

(
X̃t − θt,T (y0)

)]
dt

+ Bσ(t, θt,T (y0))dWt, 0 ≤ t ≤ T,
(2.15)

obtained by linearization of the dynamics of X. We prove in Section 3 that
(X̃t)t∈[0,T ] has a transition density (p̃T,y0(s, t,x,y))0≤s<t≤T ;x,y∈Rnd under (A).
Since the notation p̃T,y0(s, t,x,y) is a bit heavy to handle, we adopt the follow-
ing convention: p̃(s, T,x,y0) stands for p̃T,y0(s, T,x,y0). (That is: we forget
the superscript when the terminal point at which the density is evaluated
coincides with the �freezing point� in (2.15).)

Denoting by (L̃T,y0
t )0≤t≤T the generator of the process X̃ frozen at time T and

at point y0, we recall from [MS67] that the key quantity in the parametrix
method is the kernel

H(t, T,x,y0) =
[
Lt,x − L̃T,y0

t,x

](
p̃T,y0(t, T,x,y0)

)
{

=
[
Lt,x − L̃T,y0

t,x

](
p̃(t, T,x,y0)

)}
,

(2.16)

where (Lt)0≤t≤T stands for the original di�erential operator associated with F
and σ. (See (2.1).) Using the Kolmogorov equations, we indeed write:

p(T,x0,y0) = p̃(0, T,x0,y0) +
∫ T

0

∫

Rnd
p(t,x0, z)H(t, T, z,y0)dtdz.

The idea of the McKean�Singer parametrix consists in iterating this represen-
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tation formula. An induction shows that, for any integer N ≥ 1,

p(T,x0,y0) = p̃(0, T,x0,y0) +
N∑

k=1

∫ T

0

∫

Rnd
p̃(0, t,x0, z)H

⊗k(t, T, z,y0)dtdz

+
∫ T

0

∫

Rnd
p(t,x0, z)H

⊗(N+1)(t, T, z,y0)dtdz.

(2.17)

Again, p̃(0, t,x0, z) stands for p̃t,z(0, t,x0, z). (The freezing point is (t, z).)
Moreover,

H⊗(k+1)(t, T, z,y0) :=
∫ T

t

∫

Rnd
H(t, s, z, z′)H⊗k(s, T, z′,y0)dsdz′. (2.18)

The standard argument in the McKean�Singer theory consists in letting N
tend to the in�nity to obtain a representation of p as an in�nite sum of known
convolution kernels. Unfortunately, this argument doesn't apply in our general
framework: because of the transport θ, we fail to control the iterated kernels
(H⊗k)k≥1 uniformly in k. (Again, we refer to [KMM09] for a speci�c type of
Eq. (1.1) for which it works.) We thus need to truncate the series.

(iv). Here is the key point : by the stochastic control representation (2.6), we
also manage to prove that, for N large enough, the remaining term

∫ T

0

∫

Rnd
p(t,x0, z)H

⊗(N+1)(t, T, z,y0)dtdz

admits an upper Gaussian bound. This is su�cient to make the McKean�
Singer approach work and also seems, to our best knowledge, to be new.

3 Gaussian Systems and Controllability

As emphasized in Section 2, Gaussian (or equivalently linear) systems play a
key role in the proof of Theorem 1.1. They may be seen as the central example.
In this section, we thus collect several results for Gaussian systems and relate
them to deterministic controllability properties of (2.8)-(2.9).

3.1 Linear Systems

We here consider a measurable Md(R)-valued family (Σt)0≤t≤T and a mea-
surableMnd(R)-valued family (Lt)0≤t≤T , T being positive as above, satisfying
assumption
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(Alinear) The spectrum of At = ΣtΣ
∗
t is included in [Λ−1, Λ] for all t ∈ [0, T ].

(The same Λ as in (A).) Each Lt, 0 ≤ t ≤ T , is bounded by κ (the same
as in (A)) and is of the same form as F in (1.1): Lt may decomposed in
n × n blocks of size d × d, denoted by ([Lt]i,j)1≤i,j≤n ; for 1 ≤ i, j ≤ n, the
block [Lt]i,j = 0 if i ≥ j + 2 (the blocks under the subdiagonal are null: see
the picture in footnote 6 ). As in the picture in footnote, the blocks on the
subdiagonal have a key role in the following: for 2 ≤ i ≤ n, we denote [Lt]i,i−1

by αi−1
t , so that αi−1

t ∈Md(R).We may summarize the form of Lt as follows:
for x = (x1, . . . , xn) ∈ (Rd)n, Ltx = (0, α1

t x1, . . . , α
n−1
t xn−1)

∗ + Utx, where
Ut ∈Mnd(R) is an �upper triangular� block matrix, i.e. the subdiagonal blocks
of Ut are zero. (See the picture again.) (In comparison with (A), (Alinear)
doesn't refer to the subsets E1, . . . , En−1. We introduce them later.)

For an initial condition x = (x1, . . . , xn) ∈ (Rd)n and a function ϕ in the space
L2([0, T ],Rd), we consider the controlled di�erential system

Ṡt = LtSt + BΣtϕt, a.e. t ∈ [0, T ] ; S0 = x, (3.1)

whose solution is denoted by (St(ϕ))0≤t≤T . Equation (3.1) may be understood
as a very simple modelling for the propagation of a forcing ϕ into a chain of
oscillators, the impulse in the ith oscillator being transmitted from the (i−1)th

oscillator by the matrix αi−1.

In what follows, we plug the derivative of a Brownian path as an entry of the
above system: for an Rd valued Brownian motion (Wt)t≥0, we consider the
random process (Gt = St(Ẇ ))0≤t≤T . It satis�es in the Itô sense the stochastic
version of (3.1): dGt = LtGtdt + BΣtdWt, t ∈ [0, T ], which is a particular
example of (1.1). Obviously, (Gt)0≤t≤T is a Gaussian process. For each t ∈
[0, T ], we denote by Kt the covariance matrix of the Gaussian vector Gt. Here
is, in the current speci�c Gaussian framework, the connection between the
absolute continuity of the law of GT and the deterministic control problem
(2.8)-(2.9) when (2.8) has the dynamics (3.1):

Proposition 3.1 For an arbitrary T > 0, let (Alinear) be in force. Then, the
matrix KT is non-degenerate if and only if the deterministic system (3.1)
is controllable, i.e. if for any initial condition x ∈ Rnd and terminal point
y ∈ Rnd, there exists ϕ in L2([0, T ],Rd) such that S0(ϕ) = x and ST (ϕ) = y.
In such a case, the density of GT , with initial condition G0 = x and terminal
condition GT = y, has the form

q(0, T,x,y) = (2π)−nd/2det−1/2(KT ) exp
(
−Ilinear(T,x,y)

2

)
, (3.2)

6 Lt has the form αt

0

Ut
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where Ilinear(T,x,y) is the minimal cost

Ilinear(T,x,y) = inf
{∫ T

0
|ϕt|2dt : S0(ϕ) = x, ST (ϕ) = y

}
, (3.3)

and is equal to

Ilinear(T,x,y) = 〈R(T, 0)x− y,K−1
T [R(T, 0)x− y]〉, (3.4)

where (R(t, t0))0≤t0,t≤T stands for the resolvent associated with (Lt)0≤t≤T , i.e.
[d/dt][R(t, t0)] = Lt[R(t, t0)] and R(t0, t0) = Ind, identity matrix of size
nd×nd. A su�cient condition for controllability, or equivalently to guarantee
det(KT ) > 0, is:

for a.e. t ∈ [0, T ] and i ∈ {1, . . . , d}, det(αi
t) > 0. (3.5)

(In control theory, Eq. (3.4) says that KT is the Gram matrix associated with
Ilinear.)

Proof. By Coron [Cor07, Theorem 1.11, Chap. 1], the controllability prob-
lem associated with the controlled equation (3.1) admits the matrix QT =∫ T
0 R(T, t)BAtB

∗[R(T, t)]∗dt as Gram matrix at time T . In particular, the
problem (3.1) is controllable at time T if and only QT is invertible. In such a
case, the cost Ilinear(T,x,y) as de�ned in (3.3) is given by

Ilinear(T,x,y) = 〈R(T, 0)x− y, (QT )−1[R(T, 0)x− y]〉, (3.6)

see Proposition 1.13 in the same reference.

We now prove that KT = QT . (By (3.6), this will prove (3.4).) Indeed, dGt =
LtGtdt + BΣtdWt, 0 ≤ t ≤ T . Using the resolvent, it may be written Gt =
R(t, 0)x +

∫ t
0 R(t, s)BΣsdWs, so that

KT = E
[∫ T

0
R(T, s)BΣsdWs

(∫ T

0
R(T, s)BΣsdWs

)∗]

=
∫ T

0
R(T, s)BAsB

∗[R(T, s)]∗ds = QT .

(3.7)

This proves that GT , with the initial condition G0 = x, admits a density
if and only if the problem (3.1) is controllable. Moreover, GT admits QT as
covariance matrix and R(T, 0)x as mean under the initial condition G0: by
(3.4), we obtain (3.2).

It �nally remains to check that (3.5) implies the controllability of (3.1). By
Sontag [Son98, Lemma 3.5.8], it is controllable if and only if any solution
φ : [0, T ] 7→ Rnd to the di�erential system

φ̇t = −L∗t φt, Σ∗
t B

∗φt = 0 a.e. t ∈ [0, T ], (3.8)
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is zero a.e. on [0, T ]. To complete the proof, we just have to check that the
above su�cient and necessary condition holds under (3.5). For φ ful�lling
(3.8), we write φt = (φ1

t , . . . , φ
n
t ), each block being of size d. Since Σ is non-

degenerate, the condition Σ∗
t B

∗φt = 0 in (3.8) says that φ1 = 0 on [0, T ]. By
the �subdiagonal+upper triangular� form of Lt, the �rst line of the equation
φ̇t = −L∗t φt says that φ̇1

t = ctφ
1
t − α1

t φ
2
t , for some bounded measurable coef-

�cient (ct)0≤t≤T . Since φ1 is zero, we deduce that φ2 = 0 a.e. on [0, T ] if the
matrix α1

t is invertible for a.e. t ∈ [0, T ]. By induction, we deduce that φ is
zero if, for a.e. t ∈ [0, T ], each matrix αi

t, 1 ≤ i ≤ n− 1, is invertible. 2

For our own purpose, we are interested in Gaussian processes (Gt)0≤t≤T with
the right time scale, given by the scale matrices (Tt)0<t≤T de�ned in Theorem
1.1:

De�nition 3.2 We say that the Gaussian process (Gt)0≤t≤T satis�es a good
scaling property of parameter c ≥ 1 if, for all t ∈ (0, T ], the covariance matrix
Kt satis�es c−1t−1|Ttx|2 ≤ 〈Ktx,x〉 ≤ ct−1|Ttx|2 for any x ∈ Rnd. (That is,
the spectrum of tT−1

t KtT−1
t , or equivalently of t−1TtK

−1
t Tt, belongs to [c−1, c]

for any t ∈ (0, T ]. In particular, c−1t|T−1
t y|2 ≤ 〈y,K−1

t y〉 ≤ ct|T−1
t y|2 for

t ∈ (0, T ].)

The above de�nition may be interpreted as follows: under the good scaling
property of parameter c, Gt has the canonical writing Gt = t−1/2TtĜ1, the
spectrum of the covariance matrix of the Gaussian vector Ĝ1 being between
c−1 and c. In other words, the ith coordinate Gi of the process G lives at scale
ti−1/2, 1 ≤ i ≤ n. Moreover, c−ndtn

2d ≤ det(Kt) ≤ cndtn
2d for t ∈ (0, T ]: this

coincides with the �diagonal� decay in Theorem 1.1.

By Proposition 3.1 and De�nition 3.2, we deduce

Proposition 3.3 Let (Alinear) hold. Assume also that the Gaussian process
(Gt)0≤t≤T admits a good scaling property of parameter c ≥ 1, then there exists
a constant C3.3(c), only depending on c, κ, Λ, d and n, such that, for any
t ∈ (0, T ] and any starting point x ∈ Rnd, the law of Gt, with G0 = x, admits
a density (q(t,x,y))y∈Rnd satisfying

C−1
3.3 t

−n2d/2 exp
(
−C3.3t

∣∣∣T−1
t

[
R(t, 0)x− y

]∣∣∣
2)

≤ q(t,x,y)

≤ C3.3t
−n2d/2 exp

(
−C−1

3.3 t
∣∣∣T−1

t

[
R(t, 0)x− y

]∣∣∣
2)

.

(3.9)

We emphasize that Proposition 3.3 is a preliminary version of Theorem 1.1
for linear systems satisfying the �good scaling property�. The next proposition
provides the complete version of Theorem 1.1 for linear systems satisfying (A).
It will play a key role when investigating the linearized version of (1.1) (see
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Sections 2 and 4).

Proposition 3.4 Assume that, in addition to (Alinear), for all i ∈ {1, . . . , n−
1} and t ∈ [0, T ], αi

t belongs to Ei (closed convex subset of GLd(R)). Then,
there exists a constant c ≥ 1, only depending on E1, . . . , En−1, on κ, Λ, d, n
and T , such that (Gt)0≤t≤T satis�es a good scaling property of parameter c. In
particular, Proposition 3.3 applies.

Before we prove Proposition 3.4, we �rst notice that it is not su�cient to have
a lower bound on the determinants of α1, . . . , αn−1 (or equivalently on the
spectrum of α1(α1)∗, . . . , αn−1(αn−1)∗) to control from above and from below
the spectrum of the covariance matrix KT . To do so, an additional assumption
is needed on the non-degeneracy of the matrices α1, . . . , αn−1. The following
example explains the role of the closed convex subsets E1, . . . , En−1 that appear
in Assumption (A) and Proposition 3.4.

Example 3.5 Set βm
t =




cos(2πmt) − sin(2πmt)

sin(2πmt) cos(2πmt)


 for m ≥ 1 and t ∈ [0, 1],

so that det(βm
t ) = 1 for all m ≥ 1 and t ∈ [0, 1]. Then, for T = 1, d = n = 2

(so that (Wt)t≥0 is a 2-dimensional Brownian motion) and Lt =




0 0

βm
t 0


,

0 ≤ t ≤ 1, the process (Gt = (G1
t , G

2
t ))0≤t≤1 satis�es dG1

t = dWt and
dG2

t = βm
t G1

t dt. In particular, for G0 = 0, G2
1 =

∫ 1
0 βm

t Wtdt, so that the
�rst coordinate of G2

1 is equal to Z =
∫ 1
0 cos(2πmt)W 1

t dt− ∫ 1
0 sin(2πmt)W 2

t dt.
We let the reader check that V(Z) = O(m−2) as m tends to +∞. This shows
that det(K1) vanishes with m → +∞ whereas det(βm

t ) is constant.

As shown in the proof of Proposition 3.4, the dramatic point in the above
example is that the sequence of functions (t ∈ [0, 1] 7→ βm

t )m≥0 weakly con-
verges towards 0 in L2([0, 1],M2(R)). This is an obvious consequence of the
Riemann-Lebesgue theorem.

Proof (Proposition 3.4). Let us �rst suppose T = 1. By the representation
formula (3.7), we can also assume w.l.o.g. that At is the identity matrix for
any t ∈ [0, 1]. Up to a rotation of W , this is equivalent to assume that Σ is
the identity matrix for any t ∈ [0, 1]. We then de�ne E as the set of mappings
(t ∈ [0, 1] 7→ Lt ∈ Mnd(R)), bounded by κ for a.e. t ∈ [0, 1], such that the
d × d block [Lt]i,j, 1 ≤ i, j ≤ n, is zero if i ≥ j + 2 and belongs to E i−1 if
j = i− 1, for a.e. t ∈ [0, 1].

It is well seen that, for each t0 ∈ [0, 1], the mapping L ∈ L2([0, 1],Mnd(R) 7→
R(t0, ·) ∈ C([0, 1],Mnd(R)) is continuous, L2([0, 1],Mnd(R)) being equipped
with the weak topology and C([0, 1],Mnd(R)) with the uniform convergence
topology. Using the representation formula (3.7), it is then clear that the map-
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ping L ∈ L2([0, 1],Mnd(R)) 7→ K1 ∈Mnd(R) is continuous, L2([0, 1],Mnd(R))
being equipped with the weak topology. By Proposition 3.1, we know that
det(K1) > 0 for any L ∈ E . If E is a compact subset of L2([0, 1],Mnd(R))
equipped with the weak topology, then ∃γ ∈ (0, 1] s.t. inf{det(K1), L ∈ E} ≥
γ and sup{‖K1‖, L ∈ E} ≤ γ−1, i.e. the spectrum of K1 is bounded from
above and from below, uniformly in L ∈ E : ∃c ≥ 1 as in the statement of
Proposition 3.4 such that c−1|x|2 ≤ 〈K1x,x〉 ≤ c|x|2 for all x ∈ Rnd. It thus
remains to prove that E is a compact subset of L2([0, 1],Mnd(R)) equipped
with the weak topology: since it is bounded, it is su�cient to prove that it
is closed for the weak topology. Because of the convexity of E1, . . . , En−1, it is
convex: since it is clearly closed for the strong topology on L2([0, 1],Mnd(R)),
it is also closed for the weak topology.

To investigate Kt, t ∈ (0, 1), we use a linear variant of the scaling property
(2.11). For t �xed in (0, 1), we can de�ne similarly to Section 2.3: Ĝt

s :=
t1/2T−1

t Gst, s ∈ [0, 1]. By the scaling Lemma 3.6 below (see (3.10)), the process
(Ĝt

s)0≤s≤1 satis�es the same properties as (Gs)0≤s≤1 so that the covariance
matrix K̂t

1 := Cov(Ĝt
1) satis�es: c−1|x|2 ≤ 〈x, K̂t

1x〉 ≤ c|x|2 for all x ∈ Rnd

and for the same c as above. Again by Lemma 3.6 below, Kt = t−1TtK̂
t
1Tt.

The good scaling property easily follows.

The case T 6= 1 can be handled, up to a suitable modi�cation of the Lipschitz
constants for T > 1, by similar scaling arguments. 2

Here is the scaling lemma. (It is nothing but a linear version of (2.10)�(2.11)�
(2.12).)

Lemma 3.6 (Scaling Lemma) Let T > 0 and (Ls, Σs)s∈[0,T ] be as in Propo-
sition 3.4 (i.e. (Alinear) holds and, for all i ∈ {1, . . . , n − 1} and s ∈ [0, T ],
αi

s belongs to Ei). Fix t ∈ (0, T ] and set Ĝt
s = t1/2T−1

t Gst, 0 ≤ s ≤ 1.
Then, (Ĝt

s)0≤s≤1 satis�es (3.1) with respect to (L̂t
s = tT−1

t LstTt)0≤s≤1, (Σ̂t
s =

Σts)0≤s≤1 and (Ŵ t
s = t−1/2Wst)0≤s≤1. The resolvent [R̂t(s1, s0)]0≤s0,s1≤1 associ-

ated with (L̂t
s)0≤s≤1 has the form R̂t(s1, s0) = T−1

t R(s1t, s0t)Tt, s0, s1 ∈ [0, 1]

and the covariance matrix of Ĝt
s, 0 ≤ s ≤ 1, is given by K̂t

s := Cov(Ĝt
s) =

tT−1
t KstT−1

t . The matrices (L̂t
s)0≤s≤1 and (Σ̂t

s)0≤s≤1 satisfy for all 0 ≤ s ≤ 1:

|L̂t
s| ≤ (1 ∨ T n)κ,

[L̂t
s]i,i−1 ∈ Ei−1, 2 ≤ i ≤ n, ; [L̂t

s]i,j = 0, 1 ≤ j ≤ j + 2 ≤ i ≤ n,

Spectrum(Σ̂t
s(Σ̂

t
s)
∗) ⊂ [Λ−1, Λ].

(3.10)

In particular, for t ≤ T ≤ 1, (L̂t
s)0≤s≤1 and (Σ̂t

s)0≤s≤1 satisfy (Alinear) inde-
pendently of t and T : by Proposition 3.4, (K̂t

s)0≤s≤1 satisfy the good scaling
property with respect to some c depending on (A) only. Similarly, the resolvent
(R̂t(s1, s0))0≤s0,s1≤1 can be bounded independently of t and T .
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Proof. Following (2.10), it is easily checked that dĜt
s = L̂t

sĜ
t
sds + BΣ̂t

sdŴs,
0 ≤ s ≤ 1. Similarly, for a mapping φ0≤s≤T satisfying [d/ds]φs = Lsφs, 0 ≤
s ≤ T , (φ̂

t

s := T−1
t φst)0≤s≤1 satis�es [d/ds][φ̂

t

s] = L̂t
sφ̂

t

s. In particular, recalling
that R̂ denotes the resolvent associated with L̂t, R̂t(s1, s0) = T−1

t R(s1t, s0t)Tt.
We also let the reader check from (3.7) that K̂t

s = tT−1
t KstT−1

t .

Finally, we note that [L̂t
s]i,j = tj+1−i[Ls]i,j. Since [Ls]i,j = 0 for 1 ≤ j ≤ j+2 ≤

i ≤ n, we deduce that |[L̂t
s]i,j| ≤ (1 ∨ T n)|[Ls]i,j|. We also have [L̂t

s]i,j = 0 for
1 ≤ j ≤ j + 2 ≤ i ≤ n and [L̂t

s]i,i−1 = [Ls]i,i−1 ∈ E i−1 for 2 ≤ i ≤ n. The
bounds for the spectrum of Σ̂t

s(Σ̂
t
s)
∗ are obvious. 2

3.2 Stochastic Control Problem and Representation of the Gaussian Density

As announced in Point (i) of Subsection 2.2, we now specify the stochastic
control formulation (2.6)-(2.7) in the Gaussian case and investigate the form
and the properties of the optimal control. To simplify, we only consider the
case when the initial and �nal points in (2.6) are 0: as explained in Point
(iii), this is the only case needed for the main proof of Theorem 1.1. (Actually,
the analysis could be extended to arbitrary initial and �nal points without
additional di�culty.)

Proposition 3.7 Let T > 0 and (Alinear) hold. Assume in addition that, for
all i ∈ {1, . . . , n− 1} and t ∈ [0, T ], αi

t belongs to Ei. Then, (Gt)0≤t≤T admits
a transition kernel (q(s, t,x,y))0≤s<t≤T ;x,y∈Rnd and for G0 = 0, the density
q(0, T,0,0) of GT at 0 admits the representation: for all ε ∈ (0, T ],

− ln(q(0, T,0,0)) = − ln(q(T − ε, T,ΓT−ε,0)) +
1

2

∫ T−ε

0
〈A−1

t γt, γt〉dt

+
∫ T−ε

0
〈Σ−1

t γt, dWt〉,
(3.11)

where (Γt)0≤t<T is the solution of the controlled SDE

dΓt = LtΓtdt + Bγtdt + BΣtdWt, 0 ≤ t < T, (3.12)

with Γ0 = 0 and, for all 0 ≤ t < T ,

γt = −AtB
∗[R(T, t)]∗

∫ t

0
ρ−1

s BΣsdWs,

ρt = H(t, T )[R(T, t)]∗, H(t, T ) =
∫ T

t
R(t, s)BAsB

∗[R(t, s)]∗ds.
(3.13)

(The matrices ρt and H(t, T ) are of size nd×nd.) Moreover, for all t ∈ [0, T ),
ρt is invertible and, for all ε ∈ (0, T ], there exists a constant C3.7(ε) > 0, only
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depending on ε, T and (A), such that

|ρ−1
t | ≤ C3.7(ε), 0 ≤ t ≤ T − ε. (3.14)

(In particular, for all ε ∈ (0, T ], E ∫ T−ε
0 |γt|2dt is �nite.) Finally, Γt admits

the representation
Γt = ρt

∫ t

0
ρ−1

s BΣsdWs. (3.15)

Proof. Existence of the transition densities (q(s, t,x,y))0≤s<t≤T ;x,y∈Rnd follows
from Propositions 3.4 and 3.3: any vector (Gs+h − Gs)0≤s<s+h≤T ful�lls the
required assumptions in these two propositions. By (3.7) and the semi-group
property for the resolvent R (i.e. R(T, t)R(t, s) = R(T, s)), we also emphasize
that

R(T, t)H(t, T )[R(T, t)]∗ =
∫ T

t
R(T, s)BAsB

∗[R(T, s)]∗ds

is the covariance matrix of GT −Gt. We denote it by K(t, T ): by the scaling
Lemma 3.6, we can write K(t, T ) = (T − t)−1T(T−t)K̂

t,T
1 T(T−t) and R(t, T ) =

TT−tR̂
t,T (0, 1)T−1

T−t, K̂t,T
1 , R̂t,T (0, 1) standing for the covariance and resolvent

matrices at time 1 associated with the rescaled process Ĝt,T
u := (T − t)1/2T−1

T−t

(Gt+u(T−t) − Gt), u ∈ [0, 1], satisfying the same assumptions as G uni-
formly in the scaling parameter t ∈ [0, T ). Therefore, we have H(t, T ) =
R(t, T )K(t, T )[R(t, T )]∗ = (T−t)−1TT−tR̂

t,T (0, 1)K̂t,T
1 [R̂t,T (0, 1)]∗TT−t. Since

the rescaled process satis�es the same assumptions as G (the constant κ
being possibly magni�ed by some power of T , see (3.10)), we know that
K̂t,T

1 is non-degenerate (uniformly in t), so that the spectrum of H(t, T ) is
bounded from below by a positive constant, uniformly in t ∈ [0, T −ε), for any
ε ∈ (0, T ]. Inequality (3.14) easily follows. This shows that, for any ε ∈ (0, T ],
E

∫ T−ε
0 |γt|2dt < +∞. As a consequence, Eq. (3.12) is well-posed.

We now provide the explicit form of (Γt)0≤t<T by variation of parameters. To
do so, we write the ODE satis�ed by the matrices (H(t, T ))0≤t≤T . It satis�es

[d/dt]H(t, T ) = LtH(t, T ) + H(t, T )L∗t −BAtB
∗, 0 ≤ t ≤ T. (3.16)

Since ρt = H(t, T )[R(T, t)]∗ for all t ∈ [0, T ], we have

ρ̇t = Ltρt −BAtB
∗[R(T, t)]∗ (3.17)

since [d/dt][R(T, t)]∗ = −L∗t [R(T, t)]∗. (This is an easy consequence of the
inverse property R(T, t) = [R(t, T )]−1.) We then see (ρt)0≤t≤T as a kind of
resolvent vanishing at time T . By (3.14), (Γ̃t = ρt

∫ t
0 ρ−1

s BΣsdWs)0≤t<T is well
de�ned: it satis�es dΓ̃t = LtΓ̃tdt + Bγtdt + BΣtdWt. Comparing with (3.12),
we deduce that Γt = Γ̃t for all t ∈ [0, T ) a.s. This proves (3.15).

We �nally set Jt := −2 ln[q(t, T,Γt,0)], 0 ≤ t < T , that is Jt = nd ln(2π) +
ln(det(K(t, T ))) + 〈[K(t, T )]−1R(T, t)Γt,R(T, t)Γt〉. (See Proposition 3.1 for
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the form of q(t, T,Γt,0).) From the equality K(t, T ) = R(T, t)H(t, T )[R(T, t)]∗

and the Wronskian identity, we obtain

det(K(t, T )) = det(H(t, T )) det(R(T, t))2 = det(H(t, T )) exp(2
∫ T

t
Tr(Lu)du).

Hence, Jt = nd ln(2π)+ln(det(H(t, T )))+2
∫ T
t Tr(Lu)du+ 〈[H(t, T )]−1Γt,Γt〉.

We then compute (use that [d/dt](ln(det(ft)) = Tr(f−1
t [dft/dt]) for anMnd(R)-

valued di�erentiable function (ft)0≤t≤T of non-zero determinant)

dJt = Tr
[
[H(t, T )]−1[d/dt][H(t, T )

]
dt− 2Tr(Lt)dt

− 〈[d/dt][H(t, T )][H(t, T )]−1Γt, [H(t, T )]−1Γt〉dt

+ 2〈[H(t, T )]−1Γt,LtΓt + Bγt〉dt + Tr
[
BAtB

∗[H(t, T )]−1
]
dt

+ 2〈[H(t, T )]−1Γt, BΣtdWt〉.

By the ODE (3.16) satis�ed by (H(t, T ))0≤t≤T , the �rst line in the above
right-hand side is equal to −Tr(BAtB

∗[H(t, T )]−1) and the second line to
−2〈[H(t, T )]−1Γt,LtΓt〉+ 〈BAtB

∗[H(t, T )]−1Γt, [H(t, T )]−1Γt〉, so that

dJt =
(
〈BAtB

∗[H(t, T )]−1Γt, [H(t, T )]−1Γt〉+ 2〈[H(t, T )]−1Γt, Bγt〉
)
dt

+ 2〈[H(t, T )]−1Γt, BΣtdWt〉.

By (3.13) and (3.15), γt = −AtB
∗[R(T, t)]∗ρ−1

t Γt = −AtB
∗[H(t, T )]−1Γt, we

deduce that dJt = −〈A−1
t γt, γt〉dt− 2〈Σ−1

t γt, dWt〉. 2

Remark 3.8 We mention that the result of Proposition 3.7 could also be de-
rived from the formulation (2.6) by taking the density itself for the molli�er
ηε, i.e. ηε(x) = q(T − ε, T,x,0), ∀x ∈ Rnd. The optimal control is then given
by (v∗t )0≤t<T in (2.7). To derive the explicit formulas (3.13) and (3.15), this
method actually leads to the same computations as the ones used above.

Since q(T − ε, T, ·,0) converges (in the weak sense) to the Dirac mass at 0 in
(3.11) as ε tends to 0, we expect ΓT−ε to converge to 0 with ε. The rate of
convergence is given by

Lemma 3.9 Under the assumption and notation of Proposition 3.7, for any
p ≥ 1, there exists a constant C3.9(p) > 0, only depending on p, T ∨1 and (A),
such that E[|(T − t)1/2T−1

T−tΓt|p] ≤ C3.9(p) and E[|γt|p] ≤ C3.9(p)(T − t)−p/2. In
particular, for all i ∈ {1, · · · , n}, E[|Γi

t|] ≤ C(T − t)i−1/2.

Proof. For a given t ∈ [0, T ), we have (T − t)1/2T−1
T−tΓt = (T − t)1/2T−1

T−tρt×∫ t
0 ρ−1

s BΣsdWs. Obviously, it is a Gaussian random vector, with covariance
matrix (T − t)T−1

T−tρt[
∫ t
0 ρ−1

s BAsB
∗[ρ−1

s ]∗ds]ρ∗tT−1
T−t. By the scaling argument
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used in the proof of Proposition 3.7, we write

ρt = H(t, T )[R(T, t)]∗ = H(t, T )[(R(t, T ))−1]∗

= (T − t)−1TT−tR̂
t,T (0, 1)K̂t,T

1 TT−t.
(3.18)

Denoting by ≤ the standard comparison between nonnegative symmetric ma-
trices we obtain

∫ t

0
ρ−1

s BAsB
∗[ρ−1

s ]∗ds

≤ Λ
∫ t

0
(T − s)2T−1

T−s[K̂
s,T
1 ]−1R̂s,T (1, 0)T−1

T−sB

×B∗T−1
T−s[R̂

s,T (1, 0)]∗[[K̂s,T
1 ]−1]∗T−1

T−sds.

We note that T−1
T−sBB∗T−1

T−s = (T − s)−2BB∗. By Lemma 3.6, the rescaled
matrices [K̂s,T

1 ]−1 and R̂s,T (1, 0) are uniformly bounded in s by a constant only
depending on T ∨ 1 and (A). As a consequence, there exists a nonnegative
constant C1∨T (which may vary from line to line), only depending on the
parameters quoted in the statement, such that

∫ t

0
ρ−1

s BAsB
∗[ρ−1

s ]∗ds ≤ C1∨T

∫ t

0
T−2

T−sds ≤ C1∨T (T − t)T−2
T−t. (3.19)

Finally, the covariance matrix of (T − t)1/2T−1
T−tΓt is bounded as follows:

(T − t)T−1
T−tρt

[∫ t

0
ρ−1

s BAsB
∗[ρ−1

s ]∗ds

]
ρ∗tT−1

T−t

≤ C1∨T R̂t,T (0, 1)K̂t,T
1 TT−tT−2

T−tTT−tK̂
t,T
1 [R̂t,T (0, 1)]∗.

This clearly proves that the covariance matrix (T − t)1/2T−1
T−tΓt is uniformly

bounded in t ∈ [0, T ). The bound for (Γt)0≤t<T easily follows. The bound for
(γt)0≤t<T is obtained in a similar way since

γt = −AtB
∗[R(T, t)]∗

∫ t

0
ρ−1

s BΣsdWs

= −AtB
∗T−1

T−t[R̂
t,T (1, 0)]∗TT−t

∫ t

0
ρ−1

s BΣsdWs

= −(T − t)−1AtB
∗[R̂t,T (1, 0)]∗TT−t

∫ t

0
ρ−1

s BΣsdWs.

The covariance matrix of γt (which is in Md(R)) has the form

(T − t)−2AtB
∗[R̂t,T (1, 0)]∗TT−t

[∫ t

0
ρ−1

s BAsB
∗[ρ−1

s ]∗ds

]
TT−tR̂

t,T (1, 0)BA∗
t .

By (3.19), we deduce that the covariance matrix is bounded by C1∨T (T−t)−1Id,
Id standing for the identity matrix of size d. 2
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4 Proof of the Lower Bound

Here is the core of the proof of the lower bound.

4.1 Nonlinear Controllability

As announced in Point (ii) of Subsection 2.2, we �rst investigate the control-
lability problem (2.8)-(2.9):

I(T,x0,y0) = inf
{∫ T

0
|ϕt|2dt : φ0 = x0, φT = y0

}
,

with φ̇t = F(t,φt) + Bϕt, 0 ≤ t ≤ T ; φ0 = x0,

T and y0 being �xed as in Subsection 2.1.

As explained in Subsection 2.2, I(T,x0,y0) is expected to be the typical �o�-
diagonal� decay of p(T,x0,y0). In this subsection, we prove that I(T,x0,y0)
is of the same order as T |T−1

T (θT (x0) − y0)|2, i.e. of the same order as the
�o�-diagonal� term in the two-sided bounds in Theorem 1.1. Right below, we
�rst prove a lower bound for (I(t, ·, ·))0<t≤T :

Proposition 4.1 There exists a constant C4.1 > 0, depending on (A) and
T only, such that, for any 0 < t ≤ T , for all x,y ∈ Rnd, I(t,x,y) ≥
C4.1t|T−1

t [θt(x)− y]|2.

Proof. Fix t ∈ (0, T ] and x ∈ Rnd and consider a control ϕ ∈ L2([0, T ],Rd)
together with the associated trajectory φ (see (2.8)) under the initial condition
φ0 = x. Then, we can write

φ̇s − θ̇s(x) = Ls

(
φs − θs(x)

)
+ Bϕs, 0 ≤ s ≤ t,

where Ls =
∫ 1
0 DxF(s, θs(x) + λ(φs − θs(x)))dλ ∈Mnd(R) and DxF denotes

the space derivative of F. By Assumption (A), |DxF(s, z)| ≤ κ and, for 2 ≤
i ≤ n, [DxF(s, z)]i,i−1 = Dxi−1

Fi(s, z
i−1,n) ∈ E i−1. We thus interpret the

above equation as a controlled linear equation with 0 as initial condition and
φt − θt(x) as terminal point. By the combination of Propositions 3.1 and 3.4
with the above (Ls)0≤s≤t and (Σs = Id)0≤s≤t (Id is the identity matrix of size d),
we know that there exists a constant C > 0, only depending on the parameters
quoted in the statement, such that ∫ t

0 |ϕs|2ds ≥ Ct|T−1
t [φt − θt(x)]|2. 2

The converse bound is more challenging:

Proposition 4.2 There exists a constant C4.2 ≥ 0, depending on (A) and T
only, such that, for any 0 < t ≤ T and x,y ∈ Rnd, we can �nd a control
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(ϕs)0≤s≤t with values in Rd satisfying

(1) sup0≤s≤t |ϕs|2 ≤ C4.2|T−1
t [θt(x)− y]|2

(2) the solution (φs)0≤s≤t to (2.8) associated with (ϕs)0≤s≤t and with the ini-
tial condition φ0 = x reaches y at time t, i.e. φt = y.

In particular, I(t,x,y) ≤ C4.2t|T−1
t [θt(x)− y]|2.

Proof. We �x t ∈ (0, T ] and x,y ∈ Rnd. We are then seeking for a path
(φs)0≤s≤t, driven by a control (ϕs)0≤s≤t of supremum norm less than t|T−1

t [φt−
θt(x)]|2 (up to a multiplicative constant), such that φ0 = x, φt = y and
φ̇s = F(s,φs) + Bϕs, 0 ≤ s ≤ t. By subtracting the path (θs(x))0≤s≤t given
by (1.4), it is equivalent to �nd a path from 0 to y − θt(x) for the nonlinear
controlled problem driven by the function F(s,θs(x) + ·) − F(s, θs(x)). In
other words, we can assume w.l.o.g. that x = 0 is the initial point, y − θt(x)
is the terminal point and F(s,0) = 0, 0 ≤ s ≤ t. We then write

φ̇s = L(s,φs)φs + Bϕs, 0 ≤ s ≤ t ; L(s, φs) =
∫ 1

0
DxF(s, λφs)dλ. (4.1)

The usual way to solve such a controllability problem relies on Schauder's �xed
point theorem. The idea is to associate with each Rnd-valued path (zs)0≤s≤t the
linear control problem of type (3.1) driven by (Lz

s =
∫ 1
0 DxF(s, λzs)dλ)0≤s≤t

and (Σs = Id)0≤s≤t (identity matrix of size d) and to seek for a �xed point.
We let the reader check that, for each z, the pair ((Lz

s)0≤s≤t, Id) satis�es the
assumption of Proposition 3.4. In particular, the spectrum of Kz

t , covariance
matrix at time t (or equivalently Gram matrix at time t, see Proposition 3.1)
associated with the pair ((Lz

s)0≤s≤t, Id), is in some [γ−1, γ], γ being positive
and independent of z. By Coron [Cor07, Theorem 3.40], the nonlinear con-
trollability problem (4.1) with 0 and y−θt(x) as boundary conditions is then
solvable. The exhibited control (ϕs)0≤s≤t in the proof is

ϕs = B∗[Rφ(t, s)
]∗[

Kφ
t

]−1(
y − θt(x)

)
, 0 ≤ s ≤ t,

where Rφ stands for the resolvent associated with the linear equation driven
by the coe�cient (L(s, φs))0≤s≤t. (Again, as in Proposition 3.1.) This proves
(2).

To prove (1) with respect to C4.2 depending on T and quantities in (A) only,
we apply the scaling Lemma 3.6 to (L(s, φs), Σs)0≤s≤t. (Actually, we should
say to a suitable extension (L(s,φs), Σs)0≤s≤T of (L(s,φs), Σs)0≤s≤t to be in
the required framework, say for example (L(s∧ t, φs∧t), Σs∧t)0≤s≤T ). Choosing
s1 = 1 and s0 = s/t in the statement of Lemma 3.6, we write Rφ(t, s) =
TtR̂

φ,t(1, s/t)T−1
t and Kφ

t = t−1TtK̂
φ,t
1 Tt, so that

ϕs = B∗tT−1
t [R̂φ,t(1,

s

t
)]∗[K̂φ,t

1 ]−1T−1
t (y − θt(x)).
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Since the rescaled coe�cients satisfy the �right� assumption (3.10) on [0,1],
the matrices R̂φ(1, s/t) and [K̂φ

1 ]−1 are bounded by a constant C4.2 depending
on T and (A) only. Since B∗tT−1

t = B∗, this completes the proof. 2

4.2 Linearization of the Stochastic Control Problem

We now tackle the last part (iii) of the plan detailed in Subsection 2.2. Recall
the problem: to get a lower bound for the density p(T,x0,y0), we think of
proving an upper bound for Jε(0,x0), uniformly in ε > 0. To prove an upper
bound for Jε(0,x0), we think of plugging a speci�c control (vt)0≤t≤T−ε in the
stochastic control representation (2.6). The idea, as written in Subsection 2.2,
is to seek (vt)0≤t≤T−ε of the form vt = v0

t + ϕt, 0 ≤ t ≤ T − ε, (ϕt)0≤t≤T being
given by Proposition 4.2 with x = x0 and y = y0.

Recall indeed that the controlled SDE associated with (vt)0≤t≤T has the form
(2.5)

dχt = [F(t, χt) + Bvt]dt + Bσ(t, χt)dWt, 0 ≤ t ≤ T − ε,

with the initial condition χ0 = x0. (From now on, both x0 and ε are �xed
once for all). Then, the di�erence (χt − φt)0≤t≤T−ε, with φ as in Proposition
4.2 (i.e. associated with (ϕt)0≤t≤T and (x,y) = (x0,y0)), satis�es

d
[
χt − φt

]
= [F(t, χt)− F(t, φt) + B(vt − ϕt)]dt + Bσ(t, χt)dWt

= [F(t, χt)− F(t, φt) + Bv0
t ]dt + Bσ(t, χt)dWt,

with the initial condition χ0 − φ0 = 0. We are thus reduced to seek for a
control (v0

t )0≤t≤T−ε, with a reasonable cost, such that χT−ε−φT−ε be close to
y0 − φT = 0 when ε is small. Observing the above equation, we then set, for
0 ≤ t ≤ T − ε and x ∈ Rnd

Θt = χt−φt, F(t,x) = F(t, φt+x)−F(t, φt), ς(t,x) = σ(t, φt+x), (4.2)

so that the pair (v0
t ,Θt)0≤t≤T−ε satis�es

dΘt = [F(t,Θt) + Bv0
t ]dt + Bς(t,Θt)dWt, Θ0 = 0. (4.3)

Once again, (v0
t )0≤t≤T−ε is sought to make ΘT−ε close to 0. In fact, it is

reasonable to seek (v0
t )0≤t≤T−ε to make the whole path (Θt)0≤t≤T−ε be in the

neighborhood of 0. Since F(t,0) = 0, we thus think of seeking (v0
t )0≤t≤T−ε

by approximating the above controlled SDE by a linear version driven by
the mappings (Lt : x ∈ Rnd 7→ DxF(t,0)x)0≤t≤T−ε and by the di�usion
matrix (Σt = ς(t,0))0≤t≤T−ε. (Here, DxF(t,0) stands for the gradient of F .)
Indeed, in the linear case, the optimal control is explicitly known: it is given
by Proposition 3.7. (See (3.13).) This is the strategy announced in Subsection
2.2.
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We here show that it is enough to consider a reduced gradient for the lin-
earization. For t ∈ [0, T − ε], the reduced gradient of F(t, ·) at 0 is an
nd× nd matrix, denoted by DF(t,0), with n− 1 non-zero d× d blocks only:
[DF(t,0)]i−1,i = Dxi−1

Fi(t,0) for 2 ≤ i ≤ n; the other blocks are zero. In other
words, only the subdiagonal of DF(t,0) is non-zero: this gives the same pic-
ture as in footnote 6, but with U equal to zero. We emphasize that the blocks
on the subdiagonal cannot be zero: since Dxi−1

Fi(t,0) = Dxi−1
Fi(t, φt) ∈ Ei−1,

they are non-degenerate.

By Proposition 3.7, the optimal controlled SDE associated with the coe�cients
(Lt = DF(t,0))0≤t≤T and (Σt = ς(t,0))0≤t≤T may be written

dΓt = DF(t,0)Γtdt + Bγtdt + Bς(t,0)dWt, Γ0 = 0,

where γt = −AtB
∗[R(T, t)]∗

∫ t

0
ρ−1

s Bς(s,0)dWs,
(4.4)

At = ςς∗(t,0) = a(t, φt), (R(t, s))0≤t,s≤T is the resolvent associated with (Lt =
DF(t,0))0≤t≤T and ρt = [

∫ T
t R(t, s)BAsB

∗[R(t, s)]∗ds][R(T, t)]∗, 0 ≤ t ≤ T .

On this model, we choose

Proposition 4.3 Under the notation of Proposition 3.7, de�ne Θ in (4.3) as
the solution of the SDE with

v0
t = −AtB

∗[R(T, t)]∗
∫ t

0
ρ−1

s

[
[F(s,Θs)−DF(s,0)Θs]ds + Bς(s,Θs)dWs

]
,

0 ≤ t ≤ T − ε. Fix µ > 0. Then, there exists two constants c4.3(µ) > 0 and
C4.3(µ) > 0, only depending on (A), such that for T ≤ c4.3(µ),

P
{
∀t ∈ [0, T − ε],

(T − t)|T−1
T−t(Θt − Γt)| ≤ C4.3(µ)(T − t)

1
2
+ η

8

|v0
t − γt| ≤ C4.3(µ)(T − t)−

1
2
+ η

8

}
≥ 1− µ.

(4.5)

We emphasize that the above estimate is crucial: it shows that ΘT−ε − ΓT−ε

is close to 0 with a large probability when ε is small. Since ΓT−ε itself is close
to 0 (see Lemma 3.9), this shows that ΘT−ε is also close to 0 with a large
probability when ε is small.

Proof. In the whole proof, we assume T ≤ 1.

First Step. We �rst note that the SDE obtained by plugging the de�nition
of (v0

t )0≤t≤T−ε into (4.3) is well-posed. (Note that v0 depends on Θ itself.)
The well-posedness follows from (3.14) and from the Lipschitz property of
F (or equivalently of F): we refer to [RY99, Thm. 2.1, Chap. IX] for the
unique solvability of such a non-Markovian SDE. By (3.17), we also know

31



that ρ̇t = Ltρt −BAtB
∗[R(T, t)]∗, 0 ≤ t < T . By variation of parameters, we

thus obtain the equivalent of (3.15) for Θ: for 0 ≤ t ≤ T − ε,

Θt = ρt

∫ t

0
ρ−1

s

[
[F(s,Θs)−DF(s,0)Θs]ds + Bς(s,Θs)dWs

]
.

Substracting (3.15) with Σs = ς(s, 0), we obtain, for 0 ≤ t ≤ T − ε,

Θt − Γt

= ρt

∫ t

0
ρ−1

s

[
[F(s,Θs)−DF(s,0)Θs]ds + B[ς(s,Θs)− ς(s,0)]dWs

]

= ρt

∫ t

0
ρ−1

s [∆F sds + B∆ςsdWs],

(4.6)

with

∆F s = F(s,Θs)−DF(s,0)Θs, ∆ςs = ς(s,Θs)− ς(s,0).

We also set for all t ∈ [0, T − ε],

Γ̂t = (T − t)T−1
T−tΓt,

Θ̂t = (T − t)T−1
T−tΘt,

Et = Θ̂t − Γ̂t = (T − t)T−1
T−t(Θt − Γt),

∆F̂ t = (T − t)2T−1
T−t∆F t.

(4.7)

By (3.18), we know that ρt = (T−t)−1TT−tR̂
t,T (0, 1)K̂t,T

1 TT−t, where R̂t,T (0, 1)
and K̂t,T

1 stand for suitable rescaled matrices for which (upper and lower)
bounds, only depending on (A) (and not on T ), are known, uniformly in
0 ≤ t ≤ T (see Lemma 3.6). Since T ≤ 1, we indeed emphasize that the
rescaled coe�cients in the de�nition of R̂t,T (0, 1) and K̂t,T

1 satisfy the same
assumptions as the initial non-rescaled coe�cients (see (3.10)); this explains
why the bounds for R̂t,T (0, 1) and K̂t,T

1 are independent of T . By (4.6) and
(4.7),

Et = R̂t,T (0, 1)K̂t,T
1 TT−t

∫ t

0
ρ−1

s [∆F sds + B∆ςsdWs], (4.8)
so that

|Et| ≤ C

∣∣∣∣∣
∫ t

0
TT−tT−1

T−s[R̂
s,T (0, 1)K̂s,T

1 ]−1

× (T − s)T−1
T−s[∆F sds + B∆ςsdWs]

∣∣∣∣∣,
(4.9)

where C is a constant depending on (A) only (whose value may vary from line
to line). In particular, C is independent of T . Since (T−s)T−1

T−sB = B, we write
(T − s)T−1

T−s[∆F sds + B∆ςsdWs] = [(T − s)−1∆F̂ sds + B∆ςsdWs]. (See (4.7)
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for the de�nition of ∆F̂ .) Since |TT−tT−1
T−sx|2 =

∑n
i=1(T − t)2i(T − s)−2i|xi|2

for x = (x1, . . . , xn) ∈ (Rd)n, we obtain

|Et| ≤ C
n∑

i=1

(T − t)i

[∣∣∣∣∣
∫ t

0

N i
s∆ςs

(T − s)i
dWs

∣∣∣∣∣ +
∫ t

0

|∆F̂ s|
(T − s)i+1

ds

]
, (4.10)

where N i
s stands for the d × d block of index (i, 1) of the nd × nd matrix

[R̂s,T (0, 1)K̂s,T
1 ]−1, i.e. N i

s = [[R̂s,T (0, 1)K̂s,T
1 ]−1]i,1.

Second Step. To prove the bound on E, we introduce the stopping time

τ = inf{t ∈ [0, T − ε] : |Et| ≥ (T − t)
1
2
+ η

8 } (inf ∅ = T − ε). (4.11)

Saying that |Et| is less than (T − t)
1
2
+ η

8 with large probability is the same
as saying that τ = T − ε with large probability. To get rid of the martingale
terms in (4.10), we introduce the set

A =
n⋂

i=1

{
∀t ∈ [0, τ ] : (T − t)i

∣∣∣
∫ t

0
(T −s)−iN i

s∆ςsdWs

∣∣∣ ≤ α(T − t)
1
2
+ η

4

}
, (4.12)

the constant α being chosen later to make P(A) be as large as possible. On
A, from (4.10)

|Et| ≤ Cα(T − t)
1
2
+ η

4 + C
n∑

i=1

(T − t)i
∫ t

0

|∆F̂ s|
(T − s)i+1

ds. (4.13)

We now use the regularity of F (or equivalently of F) to bound |∆F̂ s|. For
j ≥ 2, we write the jth block of ∆F s as

(∆F s)j = [Fj(s,Θ
j−1,n
s )−Fj(s, Θ

j−1
s , 0, . . . , 0)]

+ [Fj(s, Θ
j−1
s , 0, . . . , 0)−Fj(s,0

j−1,n)−Dxj−1
F j(s,0

j−1,n)Θj−1
s ],

since Fj(s,0
j−1,n) = 0. Here, Fj is the jth coordinate of F . Using the Lipschitz

property of Fj for the �rst part and expanding the second part with Taylor's
integral formula at order 1 recalling also that, under (A), Dxj−1

Fj is η-Hölder
continuous in the (j − 1)th space variable, η ∈ (0, 1], and F1(s,0) = 0, we
obtain (see (4.7) for the de�nition of ∆F̂ in terms of ∆F):

|∆F̂ s| ≤ C
(
(T − s)[F1(s,Θs)−F1(s,0)]

+
n∑

j=2

(T − s)−(j−2)
[
|Fj(s,Θ

j−1,n
s )−Fj(s, Θ

j−1
s , 0, . . . , 0)|

+ |Fj(s, Θ
j−1
s , 0, . . . , 0)−Fj(s,0

j−1,n)−Dxj−1
Fj(s,0

j−1,n)Θj−1
s |

])

≤ C
n∑

j=1

(T − s)−(j−2)
[
|Θj−1

s |1+η + |Θj,n
s |

]

≤ C
(
|(T − s)T−1

T−sΘs|1+η + (T − s)2|T−1
T−sΘs|

)
,
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with the convention Θ0 = 0.

Having in mind the notations Θ̂s = (T − s)T−1
T−sΘs and Γ̂s = (T − s)T−1

T−sΓs

and the decomposition Θ̂s = Es + Γ̂s, we obtain

|∆F̂ s| ≤ C
[
|(T − s)T−1

T−sΘs|1+η + |(T − s)2T−1
T−sΘs|

]

≤ C
[
|Es + Γ̂s|1+η + (T − s)|Es + Γ̂s|

]

≤ C
[
(T − s)

η+1
η + |Es|1+η + |Γ̂s|1+η

]
,

using usual Young and convexity inequalities to derive the last bound. Plug-
ging this bound into (4.13), we obtain, on A,

|Et| ≤ Cα(T − t)
1
2
+ η

4

+ C
n∑

i=1

(T − t)
1
2
+ η

4

∫ t

0
(T − t)i−( 1

2
+ η

4
) (T − s)

η+1
η + |Es|1+η + |Γ̂s|1+η

(T − s)i+1
ds.

Noting that (T − t)i−( 1
2
+ η

4
) ≤ (T − s)i−( 1

2
+ η

4
) for i ≥ 1 and 0 ≤ s ≤ t ≤ T , we

have ∫ t
0(T − t)i−( 1

2
+ η

4
)(T − s)

η+1
η (T − s)−(i+1)ds ≤ C (since T ≤ 1) and

|Et| ≤ C(1 + α)(T − t)
1
2
+ η

4 + C(T − t)
1
2
+ η

4

∫ t

0

|Es|1+η + |Γ̂s|1+η

(T − s)
3
2
+ η

4

ds.

To get rid of the randomness of Γ̂, we introduce a new �good event�:

B =
{
∀t ∈ [0, T − ε] :

∫ t

0
(T − s)−( 3

2
+ η

4
)|Γ̂s|1+ηds ≤ β

}
, (4.14)

β being chosen later on to make P(B) be as large as possible. On A ∩ B, we
�nally have for all t ∈ [0, T − ε],

|Et| ≤ C(1 + α + β)(T − t)
1
2
+ η

4 + C(T − t)
1
2
+ η

4

∫ t

0

|Es|1+η

(T − s)
3
2
+ η

4

ds. (4.15)

For t = τ ∧ (T − ε), we have by (4.11)

∫ τ∧(T−ε)

0

|Es|1+η

(T − s)
3
2
+ η

4

ds ≤
∫ τ

0

(T − s)
1
2
+ η

2

(T − s)
3
2
+ η

4

ds ≤ C.

Choosing t = τ ∧ (T −ε) in (4.15), we deduce (from (4.11) again) τ < T −ε ⇒
(T − τ)

1
2
+ η

8 ≤ C(α, β)(T − τ)
1
2
+ η

4 . (The constant C(α, β) only depends on α,
β and (A). In particular, it is independent of T .) For T small enough, this is
impossible: this proves that

A ∩ B ⊂ {∀t ∈ [0, T − ε], |Et| ≤ (T − t)
1
2
+ η

8 } if T ≤ c(α, β), (4.16)
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c(α, β) being a positive constant only depending on α, β and (A).

Third Step. To make the strategy relevant, it remains to estimate P(A ∩ B).
We �rst prove that P(B{) tends to zero as β tends +∞. Indeed, by (4.14) and
by Lemma 3.9

P
(
B{

)
= P

{∫ T−ε

0
(T − s)−( 3

2
+ η

4
)|Γ̂s|1+ηds > β

}

≤ β−1E
∫ T−ε

0
(T − s)−( 3

2
+ η

4
)|Γ̂s|1+ηds

= β−1E
∫ T−ε

0
(T − s)−1+ η

4 |(T − s)
1
2T−1

T−sΓs|1+ηds

≤ Cβ−1
∫ T−ε

0
(T − s)−1+ η

4 ds ≤ Cβ−1.

(4.17)

(We emphasize that C may be chosen independently of T , as done above, since
T ≤ 1.) Therefore, P(B{) can be made as small as desired by choosing β large
enough.

It now remains to show that limα→0 P(A{) = 0. Without loss of generality, we
perform the proof for d = 1 (i.e. when the martingale terms in the de�nition
of A, see (4.12), are one-dimensional). Otherwise, we have to make the proof
for the coordinates of each martingale term. The proof relies on Lemma A.2
in Appendix. We apply it to each ((T − t)i

∫ t∧τ
0 (T − s)−iN i

s∆ςsdWs)0≤t≤T−ε,
1 ≤ i ≤ n. Indeed, it is clear that N i

s is bounded by some C depending
on (A) only and that ∆ςs = ς(s,Θs) − ς(s,0) is bounded. In fact, |∆ςs| ≤
C|Θs|η ≤ C(|Es|η + |Γ̂s|η). Therefore, applying Lemma A.2 for some α′ > 0
(to be chosen in terms of α) and for µ = 1 + η/2, we have with probability
greater than 1− exp(−(α′)2), for any t ∈ [0, T − ε],

(T − t)i

∣∣∣∣∣
∫ t∧τ

0
(T − s)−iN i

s∆ςsdWs

∣∣∣∣∣

≤ C(T − t)
1
2
+ η

4

(∫ τ

0

|Es|2η + |Γ̂s|2η

(T − s)1+ η
2

ds + α′
) 1

2

exp
(
Cα′

∫ τ

0

|Es|2η + |Γ̂s|2η

(T − s)1+ η
2

ds
)
.

(4.18)

Using Hölder inequality on [0, T ) equipped with the (�nite) measure (T −
s)−1+ η

2 ds, it holds on B (see (4.14))
∫ τ

0

|Γ̂s|2η

(T − s)1+ η
2

ds =
∫ τ

0
(T − s)−1+ η

2
|Γ̂s|2η

(T − s)η
ds

≤ C

(∫ τ

0
(T − s)−1+ η

2
|Γ̂s|1+η

(T − s)
1
2
+ η

2

ds

) 2η
1+η

= C

(∫ τ

0

|Γ̂s|1+η

(T − s)
3
2

ds

) 2η
1+η

≤ Cβ.

(4.19)
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(As above, C may be chosen independently of T since T ≤ 1.) Moreover, by
de�nition of τ (see (4.11)),

∫ τ

0

|Es|2η

(T − s)1+ η
2

ds ≤
∫ τ

0

(T − s)η+ η2

4

(T − s)1+ η
2

ds ≤ C. (4.20)

By (4.19) and (4.20), we deduce that, on B, the right-hand side in (4.18) is less
than C(α′, β)(T−t)

1
2
+ η

4 for some constant C(α′, β) depending on α′, β and (A)
only. (Once again, it is independent of T .) We deduce that, with probability
greater than 1− exp(−(α′)2)−P(B{), for any t ∈ [0, T − ε], (T − t)i| ∫ t∧τ

0 (T −
s)−iN i

s∆ςsdWs| ≤ C(α′, β)(T − t)
1
2
+ η

4 . By (4.12) and (4.17), we obtain that
P(A{) ≤ n(exp(−(α′)2) + Cβ−1) whenever α ≥ C(α′, β). This proves that
P(A{) can be made as small as desired by choosing α large enough.

Fourth Step. We now prove the �rst line in (4.5). For µ > 0, we can choose
α and β large enough such that P(A ∩ B) ≥ 1 − µ. By (4.7) and (4.16), we
deduce that P{∀t ∈ [0, T − ε], (T − t)|T−1

T−t(Γt −Θt)| ≤ (T − t)
1
2
+ η

8 } ≥ 1− µ
for T ≤ c(α, β).

It now remains to prove that |v0
t − γt| is controlled by (T − t)−

1
2
+ η

8 on an
event of large probability. By de�nition of v0 and γ (see (4.4) together with
the statement of Proposition 4.3), we have

v0
t − γt = −AtB

∗[R(T, t)]∗
∫ t

0
ρ−1

s

[
∆F sds + B∆ςsdWs

]

= −AtB
∗T−1

T−t[R̂
t,T (1, 0)]∗TT−t

∫ t

0
ρ−1

s [∆F sds + B∆ςsdWs],

since [R(T, t)]∗ = T−1
T−t[R̂

t,T (1, 0)]∗TT−t. (See the beginning of the proof of
Proposition 3.7 for the scaling argument deriving from Lemma 3.6.) Since
B∗T−1

T−t = (T − t)−1B∗, we obtain

|v0
t − γt| ≤ C(T − t)−1

∣∣∣TT−t

∫ t

0
ρ−1

s [∆F sds + B∆ςsdWs]
∣∣∣.

Up to the term C(T − t)−1, the above right-hand side is exactly the same
as the right-hand side in (4.8)�(4.9). This explains why the exponent in the
growth of |v0

t − γt| is equal to the exponent in the growth of |Et| minus 1 on
the event A ∩ B. The �nal estimate is easily deduced. 2

4.3 Conclusion in Short Time

(All the notations introduced in the beginning of the previous subsection still
hold. Moreover, as in the proof of Proposition 4.3, T is assumed to be less than
1.)
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We now prove the lower bound for the density when T is small enough. As
already explained in Subsection 4.2, the idea is to provide an upper bound for
Jε(0,x0) by plugging vt = v0

t + ϕt, 0 ≤ t ≤ T − ε, in (2.7), (ϕt)0≤t≤T as in the
previous subsection (i.e. being given by Proposition 4.2 with x = x0 and y =
y0) and (v0

t )0≤t≤T being given by Proposition 4.3. We also specify the choice for
ηε: we choose ηε(x) = q(T−ε, T,x−φT−ε,0) where (q(s, t,x,y))0≤s<t≤T ;x,y∈Rnd

stands for the transition density of (Gt)0≤t≤T in Proposition 3.1 with (Lt =
DF(t,0))0≤t≤T and (Σt = ς(t,0))0≤t≤T . (Compare with the controlled equa-
tion (4.4).)

We notice that such an ηε satis�es the assumption required in Subsection 2.1.
Clearly, q(T −ε, T, ·−φT−ε,0) weakly converges towards the Dirac mass at y0

since φT−ε → y0 as ε vanishes. Moreover, q(T −ε, T, ·,0) is positive by Propo-
sition 3.3 (applied between T−ε and T instead of 0 and t). Finally, by Proposi-
tion 3.3 again, q(T − ε, T,y−φT−ε,0) ≤ Cε−n2d/2 exp(−C−1ε−1|T−1

ε R(T, T −
ε)(y − φT−ε)|2) for ε small enough and for C independent of ε and y: (2.2)
follows.

First Step. From (2.7) with (vt = v0
t +ϕt)0≤t≤T−ε, we write, for some constant

C > 0, depending on (A) only (as in the previous subsection, C is independent
of T ),

Jε(0,x0) ≤ − ln[ηε(χT−ε)] +
1

2

∫ T−ε

0
〈a−1(t,φt)v

0
t , v

0
t 〉dt + C

∫ T−ε

0
|ϕt|2dt

+ C
∫ T−ε

0
|ϕt||v0

t |dt + C
∫ T−ε

0
|χt − φt|η|v0

t |2dt

− 1

2

∫ T−ε

0
|σ−1(t, χt)[v

∗
t − vt]|2dt +

∫ T−ε

0
〈σ−1(t, χt)v

∗
t , dWt〉.

By Proposition 4.2, the cost of ϕ is bounded by CT |T−1
T [θT (x0) − y0]|2.

(Here again, the constant T may be chosen independently of T since T ≤ 1:
Proposition 4.2 says that the constant C4.2 is uniform on every bounded in-
terval. In other words, we can choose the constant C4.2 associated with the
interval [0, 1].) By plugging (3.11) (with (Σt = ς(t,0) = σ(t, φ)t)0≤t≤T and
(At = ςς∗(t,0))0≤t≤T ) into the above equation, we deduce

Jε(0,x0) ≤ CT |T−1
T [θT (x0)− y0]|2 − ln(q(T,0,0)) + RT−ε, (4.21)
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where

RT−ε

= − ln[ηε(χT−ε)] + ln[q(T − ε, T,ΓT−ε,0)]

+
1

2

∫ T−ε

0

[
〈a−1(t,φt)v

0
t , v

0
t 〉 − 〈a−1(t, φt)γt, γt〉

]
dt

+ C
∫ T−ε

0
|ϕt||v0

t |dt

+ C
∫ T−ε

0
|χt − φt|η|v0

t |2dt

− 1

2

∫ T−ε

0
|σ−1(t, χt)[v

∗
t − vt]|2dt +

∫ T−ε

0
〈σ−1(t, χt)[v

∗
t − vt], dWt〉

+
∫ T−ε

0
〈σ−1(t,χt)vt − σ−1(t, φt)γt, dWt〉

:= R1
T−ε + R2

T−ε + R3
T−ε + R4

T−ε + R5
T−ε + R6

T−ε.

(4.22)

Second Step. We �rst treat the last terms R5
T−ε and R6

T−ε. By Lemma A.1
(with β = 1), we can choose ᾱ large enough so that the two inequalities below
be true on a set Ā with P(Ā) ≥ 1− 2 exp(−ᾱ):

R5
T−ε ≤ ᾱ, R6

T−ε ≤ ᾱ +
1

2

∫ T−ε

0
|σ−1(t, χt)vt − σ−1(t, φt)γt|2dt. (4.23)

We choose ᾱ = ln(8) so that 1 − 2 exp(−ᾱ) = 3/4 (i.e. P(Ā) ≥ 3/4). We
then apply Proposition 4.3 with µ = 1/4. For T ≤ c4.3(1/4), there exists a
constant C (only depending on (A)) and an event B̄, with P(B̄) ≥ 3/4, on
which recalling that Θt = χt − φt (see (4.2))

∀t ∈ [0, T − ε],

{
(T − t)|T−1

T−t(χt − φt − Γt)| ≤ C(T − t)
1
2
+ η

8 ,

|v0
t − γt| ≤ C(T − t)−

1
2
+ η

8 .
(4.24)

Set now C̄ = Ā ∩ B̄, so that P(C̄) ≥ 1/2. By (4.23), R5
T−ε ≤ C on C̄. By (4.23)

again, (4.24), (1) in Proposition 4.2 and the inequality |x| ≤ (T − t)|T−1
T−tx|

(T ≤ 1), it also holds on C̄

R6
T−ε ≤ C

[
1 +

∫ T−ε

0

(
|ϕt|2 + |v0

t − γt|2 + |χt − φt|2η|γt|2
)
dt

]
,

≤ C + CT |T−1
T (θT (x0)− y0)|2 + C

∫ T−ε

0
(T − t)η+ η2

4 |γt|2dt

+ C
∫ T−ε

0
|Γt|2η|γt|2dt.

(4.25)
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Once again, C is independent of T since T ≤ 1. Similarly, on the event C̄

R2
T−ε ≤ C

∫ T−ε

0
〈a−1(t, φt)[v

0
t − γt], v

0
t − γt + 2γt〉dt

≤ C
[
1 +

∫ T−ε

0
(T − t)−

1
2
+ η

8 |γt|dt
]
,

R3
T−ε ≤ C|T−1

T (θT (x0)− y0)|
[
T 1/2 +

∫ T−ε

0
|γt|dt

]
,

R4
T−ε ≤ C

[
1 +

∫ T−ε

0

(
|Γt|η + (T − t)

η
2
+ η2

8

)
|γt|2dt +

∫ T−ε

0
|Γt|η(T − t)−1+ η

4 dt
]
.

(4.26)

By Lemma 3.9, we know that E[|Γt|p] ≤ C(T − t)p/2 and E[|γt|p] ≤ C(T −
t)−p/2, p ≥ 1. By (4.25) and (4.26) and Hölder's inequality, we obtain

E
[
IC̄

( 6∑

i=2

Ri
T−ε

)]
≤ C

(
1 + T |T−1

T (θT (x0)− y0)|2
)
. (4.27)

It �nally remains to treat R1
T−ε. As in the proof of Proposition 3.7, we denote

by K(T − ε, T ) the covariance matrix associated with q(T − ε, T, ·, ·). Since
ηε(·) = q(T − ε, T, · − φT−ε,0), we have from (3.2)

|R1
T−ε|

≤ C|〈K−1(T − ε, T )R(T, T − ε)[χT−ε − φT−ε],R(T, T − ε)(χT−ε − φT−ε)〉
− 〈K−1(T − ε, T )R(T, T − ε)ΓT−ε,R(T, T − ε)ΓT−ε〉|

= C|〈K−1(T − ε, T )R(T, T − ε)[χT−ε − φT−ε − ΓT−ε],

R(T, T − ε)[χT−ε − φT−ε + ΓT−ε]〉|.
(Here, (R(t, s))0≤t,s≤T is the resolvent associated with (Lt = DF(t,0))0≤t≤T .)
By scaling Lemma 3.6, the matrix [R(T, T − ε)]∗K−1(T − ε, T )R(T, T − ε) is
less than CεT−2

ε . (As required, C is independent of T since T ≤ 1.) By (4.24),

|R1
T−ε| ≤ Cε|T−1

ε (χT−ε − φT−ε − ΓT−ε)||T−1
ε (χT−ε − φT−ε + ΓT−ε)|

≤ Cε
η
8

(
ε

η
8 + ε

1
2 |T−1

ε ΓT−ε|).

By Lemma 3.9,
E

[
IC̄R1

T−ε

]
≤ Cε

η
8 ≤ C. (4.28)

Taking the expectation on C̄ in (4.21), we �nally deduce from (4.27) and (4.28)

Jε(0,x0)P(C̄) ≤ − ln(q(T, 0, 0))P(C̄) + C
(
1 + T |T−1

T (θT (x0)− y0)|2
)
.

Since P(C̄) ≥ 1/2, we have

Jε(0,x0) ≤ 1

2
ln

(
det(K(0, T ))

)
+ C

(
1 + T |T−1

T (θT (x0)− y0)|2
)
.
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Letting ε tend to 0, we deduce from Proposition 3.4 that, for T ≤ c4.3(1/4)∧1,

− ln(p(T,x0,y0)) ≤ n2d

2
ln(T ) + C

(
1 + T |T−1

T (θT (x0)− y0)|2
)
. (4.29)

Third Step. We emphasize that the constant C in (4.29) is independent of T .
In particular, for a given T ≤ c4.3(1/4)∧ 1, (4.29) also holds for any t ∈ (0, T ].
This proves the lower bound in Theorem 1.1 for T ≤ c4.3(1/4) ∧ 1.

4.4 Scaling Argument

Using the intrinsic scaling properties of the system, see Subsection 2.3, Eq.
(1.1) set on an interval [0, T ] of length T > c4.3(1/4) ∧ 1 can be rescaled on
the interval [0, c4.3(1/4) ∧ 1] up to a magni�cation of the constants in (A) by
some power of T . Following Subsection 2.3, we can derive the expected lower
bound for the density over an interval of arbitrary length from the short time
estimate. 2

5 Upper Bound for the Density

We now prove the upper bound in Theorem 1.1. By the intrinsic scaling prop-
erties of the system, it is su�cient to prove it on [0, 1]: an argument similar
to the one used in Subsection 4.4, see also Section 2.3, permits to reduce the
problem from [0, T ] to [0, 1] for any T ≥ 1. In fact, it is even su�cient to
prove the upper bound in Theorem 1.1 at time t = 1 only. Indeed, the scaling
property (2.11) permits to write the density kernel p(t, ·, ·) at time t ≤ 1 as
t−n2d/2p̂(1, t1/2T−1

t ·, t1/2T−1
t ·), for some rescaled density kernel p̂(1, ·, ·) at time

1 satisfying Assumption (A) with respect to the same constants κ, Λ and η as
the original kernel p. We emphasize that we didn't use this latter argument to
prove the lower bound: the method used in Subsection 4.3 directly provides
the required estimate on the whole [0, c4.3(1/4) ∧ 1].

Throughout the section, we follow the strategy announced in Subsection 2.4.
It relies on the McKean�Singer expansion (2.17) (with T = 1) that we here
recall:

p(1,x0,y0) = p̃(0, 1,x0,y0) +
N∑

k=1

∫ 1

0

∫

Rnd
p̃(0, t,x0, z)H

⊗k(t, 1, z,y0)dtdz

+
∫ 1

0

∫

Rnd
p(t,x0, z)H

⊗(N+1)(t, 1, z,y0)dtdz.

(5.1)
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We remind the reader that, for any 0 < T ≤ 1, p̃(0, T,x,y) stands for
p̃T,y(0, T,x,y), where (p̃T,y(s, t,x, z))0≤s<t≤T ;x,z∈Rnd is the transition density
of some Markovian Gaussian process, obtained by linearization of (1.1). The
kernel H together with its iterated products (H⊗k)k≥1 are associated with p̃
by formulas (2.16) and (2.18).

The Gaussian process we here consider for the construction of p̃ is a bit dif-
ferent from the announced version (2.15). Following Subsection 4.2, we indeed
replace the �complete� gradient DxF in (2.15) by its reduced version DF.
(That is we just consider the subdiagonal of DxF.) In what follows, for any
y ∈ Rnd, (p̃T,y(s, t,x, z))0≤s<t≤T ;x,z∈Rnd thus denotes the transition density
associated with the linear equation:

dX̃t =
[
F(t, θt,T (y)) + DF(t,θt,T (y))

(
X̃t − θt,T (y)

)]
dt

+ Bσ(t, θt,T (y))dWt, 0 ≤ t ≤ T,
(5.2)

where (θt,T (y))t≥0 solves the ODE [d/dt]θt,T (y) = F(t, θt,T (y)), t ≥ 0, with
the boundary condition θT,T (y) = y. (See (2.14).) To simplify, we do not
specify the dependence of X̃ on (T,y). (In what follows, we will consider the
�ow for various initializing times, i.e. we will consider (θt,s)t≥0, s ≥ 0, solution
of the ODE driven by (F(t, ·))t≥0 with the boundary condition θs,s = identity.
We will also make use of the semigroup property θt,s ◦ θs,r = θt,r.)

The proof is divided into two propositions. The �rst one permits to estimate p̃
and H. The second one permits to handle the convolution of p and the iterated
products of H. To state these propositions, we introduce the useful notation:

ga,t(y) = t−n2 d
2 exp(−a−1t|T−1

t y|2), a, t > 0, y ∈ Rnd. (5.3)

Up to a normalizing constant depending on a, n, d, ga,t is a Gaussian density.
We emphasize that (ga,t)a>0,t>0 satis�es Lemma B.1 in Appendix: we use it
right below. In the following, θt(x) is a short version for θt,0(x).

Proposition 5.1 There exists a family of constants (C5.1(N))N≥0, only de-
pending on (A), such that, for all N ≥ 1, 0 < t < 1, and x,y, z ∈ Rnd,

p̃(0, t,x,y) ≤ C5.1(0)gC5.1(0),t

(
θt(x)− y

)
,

|H⊗N(t, 1, z,y)| ≤ C5.1(N)(1− t)N η
2
−1gC5.1(N),1−t

(
z− θt,1(y)

)
.

Proposition 5.2 Let a > 0. Then, there exists a constant C5.2(a) > 0, only
depending on a and (A), such that, for all t ∈ [0, 1) and x,y ∈ Rnd,

∫

Rnd
p(t,x, z)(1− t)

n2d
2 ga,1−t

(
z− θt,1(y)

)
dz ≤ C5.2(a)gC5.2(a),1

(
θ1(x)− y

)
.

The second equation in Proposition 5.1 gives the regularizing e�ect of the
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kernel in function of the regularity in (A). This feature is characteristic of
the parametrix techniques, see e.g. [MS67], [KM00]. Proposition 5.2 is crucial
and allows to truncate the parametrix series expansion. It is the key point
in order to handle the non-linearity of the degenerate terms in the operator
Lt introduced after (2.1). This non-linearity breaks the underlying semigroup
structure of Kolmogorov's example, see also [KMM09] and makes the trunca-
tion unavoidable.

5.1 From Propositions 5.1 and 5.2 to the Upper Bound

Admitting these two propositions, we derive the upper bound in Theorem 1.1
at time t = 1.

We have to show that p(1,x0,y0) is less than CgC,1(θ1(x0)−y0) for some C > 0
only depending on (A). The proof relies on (5.1). The �rst term in (5.1), i.e.
the Gaussian density, is easily bounded by using the �rst line in Proposition
5.1 with t = 1, x = x0 and y = y0. The last term in (5.1) is bounded by
plugging the second line in Proposition 5.1 with N + 1 = d(n2d + 2)/ηe and
y = y0 into the bound in Proposition 5.2 with x = x0 and y = y0: indeed,
d(n2d + 2)/ηeη/2− 1 ≥ (n2d + 2)/2− 1 = n2d/2. To handle the sum in (5.1),
we apply Proposition 5.1 and Lemma B.1: we obtain, for k ≥ 1,

∫ 1

0

∫

Rnd
p̃(0, t,x0, z)|H⊗k(t, 1, z,y0)|dzdt

≤ C(k)
∫ 1

0

∫

Rnd
(1− t)k η

2
−1gC(k),t

(
θt(x0)− z

)
gC(k),1−t

(
z− θt,1(y0)

)
dzdt

≤ C(k)
∫ 1

0
(1− t)k η

2
−1gC(k),1

(
θt(x0)− θt,1(y0)

)
dt,

(5.4)

the constant C(k) only depending on k and (A). By the semi-group property
of the �ow, |θt(x0) − θt,1(y0)| = |θt,1(θ1(x0)) − θt,1(y0)|. Similarly, θt,1 is a
di�eomorphic mapping from Rnd onto itself with θ1,t as converse. In particular,
θt,1 is a Lipschitz di�eomorphism so that |θt(x0)− θt,1(y0)| = |θt,1(θ1(x0))−
θt,1(y0)| ≥ C−1|θ1(x0)− y0| for some constant C depending on (A) only. (C
may be chosen independently of t since the Lipschtiz constant of θ1,t is uniform
in 0 < t < 1.) Since gC(k),1(y) ≤ gC(k),1(y

′) for |y| ≥ |y′|, this completes the
proof. 2

5.2 Proof of Proposition 5.1

For y ∈ Rnd and for 0 < T ≤ 1, we �rst give the form of the kernel
(p̃T,y(t, T,x, z))0≤t<T,x,z∈Rnd associated with the Gaussian process X̃ in (5.2).
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The deterministic ODE associated with X̃ has the form
d

dt
φ̃t = F(t, θt,T (y)) + DF(t, θt,T (y))[φ̃t − θt,T (y)], t ≥ 0. (5.5)

We denote by (θ̃
T,y

t,s )s,t≥0 the associated �ow, i.e. θ̃
T,y

t,s (x) is the value of φ̃t

when φ̃s = x. It is a�ne:

θ̃
T,y

t,s (x) = R̃T,y(t, s)x

+
∫ t

s
R̃T,y(t, u)

(
F(u, θu,T (y))−DF(u, θu,T (y))θu,T (y)

)
du.

(5.6)

Above, (R̃T,y(t, s))s,t≥0 stands for the resolvent associated with the matrices
(DF(t,θt,T (y)))t≥0. We then claim

Lemma 5.3 There exists a constant C5.3 ≥ 1, depending on (A) only (an not
on T ), such that, for any t ∈ [0, T ) and x,y ∈ Rnd,

C−1
5.3

∣∣∣T−1
T−t

[
x− θt,T (y)

]∣∣∣ ≤
∣∣∣T−1

T−t

[
θ̃

T,y

T,t (x)− y
]∣∣∣ ≤ C5.3

∣∣∣T−1
T−t

[
x− θt,T (y)

]∣∣∣.

Proof. It is clear that θ̃
T,y

t,T (y) = θt,T (y) for 0 ≤ t ≤ T . Indeed, (θt,T (y))0≤t≤T

satis�es (5.5) and matches y at time T . We thus compare |T−1
T−t[x− θ̃

T,y

t,T (y)]|
and |T−1

T−t[θ̃
T,y

T,t (x)−y]|. By a translation argument, we can assume t = 0. The
result then follows from (2.13) (applied to the linearized equation (5.5)). 2

We deduce:

Lemma 5.4 There exists a constant C5.4 > 0, depending on (A) only (and
not on T ), such that, for all 0 ≤ t < T and x,y ∈ Rnd,

p̃(t, T,x,y) ≤ C5.4gC5.4,T−t

(
x− θt,T (y)

)
.

Proof. The proof is almost direct. When initialized at point x at time t, the
process X̃ in (5.2) is a Gaussian process. Denoting by m̃(t, T ) the mean and
by K̃(t, T ) the covariance matrix of the random vector X̃T , we know that

p̃(t, T,x,y) = (2π)−
nd
2 det−

1
2 (K̃(t, T )) exp

(
−|K̃

− 1
2 (t, T )(y − m̃(t, T ))|2

2

)
.

(5.7)
It is plain to see that the mean of the Gaussian process X̃ satis�es the ODE
(5.5), so that m̃(t, T ) = θ̃

T,y

T,t (x). From Lemma 3.6, see also the proof of Propo-
sition 3.7, we know that K̃(t, T ) has the form (T − t)−1TT−tK̂

t,T
1 TT−t, where

K̂t,T
1 is the covariance matrix associated with some rescaled version of X̃. (We

do not specify what the rescaled version is.) Under (A), the eigenvalues of the
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matrix K̂t,T
1 are bounded from above and from below by known parameters

uniformly in 0 ≤ t < T ≤ 1, see Proposition 3.4. (In particular, the bounds are
independent of t, T .) We deduce the expected bounds for p̃(t, T,x,y) but with
θ̃

T,y

T,t (x)−y instead of x−θt,T (y). By Lemma 5.3, we complete the proof. 2

We now provide a �rst estimate for H. (Have in mind that T ≤ 1.)

Lemma 5.5 There exists a constant C5.5 > 0, depending on (A) only (and
not on T ), such that, for all t ∈ [0, T ) and z,y ∈ Rnd,

|H(t, T, z,y)| ≤ C5.5(T − t)
η
2
−1gC5.5,T−t

(
z− θt,T (y)

)
.

Proof. The de�nition of H is given in (2.16). For a smooth function f : z ∈
Rnd 7→ f(z), we have, for t ∈ [0, T ) and z ∈ Rnd,
[
Lt,zf − L̃T,y

t,z f
]
(z) = (1/2)Tr

[(
a(t, z)− a(t, θt,T (y))

)
D2

z1
f(z)

]

+
n∑

j=1

〈Fj(t, z)− Fj(t, θt,T (y))−Dzj−1
Fj(t, θt,T (y))(z− θt,T (y))j−1, Dzj

f(z)〉,

with the convention that Dz0F1 = 0. From the speci�c structure of F, we can
�nd a constant C > 0, depending on (A) only, such that

∣∣∣Lt,zf(z)− L̃T,y
t,z f(z)

∣∣∣ ≤ C|z− θt,T (y)|η|D2
z1

f(z)|

+ C
n∑

j=2

|zj−1 − (θt,T (y))j−1|1+η|Dzj
f(z)|

+ C
n∑

j=1

n∑

k=j

|zk − (θt,T (y))k||Dzj
f(z)|.

(5.8)

We now apply the above inequality with f(z) = p̃(t, T, z,y), i.e. (see (5.7))

f(z) = (2π)−
nd
2 det−

1
2 (K̃(t, T )) exp

(
−|K̃

− 1
2 (t, T )(y − θ̃T,t(z))|2

2

)
.

(For simplicity, we will omit the superscript (T,y) in θ̃ and L̃.) We now expand
the derivatives of f . To this end, we recall that θ̃T,t is an a�ne transformation
with R̃(T, t) as linear part, see (5.6). (We will also omit the superscript (T,y)
in R̃.)

Dzj
f(z) = −

[
[R̃(T, t)]∗K̃−1(t, T )(θ̃T,t(z)− y)

]
j
p̃(t, T, z,y),

D2
zj

f(z) = −
[
[R̃(T, t)]∗K̃−1(t, T )R̃(T, t)

]
j,j

p̃(t, T, z,y)

+
[
[R̃(T, t)]∗K̃−1(t, T )(θ̃T,t(z)− y)

]⊗2

j
p̃(t, T, z,y),
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where [[R̃(T, t)]∗K̃−1(t, T )R̃(T, t)]j,j stands for the jth diagonal block of size
d of the nd× nd-matrix [R̃(T, t)]∗K̃−1(t, T )R̃(T, t). By (5.8),

∣∣∣
(
Lt,z − L̃t,z

)
p̃(t, T, z,y)

∣∣∣

≤ Cp̃(t, T, z,y)×
{∣∣∣z− θt,T (y)

∣∣∣
η ∣∣∣

[
[R̃(T, t)]∗K̃−1(t, T )R̃(t, T )

]
1,1

∣∣∣

+
∣∣∣z− θt,T (y)

∣∣∣
η ∣∣∣

[
[R̃(T, t)]∗K̃−1(t, T )(y − θ̃T,t(z))

]
1

∣∣∣
2]

+
n∑

j=2

∣∣∣zj−1 − (θt,T (y))j−1

∣∣∣
1+η∣∣∣

[
[R̃(T, t)]∗K̃−1(t, T )

(
y − θ̃T,t(z)

)]
j

∣∣∣

+
n∑

j=1

n∑

k=j

∣∣∣zk − (θt,T (y))k

∣∣∣
∣∣∣
[
[R̃(T, t)]∗K̃−1(t, T )

(
y − θ̃T,t(z)

)]
j

∣∣∣
}
.

(5.9)

We write [R̃(T, t)]∗K̃−1(t, T ) as (T −t)[R̃(T, t)]∗T−1
T−t(K̂

t,T
1 )−1T−1

T−t, the matrix
K̂t,T

1 standing for the covariance matrix at time 1 of some rescaled process
satisfying Assumption (A), see the proof of Lemma 5.4. By similar scaling ar-
guments, see also the proof of Proposition 3.7, we know that [R̃(T, t)]∗T−1

T−t =

T−1
T−t[R̂

t,T (1, 0)]∗, where R̂t,T (1, 0) stands for the resolvent associated with the
rescaled version of X̃. We deduce that

[
[R̃(T, t)]∗K̃−1(t, T )R̃(T, t)

]
1,1

= (T − t)
[
T−1

T−t[R̂
t,T (1, 0)]∗(K̂t,T

1 )−1R̂t,T (1, 0)T−1
T−t

]
1,1

= (T − t)−1
[
[R̂t,T (1, 0)]∗(K̂t,T

1 )−1R̂t,T (1, 0)
]
1,1
≤ C(T − t)−1Id

(5.10)

for some C, depending on (A) only (and not on T ). (Id the identity matrix of
size d.) Similarly, for each 1 ≤ j ≤ d,

∣∣∣
[
[R̃(T, t)]∗K̃−1(t, T )(y − θ̃T,t(z))

]
j

∣∣∣

= (T − t)−j+1
∣∣∣
[
[R̃t,T (1, 0)]∗(K̂t,T

1 )−1T−1
T−t(y − θ̃T,t(z))

]
j

∣∣∣

≤ C(T − t)−j+1
∣∣∣T−1

T−t(y − θ̃T,t(z))
∣∣∣.

(5.11)

Plugging (5.10) and (5.11) into (5.9), we deduce
∣∣∣
(
Lz − L̃z

)
p̃(t, T, z,y)

∣∣∣

≤ Cp̃(t, T, z,y)

[
|z− θt,T (y)|η

(
(T − t)−1 + |T−1

T−t(y − θ̃T,t(z))|2
)

+
n∑

j=2

(T − t)−j+1
∣∣∣zj−1 − (θt,T (y))j−1

∣∣∣
1+η ∣∣∣T−1

T−t(y − θ̃T,t(z))
∣∣∣

+
n∑

j=1

n∑

k=j

(T − t)−j+1
∣∣∣zk − (θt,T (y))k

∣∣∣
∣∣∣T−1

T−t(y − θ̃T,t(z))
∣∣∣
]
.
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Now, it is clear that |z`−(θt,T (y))`| ≤ (T−t)`|T−1
T−t(z−θt,T (y))|. In particular,

|z − θt,T (y)| ≤ (T − t)|T−1
T−t(z − θt,T (y))| since T ≤ 1. By Lemma 5.3 with

x = z,

∣∣∣
(
Lt,z − L̃t,z

)
p̃(t, T, z,y)

∣∣∣

≤ Cp̃(t, T, z,y)

[
(T − t)−1+η|T−1

T−t(z− θt,T (y))|η

+ (T − t)|T−1
T−t(z− θt,T (y))|2

+ (T − t)η|T−1
T−t(z− θt,T (y))|2+η

]

≤ C(T − t)−1+ η
2 p̃(t, T, z,y)

[
(T − t)

η
2 |T−1

T−t(z− θt,T (y))|η

+ (T − t)|T−1
T−t(z− θt,T (y))|2

+ (T − t)1+ η
2 |T−1

T−t(z− θt,T (y))|2+η

]
.

By Lemma 5.4 (with x = z), there exists a constant C, only depending on
(A) (and not on T ), such that,

∣∣∣
(
Lt,z − L̃t,z

)
p̃(t, T, z,y)

∣∣∣ ≤ C(T − t)−1+ η
2 gC,T−t

(
|T−1

1−t(z− θt,T (y))|2
)
. 2

End of the Proof of Proposition 5.1. It remains to prove that, for every
integer N ≥ 1, there exists a constant C(N), depending on N and (A) only,
such that, for any 0 ≤ t < 1,

|H⊗N(t, 1, z,y)| ≤ C(N)(1− t)N η
2
−1gC(N),1−t

(
z− θt,1(y)

)
. (5.12)

By Lemma 5.5, we know that (5.12) holds when N = 1. We now perform an
induction to complete the proof. We thus assume that (5.12) holds for some
integer N ≥ 1. Then, by Lemma 5.5,

|H⊗(N+1)(t, 1, z,y)|
=

∣∣∣∣
∫ 1

t

∫

Rnd
H(t, s, z, z′)H⊗N(s, 1, z′,y)dsdz′

∣∣∣∣

≤ C(N)C(1)
∫ 1

t

∫

Rnd

[
(s− t)−1+ η

2 (1− s)−1+N η
2

gC(1),s−t

(
z− θt,s(z

′)
)
gC(N),1−s

(
z′ − θs,1(y)

)
dsdz′

]
.
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By (2.13), C−1|T−1
s−t(z−θt,s(z

′))| ≤ |T−1
s−t(θs,t(z)− z′)| ≤ C|T−1

s−t(z−θt,s(z
′))|,

for some constant C depending on (A) only. Therefore, by Lemma B.1,

|H⊗(N+1)(t, 1, z,y)|
≤ C(N)C(1)

∫ 1

t

∫

Rnd

[
(s− t)−1+ η

2 (1− s)−1+N η
2

gCC(1),s−t

(
θs,t(z)− z′

)
gC(N),1−s

(
z′ − θs,1(y)

)
dsdz′

]

≤ C(N + 1)
∫ 1

t
(s− t)−1+ η

2 (1− s)−1+N η
2 gC(N+1),1−t

(
θs,t(z)− θs,1(y)

)
ds,

for a constant C(N + 1), depending on the required parameters only. To
complete the proof, it remains to see that ∫ 1

t (s − t)−1+η/2(1 − s)−1+Nη/2ds =
β(η/2, Nη/2)(1− t)−1+(N+1)η/2 and that

gC(N+1),1−t

(
θs,t(z)− θs,1(y)

)
≤ gC′(N+1),1−t

(
z− θt,1(y)

)
, t ≤ s ≤ 1, (5.13)

for a constant C ′(N + 1) depending on the same parameters as C(N + 1)
(and thus independent of s). To obtain (5.13), it is su�cient to prove that,
for any s ∈ [t, 1], |T−1

1−t(z − θt,1(y))| ≤ C|T−1
1−t(θs,t(z) − θs,1(y))| for a con-

stant C, depending on (A) only (and not on s). The strategy is the same
as in (2.12)�(2.13): we write z − θt,1(y) = θt,s(θs,t(z)) − θt,s(θs,1(y)) = (1 −
t)−1/2T1−t(θ̂0,(s−t)/(1−t)((1−t)1/2T−1

1−tθs,t(z)))−(1−t)−1/2T1−t(θ̂0,(s−t)/(1−t)((1−
t)1/2T−1

1−tθs,1(y))), where θ̂ stands for some bi-Lipschitz rescaled �ow. Using
the Lipschitz property of θ̂0,(s−t)/(1−t), the proof is easily completed.

We emphasize that the modi�cation of the constant C(N) in (5.12) as N
increases explains why we need to truncate the McKean-Singer expansion of
the density. The modi�cation follows from the transport of the initial condition
by the �ow θ. 2

5.3 Proof of Proposition 5.2

The points x and y as well as the parameters a and t are �xed for the whole
proof. For an arbitrary density q on Rnd, we then set

Jq := − ln
∫

Rnd
p(t,x, z)q(z)dz = − ln

(
Eq(X0,x

t )
)
.

We remind the reader of the representation formula (2.6):

Jq = inf
(vs)s∈P(t)

E
[
1

2

∫ t

0
〈a−1(s, χs)vs, vs〉ds− ln

(
q(χt)

)]
, (5.14)
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(χs)0≤s≤t standing for the controlled process

dχs = [F(s, χs) + Bvs]ds + Bσ(s, χs)dWs, 0 ≤ s ≤ t,

with the initial condition χ0 = x. (See (2.5).) For a given control (vs)0≤s≤t,
we set χ̃s = χs−

∫ s
0 Bσ(u, χu)dWu, 0 ≤ s ≤ t. It satis�es the controlled ODE

(with random coe�cients):

dχ̃s = [F(s,χs) + Bvs]ds

=
[
F

(
s,

∫ s

0
Bσ(u, χu)dWu + χ̃s

)
+ Bvs

]
ds

= [G(s, χ̃s) + Bvs]ds,

(5.15)

where G(s, ·) = F(s,
∫ s
0 Bσ(u, χu)dWu + ·) is a progressively measurable pro-

cess. For each random outcome ω, we emphasize that (s,x) 7→ G(s,x) satis�es
(A): we can see (5.15) as a deterministic control problem of the form (2.8)�
(2.9) (but with random coe�cients). In particular, for each ω, the cost of the
control (vs)0≤s≤t is greater than the minimal cost to go from x to χ̃t. By
Proposition 4.1 and by the inequality t|T−1

t z|2 ≥ |z|2, z ∈ Rnd, (which holds
true since t ≤ 1), we obtain

∫ t

0
|vs|2dt ≥ C−1

4.1 t|T−1
t (θ̃t(x)− χ̃t)|2 ≥ C−1

4.1 |θ̃t(x)− χ̃t|2, (5.16)

where (θ̃s(x))0≤s≤t is the solution of the ODE (with random coe�cients)

d

ds
θ̃s(x) = G

(
s, θ̃s(x)

)
= F

(
s, θ̃s(x)

)
+ O

(∣∣∣
∫ s

0
σ(u, χu)dWu

∣∣∣
)
, 0 ≤ s ≤ t,

with the initial condition θ̃0(x) = x. By a standard argument of stability, we
obtain E[|χ̃t − χt|2] ≤ C and E[|θ̃t(x) − θt(x)|2] ≤ C for a suitable constant
C (depending on (A)). Therefore, modifying C if necessary from one line to
another, we deduce from (5.14) and (5.16)

Jq ≥ E
[
C−1|θ̃t(x)− χ̃t|2 − ln(q(χt))

]

≥ E
[
C−1|θt(x)− χt|2 − ln(q(χt))

]
− C

≥ inf
z∈Rnd

[
C−1|θt(x)− z|2 − ln(q(z))

]
− C.
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Up to a constant depending on a only, we can choose q(z) = ga,1−t(z−θt,1(y)).
One has (C now possibly depending on a)

Jq

≥ inf
z∈Rnd

[
C−1|θt(y)− z|2 +

1− t

a
|T−1

1−t(z− θt,1(y))|2
]
+

n2d

2
ln(1− t)− C

≥ C−1 inf
z∈Rnd

[
|θt(x)− z|2 + (1− t)|T−1

1−t(z− θt,1(y))|2
]
+

n2d

2
ln(1− t)− C

≥ C−1 inf
z∈Rnd

[
|θt(x)− z|2 + |z− θt,1(y)|2

]
+

n2d

2
ln(1− t)− C

= (1/2)C−1|θt(x)− θt,1(y)|2 +
n2d

2
ln(1− t)− C.

Having in mind that θ−1
t,1 = θ1,t is Lipschitz continuous, the Lipschitz constant

being uniform in [0, 1), we deduce Jq ≥ C−1|θ1,t(θt(x))−y|2 + (n2d/2) ln(1−
t)− C = C−1|θ1(x)− y|2 + (n2d/2) ln(1− t)− C. Finally,
∫

Rnd
p(t,x, z)(1− t)

n2d
2 ga,1−t(z− θt,1(y))dz ≤ C exp(−C|θ1(x)− y|2). 2

A Technical Lemmas

Lemma A.1 Let (Mt)t≥0 be a (real-valued) continuous martingale. Then, for
any T > 0, α > 0 and β > 0, P{∀t ∈ [0, T ], Mt > α + (β/2)〈M〉t} ≤
exp(−αβ).

Proof. By Doob's maximal inequality,

P
{
∀t ∈ [0, T ], Mt > α + (β/2)〈M〉t

}

= P
{
∀t ∈ [0, T ], exp

[
βMt − (β2/2)〈M〉t

]
> exp(αβ)

}
≤ exp(−αβ).

This completes the proof. 2

Lemma A.2 For a real T > 0, an integer i ≥ 1 and a bounded progressively-
measurable process (Ht)0≤t≤T , we set Mt =

∫ t
0(T − s)−iHsdWs, 0 ≤ t < T .

Then, for any µ ∈ (0, 2] and any α > 0, with probability greater than 1 −
exp(−α2), for any t ∈ [0, T ),

(T − t)i|Mt| ≤ (T − t)µ/2

(∫ T

0

H2
s ds

(T − s)µ
+ 2α

)1/2

exp
(α

2

∫ T

0

H2
s

(T − s)µ
ds

)
.
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Proof. By Itô's formula,

d
[
(T − t)2i−µM2

t

]
= −[2i− µ](T − t)2i−1−µM2

t dt + (T − t)2i−µd[M2
t ]

= −[2i− µ](T − t)2i−1−µM2
t dt + 2(T − t)i−µMtHtdWt

+ (T − t)−µH2
t dt.

By Lemma A.1, with probability greater than 1− exp(−α2),

(T − t)2i−µM2
t ≤

∫ t

0
(T − s)−µH2

s ds + 2
∫ t

0
(T − s)i−µMsHsdWs

≤
∫ t

0
(T − s)−µH2

s ds + 2α + α
∫ t

0
(T − s)2i−2µM2

s H2
s ds.

By Gronwall's lemma, we deduce

(T − t)2i−µM2
t ≤

(∫ t

0
(T − s)−µH2

s ds + 2α

)
exp

(
α

∫ t

0

H2
s

(T − s)µ
ds

)
. 2

B Auxiliary Gaussian Estimates

Lemma B.1 With g as in (5.3), for any a > 0, there exists a constant cB.1(a),
depending on a, d and n only, such that for any ε, ε′ > 0 and any x,x′ ∈ Rnd,

c−1
B.1(a)g2−2n+2a,ε+ε′(x− x′) ≤

∫

Rnd
ga,ε(z− x)ga,ε′(z− x′)dz

≤ cB.1(a)ga,ε+ε′(x− x′).

Proof (Lemma B.1). Up to a constant C, depending on a, d and n only,
the convolution product in the statement is the density at point 0 of the sum
of two nd-dimensional independent Gaussian vectors, respectively of mean x
and −x′ and of covariance matrix [a/2]ε−1T2

ε and [a/2](ε′)−1T2
ε′ . The sum of

both vectors has x − x′ as mean and [a/2](ε−1T2
ε + (ε′)−1T2

ε′) as covariance
matrix.

It is well seen that ε−1T2
ε + (ε′)−1T2

ε′ is block-diagonal, with n blocks of size
d × d. The ith block has the form [ε2i−1 + (ε′)2i−1]Id, where Id stands for the
identity matrix of size d. It is clear that 2−2i+2(ε + ε′)2i−1 ≤ ε2i−1 + (ε′)2i−1 ≤
(ε + ε′)2i−1, where the �rst bound derives from convexity. Thus, 2−2n+2(ε +
ε′)−1T2

ε+ε′ ≤ ε−1T2
ε + (ε′)−1T2

ε′ ≤ (ε + ε′)−1T2
ε+ε′ . This proves that −22n−2(ε +

ε′)T−2
ε+ε′ ≤ −[ε−1T2

ε+(ε′)−1T2
ε′ ]
−1 ≤ −(ε+ε′)T−2

ε+ε′ . Also, 2−2n2d+2nd(ε+ε′)n2d ≤
det[ε−1T2

ε + (ε′)−1T2
ε′ ] ≤ (ε + ε′)n2d. 2
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C Another proof of the lower bound via chaining

In this section we provide an alternative proof to derive the lower bound of
Theorem 1.1. It uses a chaining argument di�erent from those developed in
Kusuoka and Stroock, [KS87], or in the standard uniformly elliptic framework,
see e.g [Bas97] Chapter VII. The key idea consists in deriving the lower bound
on small balls for the underlying control metric (or equivalently on small
ellipsoids for the Euclidean distance: see Propositions 4.1 and 4.2) by using the
parametrix representation (2.17), similarly to [IKO62] in the non-degenerate
case. Then, given arbitrary points x,x′ ∈ Rnd, T > 0 su�ciently small, we
make a suitable chaining of sets so that between two points on consecutive
sets we are able to apply the lower bound on small balls.

In the non-degenerate case, the idea was to consider for those chaining sets,
balls with centers on the straight line, or geodesic distance, between x and
x′. In our framework we consider (Euclidean) ellipsoids with centers on the
optimal path (φs)s∈[0,T ] given by Proposition 4.2 (with t = T therein). Pre-
cisely, for �xed x,x′ ∈ Rnd, 0 ≤ s < t ≤ T, T > 0 to be speci�ed later on but
assumed to be small enough (at least T ≤ 1), Eq. (2.17) yields, for N ≥ 1,

p(s, t,x,x′) ≥ p̃(s, t,x,x′)−
N∑

k=1

∫ t

s

∫

Rnd
p̃(s, u,x,y)|H⊗k(u, t,y,x′)|dydu

−
∫ t

s

∫

Rnd
p(s, u,x,y)|H⊗(N+1)(u, t,y,x′)|dydu.

Now, the second claim in Proposition 5.1 still holds with (1, t) replaced by
(t, u), so that

p(s, t,x,x′) ≥ p̃(s, t,x,x′)

−
N∑

k=1

C(k)
∫ t

s

∫

Rnd
p̃(s, u,x,y)(t− u)k η

2
−1gC(k),t−u(y − θu,t(x

′))dydu

− C(N + 1)
∫ t

s

∫

Rnd
p(s, u,x,y)(t− u)(N+1) η

2
−1gC(N+1),t−u(y − θu,t(x

′))dydu.

Taking bNη/2c ≥ n2d/2+1, Proposition 5.2 (replacing (1, t) by (t, u) as well),
Lemma (B.1) and a suitable version of (2.13) give

p(s, t,x,x′) ≥ p̃(s, t,x,x′)

− C
(t− s)η/2

(t− s)n2d/2
exp(−C−1(t− s)|T−1

t−s(θt,s(x)− x′)|2)

≥ C−1

(t− s)n2d/2
exp(−C(t− s)|T−1

t−s(θt,s(x)− x′)|2)

− C
(t− s)η/2

(t− s)n2d/2
exp(−C−1(t− s)|T−1

t−s(θt,s(x)− x′)|2),
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for C := C(A) large enough, where the lower bound for p̃ can be derived
similarly to the upper bound given in Lemma 5.4. Set now for simplicity
ds,t(x,x′) := (t− s)1/2|T−1

t−s(θt,s(x)−x′)|. If ds,t(x,x′) ≤ 1, then p(s, t,x,x′) ≥
(t− s)−n2d/2[C−1 exp(−C)− CT η/2]. Hence, for T ≤ (2C2)−2/η exp(−2C/η),

p(s, t,x,x′) ≥ C0(t− s)−n2d/2, C0 = exp(−C)(2C)−1. (C.1)

Equation (C.1) is what we call the lower bound on balls w.r.t. to the control
metric, for T small enough.

Now, for x,x′ ∈ Rnd, if dT := d0,T (x,x′) ≤ 1, then the previous bound applies.
If dT ≥ 1, we need to do a chaining. We are going to de�ne sets whose centers
are equally distributed w.r.t. to the level sets of the energy associated to the
optimal path (φs)s∈[0,T ], φ0 = x, φT = x′, constructed in Proposition 4.2
(with t = T therein). Recalling that (ϕs)s∈[0,T ] denotes the associated optimal
control, we de�ne t0 = 0 and, for all i ≥ 1:

ti





:= inf
{
t ∈ [ti−1, T ] :

∫ t

ti−1

|ϕs|2ds =
I(T,x,x′)

M0

}
∧(ti−1 +

T

M0

)

if ti−1 < T (1− 2

M0

)

:= T if ti−1 ≥ T (1− 2

M0

),

where M0 := dKd2
T e ≥ 3 for K ≥ 3 to be speci�ed later on. Set now, for all

i ≥ 1, εi := ti+1 − ti. We have

Lemma C.1 (Controls on the time step) There exist a constant C1 :=
C1(A) ≤ 1 and an integer M1 ∈ [M0/2,M0/C1], s.t. tM1 = T and

∀i ∈ {0, · · · ,M1 − 1}, C1
T

M0

≤ εi ≤ 2
T

M0

. (C.2)

Proof. We �rst set M1 = inf{k ≥ 1 : tk = T}. (The set {k ≥ 1 : tk = T} is
clearly non-empty.) The upper bound in (C.2) then follows from the de�nition
of the family (ti)i≥1. Suppose now that ti < T (1− 2/M0) for a given 0 ≤ i ≤
M1 − 1. Assume also that ti+1 − ti < T/M0 (otherwise εi = T/M0). Then,∫ ti+1
ti |ϕs|2ds = I(T,x,x′)/M0. From Proposition 4.2, (1), we recall that

sup
0≤s≤T

|ϕs| ≤ C2|T−1
T [θT (x)− x′]| = C2T

−1/2dT ,

where C2 = C2(A). Hence,

I(T,x,x′)
M0

=
∫ ti+1

ti
|ϕs|2ds ≤ C2εiT

−1d2
T .
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Modifying C2 if necessary, Propositions 4.1 and 4.2 yield d2
T /M0 ≤ C2εiT

−1d2
T

and the lower bound in (C.2) follows for all i s.t. ti < T (1−2/M0). The bound
for M1 is then easily derived. 2

Introduce now for all i ∈ {0, · · · ,M1}, yi = φti
(in particular y0 = x,yM1 =

x′), and for all i ∈ {1, · · · ,M1 − 1},

Bi :=
{
z ∈ Rnd :

K1/2ρ
(
|T−1

Kρ2(θti,ti−1
(yi−1)− z)|+ |T−1

Kρ2(z− θti,ti+1
(yi+1))| ≤ K−1/2

}
,

where ρ := T 1/2dT /M0. Write now (with x0 = x and xM1 = x′)

p(T,x,x′) ≥
∫
∏M1−1

i=1
Bi

M1−1∏

i=0

p(ti, ti+1,xi,xi+1)dx1dx2 · · · dxM1−1. (C.3)

The following lemma, whose proof is postponed to the end of the section allows
to derive the lower bound.

Lemma C.2 (Controls for the chaining) With the previous assumptions
and de�nitions, there exists a constant K0, depending on the parameters in
(A) only, such that, for K ≥ K0,

∀i ∈ {1, · · · ,M1 − 2}, ∀(xi,xi+1) ∈ Bi ×Bi+1,

ε
1/2
i |T−1

εi
(θti+1,ti(xi)− xi+1)| ≤ 1,

∀x1 ∈ B1, ε
1/2
0 |T−1

ε0
(θt1,0(x)− x1)| ≤ 1,

∀xM1−1 ∈ BM1−1, ε
1/2
M1−1|T−1

εM1−1
(θT,tM1−1

(xM1−1)− x′)| ≤ 1.

(C.4)

Moreover, for K ≥ K0 and for the same C1 as in Lemma C.1,

∀i ∈ {1, · · · , M1 − 1}, |Bi| ≥ C1ρ
n2d, (C.5)

where |Bi| stands for the Lebesgue measure of the set Bi.

We assume that K ≥ K0. We deduce from Eqs. (C.1), (C.3) and (C.4) that

p(T,x,x′) ≥ C0

ε
n2d/2
0

M1−1∏

i=1

C0

ε
n2d/2
i

|Bi|. (C.6)

Recalling ρ = T 1/2dT /M0 and plugging (C.5), (C.2) into (C.6) we derive

p(T,x,x′) ≥
( C0C1

2n2d/2

)M1
(

M0

T

)n2d/2
(

d2
T

M0

)(M1−1)(n2d/2)

.

Now, by de�nition of M0, M0 − 1 ≤ Kd2
T so that d2

T /M0 ≥ 1/(K + 1) since
dT ≥ 1. Setting C3 := (C0C1)/(2(K + 1))n2d/2 < 1 for K large enough, we
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obtain

p(T,x,x′) ≥ CM1
3 (K + 1)M1n2d/2

(M0

T

)n2d/2
(K + 1)−(M1−1)(n2d/2)

= T−n2d/2(K + 1)n2d/2M
n2d/2
0 CM1

3

≥ T−n2d/2CM1
3

= T−n2d/2 exp(− ln(1/C3)M1).

By Lemma C.1, we know that M1 ≤ M0/C1, so that

p(T,x,x′) ≥ T−n2d/2 exp
(
−[ln(1/C3)/C1]M0

)

= T−n2d/2 exp
(
−[ln(1/C3)/C1]

)
exp

(
−[ln(1/C3)/C1](M0 − 1)

)

≥ T−n2d/2 exp
(
−[ln(1/C3)/C1]

)
exp

(
−[ln(1/C3)/C1]Kd2

T

)
.

Eventually, we can choose K greater than K0 such that C3 above be strictly
less than one. For a such a choice, the parameters in the above lower bound
depends on (A) only as required. This proves the lower bound in short time
(see (C.1)). By a scaling argument, we obtain the lower bound on any arbitrary
interval. 2

Proof of Lemma C.2. Let us begin with the proof of (C.4). Fix (xi,xi+1) ∈
Bi×Bi+1, i ∈ {1, · · · ,M1− 2}. By (2.13), we can �nd C4 = C4(A) such that

Qi := ε
1/2
i |T−1

εi
(θti+1,ti(xi)− xi+1)|

≤ C4ε
1/2
i |T−1

εi
(xi − θti,ti+1

(xi+1))|
≤ C4ε

1/2
i

{
|T−1

εi
(xi − θti,ti−1

(yi−1))|+ |T−1
εi

(θti,ti−1
(yi−1)− yi)|

+ |T−1
εi

(yi − θti,ti+1
(xi+1))|

}

:= Q1
i + Q2

i + Q3
i .

One has

Q1
i ≤ C4

n∑

j=1

ε
1/2−j
i |(xi − θti,ti−1

(yi−1))j|

≤ C4

n∑

j=1

(
εi

Kρ2

)1/2−j

(Kρ2)1/2−j|(xi − θti,ti−1
(yi−1))j|.

(C.7)

By (C.2), εi/(Kρ2) ≥ C1(T/M0)/(KTd2
T /M2

0 ) = C1M0/(Kd2
T ) ≥ C1. Thus,

for all j ∈ {1, · · · , n}, (εi/(Kρ2))1/2−j ≤ C
1/2−j
1 ≤ C−n

1 and

Q1
i ≤ C4C

−n
1

n∑

j=1

(Kρ2)1/2−j|(xi − θti,ti−1
(yi−1))j|

= C4C
−n
1 K1/2ρ|T−1

Kρ2(xi − θti,ti−1
(yi−1))| ≤ C4C

−n
1 K−1/2,
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exploiting xi ∈ Bi for the last identity. The term Q3
i could be handled in a

similar way so that Q1
i + Q3

i ≤ C4C
−n
1 K−1/2. Now, by Proposition 4.1, there

exists a constant C5 := C5(A) such that

Q2
i ≤ C5I(ti, ti+1,yi,yi+1)

≤ C5

∫ ti+1

ti
|ϕs|2ds ≤ C5

I(T,x,x′)
M0

≤ C2
5

d2
T

M0

≤ C2
5

K
.

(C.8)

Hence, for all i ∈ {1, · · · ,M1− 2}, Qi ≤ 1 for K large enough (the expression
�large enough� refers to the parameters in (A) only). Eventually, for x1 ∈
B1,xM1−1 ∈ BM1−1 the terms Q0 := ε

1/2
0 |T−1

ε0
(θt1,0(x) − x1)| and QM1−1 :=

ε
1/2
M1−1|T−1

εM1−1
(θT,tM1−1

(xM1−1)− x′)| ≤ C4ε
1/2
M1−1|T−1

εM1−1
(xM1−1 − θtM1−1,T (x′))|

can be controlled as the previous Q1
i , i ∈ {1, · · · ,M1−2} from the de�nitions

of B1, BM1−1, so that Qi ≤ 1, i ∈ {0,M1 − 1} as well. This proves (C.4).

It now remains to control the Lebesgue measure of the sets (Bi)i∈{1,··· ,M1−1}.
De�ne for all i ∈ {1, · · · ,M1 − 1}, Ei := {z ∈ Rnd : K1/2ρ|T−1

Kρ2(yi − z)| ≤
(1/3)K−1/2}. Then, |Ei| = C63

−ndK−nd/2(Kρ2)n2d/2 for a universal constant
C6 depending on n and d only. Modifying C6 if necessary, we obtain |Ei| ≥
C6ρ

n2d for K ≥ 1. Let us now prove Ei ⊂ Bi. Write, for all z ∈ Ei,

Ri := K1/2ρ
(
|T−1

Kρ2(θti,ti−1
(yi−1)− z)|+ |T−1

Kρ2(z− θti,ti+1
(yi+1))|

)

≤ K1/2ρ
(
|T−1

Kρ2(θti,ti−1
(yi−1)− yi)|+ 2|T−1

Kρ2(yi − z)|
+ |T−1

Kρ2(yi − θti,ti+1
(yi+1))|

)

:= R1
i + R2

i + R3
i .

By de�nition of Ei, R2
i ≤ (2/3)K−1/2. Following (C.7) and (C.8), there exists

a constant C7 := C7(A) > 0 such that

R1
i ≤ C7

n∑

j=1

(
εi

Kρ2

)j−1/2

ε
1/2−j
i |(θti,ti−1

(yi−1)− yi)j|

≤ C7

( 2M0

Kd2
T

)n
ε
1/2
i |T−1

εi
(θti,ti−1

(yi−1)− yi)|

≤ C2
7

(2(Kd2
T + 1)

Kd2
T

)n
K−1 ≤ C2

74nK−1.

Since the term R3
i can be handled in the same way, we deduce that for K large

enough Ri ≤ K−1/2, so that Ei ⊂ Bi. This completes the proof. 2
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