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#### Abstract

We here provide two sided bounds for the density of the solution of a system of $n$ differential equations of dimension $d$, the first one being forced by a non-degenerate random noise and the $n-1$ other ones being degenerate. The system formed by the $n$ equations satisfies a suitable Hörmander condition: the second equation feels the noise plugged into the first equation, the third equation feels the noise transmitted from the first to the second equation and so on..., so that the noise propagates one way through the system. When the coefficients of the system are Lipschitz continuous, we show that the density of the solution satisfies Gaussian bounds with non-diffusive time scales. The proof relies on the interpretation of the density of the solution as the value function of some optimal stochastic control problem.
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## 1 Introduction

We are here interested in understanding how a random noise may propagate through a chain of $n d$-dimensional differential equations of the form

$$
\begin{aligned}
& d X_{t}^{1}=F_{1}\left(t, X_{t}^{1}, \ldots, X_{t}^{n}\right) d t+\sigma\left(t, X_{t}^{1}, \ldots, X_{t}^{n}\right) d W_{t}, \\
& d X_{t}^{2}=F_{2}\left(t, X_{t}^{1}, \ldots, X_{t}^{n}\right) d t, \\
& d X_{t}^{3}=F_{3}\left(t, X_{t}^{2}, \ldots, X_{t}^{n}\right) d t, \quad t \geq 0, \\
& d X_{t}^{n}=F_{n}\left(t, X_{t}^{n-1}, X_{t}^{n}\right) d t,
\end{aligned}
$$

$\left(W_{t}\right)_{t \geq 0}$ standing for a $d$-dimensional Brownian motion, and each $\left(X_{t}^{i}\right)_{t \geq 0}$, $1 \leq i \leq n$, being $\mathbb{R}^{d}$-valued as well. A typical example for (1.1) is a system of $n$ coupled oscillators, each of them moving vertically and being connected to the nearest neighbours directly, the first oscillator being forced by a random noise. Such a model may be summarized by the picture


We emphasize that $F_{i}$ in (1.1) cannot depend on the positions $X_{t}^{1}, \ldots, X_{t}^{i-2}$ : from a physical point of view, the noise has to go through the second, the third, $\ldots$ and the $(i-1)^{\text {th }}$ oscillators to reach the $i^{\text {th }}$ one. For example, the picture given above corresponds to the typical case when $F_{1}=F_{1}\left(t, x_{1}, x_{2}\right)$, $F_{2}=F_{2}\left(t, x_{1}, x_{2}, x_{3}\right), F_{3}=F_{3}\left(t, x_{2}, x_{3}, x_{4}\right)$ and so on... This kind of systems appear in various applicative fields. When $n=2$, Eq. (1.1) describes the dynamics of some stochastic Hamiltonian systems (see e.g. Soize [Soi94] for a general overview or the more specific works by Talay [Tal02] and Hérau and Nier [HN04] for questions of convergence to equilibrium). Again for $n=2$, it corresponds to the dynamics used in mathematical finance to price Asian options (see for example [BPV01] for a specific discussion of the regularity of the price in such a degenerate case). In the more general case when $n \geq 2$, it appears in heat conduction models (see for example the original papers by Eckmann et al. [EPRB99] and Rey-Bellet and Thomas [RBL00] when the chain is forced by two heat baths ; see also the more recent paper by Bodineau and Lefevere [BL08]).

Hörmander Setting. When the coefficients of (1.1) are smooth, the existence of a density for $\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)$, seen as an $\mathbb{R}^{n d}$-valued vector, may be seen as a consequence of Hörmander's theorem. For simplicity reasons, we just explain how when $d=1$, i.e. when each oscillator is of dimension 1 . In the onedimensional case, the Dynkin operator associated with (1.1) has the form (below $F_{1}\left(t, x_{0}, \cdots, x_{n}\right)=F_{1}\left(t, x_{1}, \cdots, x_{n}\right)$ )
$\partial_{t}+\mathcal{L}_{t}=\partial_{t}+\frac{1}{2} \sigma^{2}\left(t, x_{1}, \ldots, x_{n}\right) \partial_{x_{1}, x_{1}}^{2}+\sum_{i=1}^{n} F_{i}\left(t, x_{i-1}, \ldots, x_{n}\right) \partial_{x_{i}}=\frac{1}{2} A^{2}+B$,
with $A:=\sigma\left(t, x_{1}, \ldots, x_{n}\right) \partial_{x_{1}}$ and $B:=\partial_{t}+\left(F_{1}-\frac{1}{2} \sigma \partial_{x_{1}} \sigma\right)\left(t, x_{1}, \ldots, x_{n}\right) \partial_{x_{1}}+$ $\sum_{i=2}^{n} F_{i}\left(t, x_{i-1}, \ldots, x_{n}\right) \partial_{x_{i}}$ for $i \geq 2$. Then, the Lie algebra of the vector fields $A$ and $B$ contains $B=(1, \times, \cdots, \times)$ (the first coordinate stands for time $t$ ), $A=(0, \sigma, 0, \ldots, 0),[A, B]=\left(0, \times, \sigma \partial_{x_{1}} F_{2}, 0, \ldots, 0\right)$ as well as

$$
\begin{aligned}
& {[[A, B], B]=\left(0, \times, \times, \sigma \partial_{x_{1}} F_{2} \partial_{x_{2}} F_{3}, 0, \ldots, 0\right),} \\
& \cdots \\
& {[\cdots[[A, B], B], \underbrace{\cdots, B}_{(n-3) \text { times }}]=\left(0, \times, \cdots, \times, \sigma \partial_{x_{1}} F_{2} \partial_{x_{2}} F_{3} \cdots \partial_{x_{n-1}} F_{n}\right) .}
\end{aligned}
$$

Above, each cross " $\times$ " means that the corresponding value doesn't provide any useful information to span new directions. If, at any $\left(t, \mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)\right) \in$ $(0,+\infty) \times \mathbb{R}^{n}$, the terms $\sigma(t, \mathbf{x}), \partial_{x_{1}} F_{2}(t, \mathbf{x}), \cdots, \partial_{x_{n-1}} F_{n}\left(t, x_{n-1}, x_{n}\right)$ are nonzero, then the vector fields $B, A,[A, B],[[A, B], B], \cdots,[\cdots[[A, B], B] \cdots, B]$ span $\mathbb{R}^{n+1}$ at any $(t, \mathbf{x})$. By Hörmander's theorem, this implies that the operator $\partial_{t}+\mathcal{L}_{t}$ is hypoelliptic on $(0,+\infty) \times \mathbb{R}^{n}$. By the same argument, the adjoint operator is hypoelliptic as well. This implies that, for any starting point $(t, \mathbf{x})$ as above, the process $\left(X_{s}^{1}, \ldots, X_{s}^{n}\right)_{s \geq t}$ has a density at any time $s>t$ : despite the degeneracy of the $n-1$ last oscillators, the whole state of the system is (strictly) random at any time after $t$ because of the propagation of the noise through the oscillators. Such a principle may be extended to the case when the oscillators are $d$-dimensional. Indeed, if, at any $(t, \mathbf{x}=$ $\left.\left(x_{1}, \ldots, x_{n}\right)\right) \in(0,+\infty) \times\left(\mathbb{R}^{d}\right)^{n}$, the $\mathcal{M}_{d}(\mathbb{R})$-matrices ${ }^{1} \sigma(t, \mathbf{x}), D_{x_{1}} F_{1}(t, \mathbf{x})$, $D_{x_{n-1}} F_{n}\left(t, x_{n-1}, x_{n}\right)$ are of non-zero determinant, then Hörmander's theorem still applies.

Gaussian Case. Providing two-sided bounds for the density, when it exists, of the random vector $\left(X_{t}^{1}, \ldots, X_{t}^{n}\right), t>0$, is a natural question, which goes back to the earlier work of Kolmogorov [Kol34]. Indeed, for $d=1$, $n=2, \sigma=1, F_{1}=0$ and $F_{2}\left(x_{1}, x_{2}\right)=\alpha x_{1}$, with $\alpha \neq 0,\left(X_{t}^{1}, X_{t}^{2}\right)_{t \geq 0}$, with $\left(X_{0}^{1}, X_{0}^{2}\right)=\left(x_{1}^{0}, x_{2}^{0}\right)$, has the form $\left(x_{1}^{0}+B_{t}, x_{2}^{0}+\alpha x_{1}^{0} t+\alpha \int_{0}^{t} B_{s} d s\right)_{t \geq 0}$ : this example, known as Kolmogorov's example, is the first historical illustration of the noise propagation property for equations of type (1.1). Indeed, $\left(X_{t}^{1}, X_{t}^{2}\right)_{t \geq 0}$

[^1]is a Gaussian process whose covariance matrix at time $t>0$ is equal to
\[

K_{t}=\left($$
\begin{array}{cc}
t & \alpha t^{2} / 2 \\
\alpha t^{2} / 2 & \alpha^{2} t^{3} / 3
\end{array}
$$\right)
\]

and is thus non-degenerate. Clearly, $\left(X_{t}^{1}, X_{t}^{2}\right)$ has a density for any $t>0$, which is explicitly given by

$$
\begin{equation*}
\left(x_{1}, x_{2}\right) \mapsto \frac{\sqrt{3}}{\alpha \pi t^{2}} \exp \left(-\frac{\left|K_{t}^{-1 / 2}\left(x_{1}-x_{1}^{0}, x_{2}-x_{2}^{0}-t \alpha x_{1}^{0}\right)^{*}\right|^{2}}{2}\right) . \tag{1.3}
\end{equation*}
$$

We emphasize that the time-scale in the density is thus non-diffusive: the exponent of the fluctuations of the second component is $3 / 2$. As explained in Section 3 below, Kolmogorov's example may be extended to systems of $n$ linear oscillators of dimension $d$. The typical case corresponds to the following choice for the coefficients $F_{2}, \ldots, F_{n}$ : $F_{1}=0, F_{2}\left(t, x_{1}, \ldots, x_{n}\right)=\alpha_{t}^{1} x_{1}$, $F_{3}\left(t, x_{2}, \ldots, x_{n}\right)=\alpha_{t}^{2} x_{2}, \ldots$ and $F_{n}\left(t, x_{n-1}, x_{n}\right)=\alpha_{t}^{n-1} x_{n-1}, \alpha_{t}^{1}, \ldots, \alpha_{t}^{n-1}$ standing for matrices in $\mathcal{M}_{d}(\mathbb{R})$. In this situation, the process $\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)_{t \geq 0}$ is Gaussian. When the matrices $\alpha_{t}^{1}, \ldots, \alpha_{t}^{n-1}$ are non-degenerate, the covariance matrix of $\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)_{t \geq 0}$ has a non-zero determinant and, for each $1 \leq i \leq n$, the fluctuations of the $i^{\text {th }}$ component is exactly of order $t^{(2 i-1) / 2}$.

Aronson Estimate. Of course, the linear case is very restrictive for practical purposes. Unfortunately, understanding the nonlinear setting is a much more challenging question. When the system is made of a single oscillator, the problem just consists of estimating the density of a non-degenerate diffusion process, the matrix $\sigma$ being indeed assumed to be non-degenerate as explained in the previous paragraph. This problem has been widely investigated in the literature for fifty years. When $F_{1}$ (which just depends on $\left(t, x_{1}\right)$ in this case) and $\sigma$ are bounded and Hölder continuous in space, $\sigma \sigma^{*}$ being also uniformly elliptic, it can be derived from Friedman [Fri64] that the process $\left(X_{t}^{1}\right)_{t \geq 0}$ admits a transition kernel $\left(p\left(t, x_{1}, y_{1}\right)\right)_{t>0, x_{1} \in \mathbb{R}^{d}, y_{1} \in \mathbb{R}^{d}}$, which satisfies on any interval ( $0, T$ ], $T>0$, two-sided Gaussian bounds of the form $C^{-1} t^{-d / 2} \exp \left(-C\left|x_{1}-y_{1}\right|^{2} / t\right) \leq p\left(t, x_{1}, y_{1}\right) \leq C t^{-d / 2} \exp \left(-C^{-1}\left|x_{1}-y_{1}\right|^{2} / t\right)$, known as Aronson estimates ${ }^{2}$. Here, $C$ only depends on the bounds and the regularity of the coefficients (including the lower bound of the spectrum of the diffusion matrix), on $d$ and on $T$. The upper bound as well as controls on the derivatives of the heat kernel are given in [Fri64], the lower bound then follows from a standard chaining argument, see also Section C. The proof of the upper bound is based on a parametrix representation of the density deduced from a perturbation argument. We refer to [Fri64], [MS67] or Section 2.4 for

[^2]additional details on parametrix techniques. The two-sided bounds have also been derived in this framework by Sheu [She91] using stochastic control tools.

Density Estimate in the Hypoelliptic Setting. Understanding the structure of the density under general hypoelliptic conditions (i.e. for more general systems than the one we here analyze) is something very difficult. The reason may be explained in a simple way: there may be many ways for the underlying noise to propagate into the whole system, and therefore, many different time scales for the propagation phenomenon ${ }^{3}$. Nevertheless, several results have been obtained by means of Malliavin calculus: Malliavin calculus (see Malliavin [Mal78b, Mal78a, Mal97], Stroock [Str83] and Nualart [Nua95]) permits to quantify the sensitivity of the system with respect to the noise, the sensitivity being read through the Malliavin derivatives and summarized by the so-called "Malliavin matrix". Asking for the existence of a density is asking for a non-zero sensibility and thus for a non-degenerate "Malliavin matrix". The most famous work in that direction is due to Kusuoka and Stroock in a series of three papers [KS84, KS85, KS87]: in the last one, explicit two-sided bounds for the density of time-homogeneous diffusion processes are established by Malliavin calculus under strong Hörmander conditions. Roughly speaking, "strong Hörmander" means that the noise propagates inside the system through the diffusive part only: the density estimates established in Kusuoka and Stroock [KS87] hold for a null drift only ${ }^{4}$. On the opposite, the current problem we here consider is of weak Hörmander type since the drift has a key role in the noise propagation.

For other examples of application of Malliavin calculus, we refer the reader to Bally [Bal90], where the connection between the "Malliavin matrix" and the Hörmander assumption is investigated carefully, to Cattiaux [Cat90], where various properties of the resolvent of a diffusion process are established in the Hörmander setting, and to Cattiaux and Mesnager [CM02] for a careful analysis of the non-homogeneous framework. For a more specific result on the shape of the density, we refer to Ben Arous and Léandre [BL91], where various regimes are exhibited for the small time behaviour of the density of some hypoelliptic diffusion according to the form of the drift.

Our situation may seem more favorable: as already said, the noise propagation is one-way ; moreover, as explained below, the noise is transmitted from one oscillator to another in a regular (or non-singular) way, i.e. the Jacobian matrix $D_{x_{i-1}} F_{i}\left(t, x_{i-1}, x_{i}, \ldots, x_{n}\right)$ is assumed to be non-degenerate, uniformly in space and time. In this framework, several results have been already obtained. For

[^3]example, when $F$ is linear, upper bounds were established in the ealier works by Weber [Web51] for $n=2$ and by Sonin [Son67] for $n=3$. Moreover, in the linear case again (but for a general $n$ ), lower bounds were obtained by Pascucci and Polidoro [PP06] and by Boscain and Polidoro [BP07] by using techniques involving Harnack inequalities and deterministic optimal control. Eventually, for a nonlinear F, Bally and Kohatsu-Higa [BKH09] have recently obtained lower bounds for $n=2$ and $d=1$ by means of Malliavin calculus. We notice that, as far as the lower bound is concerned, all the above results hold for time-homogeneous coefficients only.

Our approach. To derive two sided Gaussian bounds in the framework of equation (1.1), we follow a stochastic control approach. It consists in giving a representation of $-\ln p(T, \mathbf{x}, \mathbf{y})$, where $p$ stands for the density at point $\mathbf{y}$ of $\mathbf{X}_{T}$ starting from $\mathbf{x}$ at time 0 , as the value function of a stochastic control problem. Such a procedure, known as Fleming's transform has been successfully used by Sheu [She91] to derive Aronson's bounds as well as bounds on the derivatives of the heat kernel in the non-degenerate case.

In our degenerate framework we derive the lower bound for $p(T, \mathbf{x}, \mathbf{y})$ by taking some specific control, whereas the proof of the upper bound relies on both parametrix and stochastic control techniques. Namely, the control formulation is used to truncate the parametrix series expansion of the density. The strategy we use to derive our main results is specified in Section 2. For completeness, we also provide in Appendix an alternative proof of the lower bound on the same model as the proof of the upper bound: at first sight, it seems much shorter than the main (or the first) proof, given in the core of the paper. Actually, the following has to be said: first, we feel interesting to have two different strategies at hand for the lower bound since lower bounds are usually known as difficult to obtain ; second, some of the arguments of the second proof follow from the first proof, namely those related to the stochastic control approach, some others also follow from the proof of the upper bound, namely those related to the parametrix method ; this may explain why the second proof seems to be so short ; third, and this is probably the most important point, we think that the first proof is more systematic than the second one: the whole problem is to seek for a specific control to bound from below the density ; in other words, the first proof might be used in other situations more easily.

Standing Assumption. The required assumption in our framework is
(A) The spectrum of the matricial function $(t, \mathbf{x}) \in \mathbb{R}_{+} \times \mathbb{R}^{n d} \mapsto a(t, \mathbf{x})=$ $\left[\sigma \sigma^{*}\right](t, \mathbf{x})$ is included in $\left[\Lambda^{-1}, \Lambda\right]$ for some $\Lambda \geq 1$. Moreover, the functions $F_{1}, \ldots, F_{n}$ and $\sigma$ are respectively uniformly Lipschitz and $\eta$-Hölder continuous $(\eta \in(0,1])$ with respect to the underlying space variables, for some positive constant $\kappa$. For each integer $2 \leq i \leq n,\left(t,\left(x_{i}, \ldots, x_{n}\right)\right) \in \mathbb{R}_{+} \times$ $\mathbb{R}^{(n-i+1) d}$, the function $x_{i-1} \in \mathbb{R}^{d} \mapsto F_{i}\left(t, x_{i-1}, \ldots, x_{n}\right)$ is also continuously
differentiable, the derivative, denoted by $\left(t, x_{i-1}, \ldots, x_{n}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{(n-i+2) d} \mapsto$ $D_{x_{i-1}} F_{i}\left(t, x_{i-1}, \ldots, x_{n}\right)$, being $\eta$-Hölder continuous in the first space variable $x_{i-1}$ with constant $\kappa$. Finally, there exists a closed convex subset $\mathcal{E}_{i-1} \subset$ $G L_{d}(\mathbb{R})$ (set of invertible $d \times d$ matrices) s.t., for all $t \geq 0$ and $\left(x_{i-1}, \ldots, x_{n}\right) \in$ $\mathbb{R}^{(n-i+2) d}$, the matrix $D_{x_{i-1}} F_{i}\left(t, x_{i-1}, \ldots, x_{n}\right)$ belongs to $\mathcal{E}_{i-1}$. For example, $\mathcal{E}_{i}$, $1 \leq i \leq n-1$, may be a closed ball included in $G L_{d}(\mathbb{R})$, which is an open set.

We notice that the coefficients may be irregular in time ( $F(t, \mathbf{0})$ bounded). Obviously, they are assumed to be measurable. Also, the last part of Assumption (A) will be explained in Section 3.

Weak Solvability. Before we provide two-sided bounds for the transition density of the solution of (1.1), we emphasize that the unique solvability of (1.1) under Assumption (A) is actually not so obvious. The point is the following: if (1.1) is known to be uniquely solvable in the weak sense, we can prove that the transition densities exist and satisfy Gaussian bounds depending on the parameters in (A) only. Specifically, existence of a weak solution is easily seen: it can be proven by compactness argument as in Theorem 6.1.7 in Stroock and Varadhan [SV79]. (Note that the linear growth of the drift is not a problem to do so.) Uniqueness is here necessary also since the bounds for the density are obtained first for smooth coefficients and then deduced in the general case by a convergence in law argument. Actually, we do not know whether the martingale problem associated with (1.1) is indeed uniquely solvable under (A). We feel that it is, but we have no rigorous argument for it. The proof would require a careful analysis which seems out of scope here. We thus prefer to postpone the study of uniqueness under (A) to further investigations and to provide several interesting examples for which uniqueness holds:

Example 1. Obviously, if the coefficient $a$ is locally Lipschitz continuous in space, uniformly in time, pathwise uniqueness holds.

Example 2. A possible way to relax the Lipschitz continuity property for $a$ consists in taking advantage of the theory of viscosity solutions (for partial differential equations). Indeed, as recently shown by Ma and Zhang [MZ08] in a paper devoted to weak uniqueness of the Feynman-Kac representation of Backward SDE type for some non-linear partial differential equations, weak uniqueness may be seen as a consequence of the comparison principle for viscosity solutions. Unfortunately, it is inopportune to reproduce the whole theory in our (long) paper. Nevertheless, we point out that the argument given by Ma and Zhang can be adapted to the linear framework easily: as suggested by comparing Theorem 5.5 in [MZ08] with Theorem 6.2.3 in Stroock and Varadhan [SV79], it is well understood that the unique solvability of the martingale problem follows from the comparison principle for viscosity sub- and supersolutions of the linear PDEs driven by $\left(\mathcal{L}_{t}\right)_{t \geq 0}$. (Specifically, we should say for the Cauchy problems driven by $\left(\mathcal{L}_{t}\right)_{t \geq 0}$ with a smooth boundary condition and
a null source term, the expression "Cauchy problems" being possibly understood as "Cauchy problems on bounded domains": in light of Theorem 6.6.1 in Stroock and Varadhan [SV79], weak uniqueness can be localized easily.) A common reference for comparison principles for viscosity solutions is the paper by Ishii and Lions [IL90]: putting together Theorem III. 1 and Paragraphs IV. 1 and IV. 2 therein, we understand that, for $a, F_{1}, \ldots, F_{n}$ continuous both in $t$ and $x$, the comparison principle holds for $\eta \in(1 / 2,1]$. In other words, we claim that the martingale problem is well-posed when $\eta \in(1 / 2,1]$ in $(\mathbf{A})$ and the coefficients are continuous in time.

Example 3. As said above, we don't know whether the case $\eta \in(0,1 / 2]$ is reachable. We feel that the right idea would consist in adapting the Schauder theory (see [Fri64] for the original theory in the uniformly elliptic setting) to establish existence of a classical solution to the Cauchy problem driven by $\left(\mathcal{L}_{t}\right)_{t \geq 0}$ (and by a smooth boundary condition): as already said, such a program is out of the scope of the paper. Nevertheless, we know that it can be achieved in the case when each $F_{i}, 2 \leq i \leq n$, is independent of $t$ and linear in $\left(x_{i-1}, \ldots, x_{n}\right)$ : we refer to the papers by DiFrancesco and Pasucci and DiFrancesco and Polidoro [FP05] and [FP06]. (Specifically, we refer to Theorem 1.4 in the first reference and Corollary 1.4 in the second one.) In that case, the Cauchy problem (set on the whole space) driven by $\left(\mathcal{L}_{t}\right)_{t \geq 0}$ and by a continuous boundary condition is known to be solvable in the strong sense whenever the coefficients $a$ and $F_{1}$ are bounded and $(t, x)$-Hölder continuous for the "intrinsic geometry induced by the vector fields" (see the definition in the previous references): following Theorem 6.3.2 in Stroock and Varadhan [SV79], weak uniqueness follows. By the Girsanov transform, it is enough to prove uniqueness of the martingale problem when $F_{1}$ is zero, so that $F_{1}$ may be assumed to be Hölder continuous as required. As far as $a$ is concerned, it can be checked that "usual Hölder continuity and boundedness" implies "intrinsic Hölder continuity" (see Proposition 2.1 in Polidoro [Pol94]). Finally, we claim that weak uniqueness holds when each $F_{i}, 2 \leq i \leq n$, is linear and $a$ is $(t, x)$-Hölder continuous, the Hölder exponent being possibly less than $1 / 2$.

Main Result. We now state the main result of the paper:

Theorem 1.1 Assume that Assumption (A) is in force and that weak uniqueness holds for Eq. (1.1) for any initial condition. (See above for possible examples.) Then, at any time $t>0$ and for any initial condition $\mathbf{x} \in \mathbb{R}^{\text {nd }}$, the law of the vector $\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)$, solution at time $t>0$ of the equation (1.1) under the initial condition $\left(X_{0}^{1}, \ldots, X_{0}^{n}\right)=\mathbf{x}$, admits a density $\mathbf{y} \in \mathbb{R}^{n d} \mapsto p(t, \mathbf{x}, \mathbf{y})$. Moreover, for any $T>0$, there exists a constant $C_{T} \geq 1$, depending on $T, \Lambda$,
$\eta, \kappa, \mathcal{E}_{1}, \mathcal{E}_{2}, \ldots, \mathcal{E}_{n-1}, n$ and $d$ only, such that, for any $t \in(0, T]$,

$$
\begin{aligned}
& C_{T}^{-1} t^{-n^{2} d / 2} \exp \left(-C_{T} t\left|\mathbb{T}_{t}^{-1}\left(\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{y}\right)\right|^{2}\right) \\
& \quad \leq p(t, \mathbf{x}, \mathbf{y}) \\
& \quad \leq C_{T} t^{-n^{2} d / 2} \exp \left(-C_{T}^{-1} t\left|\mathbb{T}_{t}^{-1}\left(\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{y}\right)\right|^{2}\right)
\end{aligned}
$$

Above, $\mathbb{T}_{t}$ is the "scale" matrix of the system. It is a diagonal matrix of size $n d \times n d$ given by $n$ diagonal blocks of size $d \times d$, with $t^{i} I_{d}$ as $i^{\text {th }}$ diagonal block, where $I_{d}$ is the identity matrix of size $d \times d$. Moreover, $\boldsymbol{\theta}_{t}(\mathbf{x})=$ $\left(\theta_{t}^{1}(\mathbf{x}), \theta_{t}^{2}(\mathbf{x}), \ldots, \theta_{t}^{n}(\mathbf{x})\right)$ stands for the value (in $\mathbb{R}^{n d}$ ) at time $t$ of the solution of the deterministic ODE

$$
\begin{align*}
\dot{\theta}_{t}{ }^{1} & =F_{1}\left(t, \theta_{t}^{1}, \ldots, \theta_{t}^{n}\right) \\
\dot{\theta}_{t}^{i} & =F_{i}\left(t, \theta_{t}^{i-1}, \ldots, \theta_{t}^{n}\right), \quad 2 \leq i \leq n, \tag{1.4}
\end{align*}
$$

with the initial condition $\boldsymbol{\theta}_{0}(\mathbf{x})=\left(\theta_{0}^{1}(\mathbf{x}), \ldots, \theta_{n}^{1}(\mathbf{x})\right)=\mathbf{x}$. (Of course, (1.4) is the deterministic counterpart of (1.1).)

Comments. The transport of the initial condition x by the deterministic flow $\boldsymbol{\theta}$ in the density bounds may be seen as a nonlinear generalization of the Kolmogorov example. (See (1.3).) The $i^{\text {th }}$ coordinate $X_{t}^{i}$ of the system at time $t$ oscillates around $\theta_{t}^{i}(\mathbf{x})$ with fluctuations of order $t^{i-1 / 2}$. For $i=1$, the action of the flow in small time is negligible in comparison with the action of the noise: the order of the distance between $\theta^{1}(\mathbf{x})$ and $x_{1}$ is at most $t$, whereas the fluctuations of $X_{t}^{1}$ have $t^{1 / 2}$ as order. In short, this is the reason why the drift has no role in small time in the Aronson estimates. On the contrary, for $i \geq 2$, the fluctuations of $X_{t}^{i}$ may be much less than the distance between $\theta^{i}(\mathbf{x})$ and $x_{i}$ : the transport term in the density bounds has a key role in high coordinates.

Such a multiscale effect follows from the weak Hörmander setting we here consider and, more precisely, from the one-way propagation assumption of the noise. In comparison, it seems much more difficult to specify the right scales of each coordinate in the strong Hörmander framework investigated by Kusuoka and Stroock [KS87]: roughly speaking, Theorem 4.9 in [KS87] suggests that, at time $t$ less than 1, the whole diffusion process (i.e. without any distinction between the coordinates) lives at scale $t^{1 / 2}$ (i.e. admits a diffusive scaling) with respect to the so-called Carnot-Carathéodory distance generated by the operator.

In Kusuoka and Stroock [KS87], the Carnot-Carathéodory distance yields the "off-diagonal" decay of the density. It is also referred as a control metric since it may be seen as the optimal cost of some deterministic control problem. As explained in Section 2 below, it turns out that this specific deterministic
control problem is nothing but the deterministic counterpart of the stochastic control problem deriving from the Fleming transform (have in mind that the Fleming transform provides an explicit representation for $-\ln (p(T, \mathbf{x}, \mathbf{y}))$ in terms of some controlled diffusion process): this makes a formal connection between the control metric used in Kusuoka and Stroock [KS87] and the approach developed by Sheu [She91]. In our own setting, this formal connection is shown to be rigorous: the "off-diagonal" decay in Theorem 1.1 derives from some determistic control problem as well. Nevertheless, because of the flow $\boldsymbol{\theta}$, the decay has some complicated time-dynamics here and cannot be written in terms of some time-independent distance explicitly.

To finish with, we also indicate that the "diagonal" decay of the density has a structure similar to the one exhibited in Kusuoka and Stroock [KS87]: it may be explained as the sum of the lengths of the commutators spanning the whole space. (Here, the length of a commutator of some vector fields is equal to the sum of the inverses of the degrees of the underlying vector fields.) For example, for $d=1$, the commutators used to span the whole space at some point $(t, \mathbf{x}) \in(0,+\infty) \times \mathbb{R}^{n}$, i.e. $A,[A, B],[[A, B], B], \ldots$, with the same notations as in (1.2), have $1 / 2,3 / 2, \ldots,(2 n-1) / 2$ as lengths ${ }^{5}$, so that the sum is equal to $n(n-1) / 2+n / 2=n^{2} / 2$. This matches the exponent of the "diagonal" decay of the density. Obviously, the argument also holds for $d \geq 2$.

Useful Notations. In what follows, we always denote by a bold letter a quantity in $\mathbb{R}^{n d}$ : for example, zero in bold face, i.e. $\mathbf{0}$, stands for zero in $\mathbb{R}^{\text {nd }}$ and the solution $\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)_{t \geq 0}$ to (1.1) is denoted by $\left(\mathbf{X}_{t}\right)_{t \geq 0}$. Similary, Eq. (1.1) itself is written in a shortened form:

$$
d \mathbf{X}_{t}=\mathbf{F}\left(t, \mathbf{X}_{t}\right)+B \sigma\left(t, \mathbf{X}_{t}\right) d W_{t}
$$

where $\mathbf{F}=\left(F_{1}, \ldots, F_{n}\right)$ is an $\mathbb{R}^{n d}$-valued function and $B$ stands for the $n d \times d$ matrix, which embeds $\mathbb{R}^{d}$ into $\mathbb{R}^{n d}$, i.e. $B=\left(I_{d}, 0, \ldots, 0\right)^{*}$, where " $*$ " stands for the transpose. Moreover, for $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}$, we set $\mathbf{x}^{i, n}=$ $\left(x_{i}, \ldots, x_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n-i+1}$.

The frequently used expression "known parameters in (A)" refers to $\Lambda, \eta, \kappa, \mathcal{E}_{1}$, $\mathcal{E}_{2}, \ldots, \mathcal{E}_{n}, n$ and $d$. In particular, we emphasize that $T$ is not considered as a parameter in (A). This permits to make the distinction between the constants depending on $T$ and the parameters in (A) only and the constants depending on the parameters in (A) only (and not on $T$ ). Except when specified, the constants mentioned below do not depend on other quantities.

Organization of the Paper. In Section 2 we specify the key steps to prove Theorem 1.1 and introduce the mathematical objects needed. It appears in

[^4]that section that Gaussian linear systems and some related deterministic control problems play a central role in the whole proof. We give in Section 3 useful estimates on these objects. This is the technical core of the paper. Section 4 is dedicated to the proof of the lower bound. The upper bound is derived in Section 5. Some technical computations are postponed to Appendix A and B. Eventually, we give in Appendix C an alternative proof of the lower bound deriving from the parametrix expansion of the density and a suitable non standard chaining argument.

## 2 Strategy and Associated Mathematical Tools

We first discuss the existence of a transition density $(p(s, t, \mathbf{x}, \mathbf{y}))_{0 \leq s<t ; \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}}$ to the solution $\left(\mathbf{X}_{t}\right)_{t \geq 0}$ of (1.1). When the coefficients $\mathbf{F}$ and $\sigma$ satisfy $(\mathbf{A})$ and are $\mathcal{C}^{\infty}$ in time and space, Hörmander's theorem for parabolic hypoellipticity (see [Hör67, Theorem 1.1]) applies: the transition density exists and is $\mathcal{C}^{\infty}$ in all the parameters. Moreover, it satisfies the Fokker-Planck equation:

$$
\begin{align*}
& \partial_{t} p(t, T, \mathbf{x}, \mathbf{y})+\mathcal{L}_{t, \mathbf{x}} p(t, T, \mathbf{x}, \mathbf{y})=0, \quad 0 \leq t<T, \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}, \\
& p(T, T, \mathbf{x}, \mathbf{y})=\delta_{\mathbf{y}}(\mathbf{x}), \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}, \tag{2.1}
\end{align*}
$$

where $\mathcal{L}_{t, \mathbf{x}}=(1 / 2) \operatorname{Tr}\left(a(t, \mathbf{x}) D_{x_{1}}^{2}\right)+F_{1}(t, \mathbf{x}) D_{x_{1}}+\sum_{i=2}^{n} F_{i}\left(t, \mathbf{x}^{i-1, n}\right) D_{x_{i}}$ is the infinitesimal generator of $\mathbf{X}$ at time $t$.

To recover this framework, we assume below that the coefficients are smooth. By a regularization procedure, this is always possible: we can find a mollifying sequence of $(\mathbf{F}, \sigma)$ satisfying (A) uniformly. We emphasize that the density bounds we exhibit below in the regularized setting depends on $T$ and the quantities in (A) only and are independent of the regularization procedure. Theorem 1.1, under (A) only, then follows by letting the regularization parameter tend to zero and by using two key arguments: uniqueness in law for (1.1) and Radon-Nikodym's theorem.

The Fokker-Planck equation is the starting point of our approach. By chaining (2.1) with the function $-\ln$, we indeed deduce a probabilistic representation of the transition density: for $0 \leq t<T,-\ln (p(t, T, \mathbf{x}, \mathbf{y}))$ is shown to be the value function of some optimal stochastic control problem. This procedure is known as Fleming's logarithmic transform. It has been used by Sheu [She91] to recover the Aronson bounds for uniformly elliptic diffusion processes. We here adapt it to our framework.

Before we explain what Fleming's transform is, we emphasize that $p(0, T, \cdot, \cdot)$ is often denoted by $p(T, \cdot, \cdot)$ in the paper. This is the notation used in the statement of Theorem 1.1.

We now fix the arrival point $\left(T, \mathbf{y}_{0}\right) \in(0,+\infty) \times \mathbb{R}^{n d}$ as in the statement of Theorem 1.1. To explain Fleming's transform, we first approximate the Dirac boundary condition in (2.1) by a true function: we here introduce a sequence $\left(\eta_{\varepsilon}\right)_{\varepsilon>0}$ of mollifiers on $\mathbb{R}^{n d}$ weakly converging towards the Dirac mass $\delta_{\mathbf{y}_{0}}$ at $\mathbf{y}_{0}$. In addition, we assume that the $\left(\eta_{\varepsilon}\right)_{\varepsilon>0}$ are positive (i.e. $>0$ ) on the whole $\mathbb{R}^{\text {nd }}$ and satisfy

$$
\begin{equation*}
\exists \varepsilon_{0}>0: \lim _{c \rightarrow+\infty} \sup _{0<\varepsilon<\varepsilon_{0}} \sup _{|\mathbf{y}|>c} \eta_{\varepsilon}(\mathbf{y})=0 . \tag{2.2}
\end{equation*}
$$

(We provide below an example for such mollifiers.) We then approximate the transition density by setting, for all $\varepsilon>0$ and $(t, \mathbf{x}) \in[0, T-\varepsilon] \times \mathbb{R}^{n d}, u_{\varepsilon}(t, \mathbf{x})=$ $\mathbb{E}\left[\eta_{\varepsilon}\left(\mathbf{X}_{T-\varepsilon}^{t, \mathbf{x}}\right)\right]$. (Here, the superscript $(t, \mathbf{x})$ in the notation $\mathbf{X}^{t, \mathbf{x}}$ means that $\mathbf{X}_{t}=$ $\mathbf{x}$ in (1.1).) The coefficients of $\mathbf{X}$ being smooth, it solves in the classical sense the Cauchy problem $\partial_{t} u_{\varepsilon}(t, \mathbf{x})+\mathcal{L}_{t} u_{\varepsilon}(t, \mathbf{x})=0,0 \leq t<T-\varepsilon, \mathbf{x} \in \mathbb{R}^{n d}$, with the boundary condition $u_{\varepsilon}(T-\varepsilon, \mathbf{x})=\eta_{\varepsilon}(\mathbf{x}), \mathbf{x} \in \mathbb{R}^{n d}$. (When possible, we remove the index $\mathbf{x}$ in $\mathcal{L}_{t, \mathbf{x}}$ introduced after (2.1).) Since $p$ is continuous away from the boundary, we deduce from the localization property (2.2): $\lim _{\varepsilon \rightarrow 0} u_{\varepsilon}(0, \mathbf{x})=$ $\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\eta_{\varepsilon}\left(\mathbf{X}_{T-\varepsilon}^{0, \mathbf{x}}\right)\right]=\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{n d}} \eta_{\varepsilon}(\mathbf{y}) p(0, T-\varepsilon, \mathbf{x}, \mathbf{y}) d \mathbf{y}=p\left(0, T, \mathbf{x}, \mathbf{y}_{0}\right)=$ $p\left(T, \mathbf{x}, \mathbf{y}_{0}\right)$.

As announced above, we now set, for all $0 \leq t \leq T-\varepsilon$ and $\mathbf{x} \in \mathbb{R}^{n d}, J_{\varepsilon}(t, \mathbf{x})=$ $-\ln \left[u_{\varepsilon}(t, \mathbf{x})\right]$. (We emphasize that $u_{\varepsilon}(t, \mathbf{x})>0$ since $\eta_{\varepsilon}$ is positive on the whole space.) We have $D_{x_{i}}\left(\right.$ resp. $\left.\partial_{t}\right) J_{\varepsilon}(t, \mathbf{x})=-u_{\varepsilon}^{-1}(t, \mathbf{x}) D_{x_{i}}\left(\right.$ resp. $\left.\partial_{t}\right) u_{\varepsilon}(t, \mathbf{x})$ and $D_{x_{1}, x_{1}}^{2} J_{\varepsilon}(t, \mathbf{x})=-u_{\varepsilon}^{-1}(t, \mathbf{x}) D_{x_{1}, x_{1}}^{2} u_{\varepsilon}(t, \mathbf{x})+u_{\varepsilon}^{-2}(t, \mathbf{x}) D_{x_{1}} u_{\varepsilon}(t, \mathbf{x}) \otimes D_{x_{1}} u_{\varepsilon}(t, \mathbf{x})=$ $-u_{\varepsilon}^{-1}(t, \mathbf{x}) D_{x_{1}, x_{1}}^{2} u_{\varepsilon}(t, \mathbf{x})+D_{x_{1}} J_{\varepsilon}(t, \mathbf{x}) \otimes D_{x_{1}} J_{\varepsilon}(t, \mathbf{x})$. We deduce that $J_{\varepsilon}$ satisfies the following nonlinear parabolic equation with quadratic growth

$$
\begin{equation*}
\partial_{t} J_{\varepsilon}(t, \mathbf{x})+\mathcal{L}_{t} J_{\varepsilon}(t, \mathbf{x})-\frac{1}{2}\left\langle a(t, \mathbf{x}) D_{x_{1}} J_{\varepsilon}(t, \mathbf{x}), D_{x_{1}} J_{\varepsilon}(t, \mathbf{x})\right\rangle=0 \tag{2.3}
\end{equation*}
$$

$0 \leq t<T-\varepsilon, \mathbf{x} \in \mathbb{R}^{n d}$, with the boundary condition $J_{\varepsilon}(T-\varepsilon, \mathbf{x})=$ $-\ln \left(\eta_{\varepsilon}(\mathbf{x})\right), \mathbf{x} \in \mathbb{R}^{n d}$. The key point is now to notice that the quadratic part of the above equation can be rewritten as

$$
\begin{equation*}
\partial_{t} J_{\varepsilon}(t, \mathbf{x})+\mathcal{L}_{t} J_{\varepsilon}(t, \mathbf{x})+\inf _{v \in \mathbb{R}^{d}}\left[\left\langle v, D_{x_{1}} J_{\varepsilon}(t, \mathbf{x})\right\rangle+\frac{1}{2}\left\langle a^{-1}(t, \mathbf{x}) v, v\right\rangle\right]=0 . \tag{2.4}
\end{equation*}
$$

For a given $(t, \mathbf{x}) \in[0, T-\varepsilon] \times \mathbb{R}^{n d}$, the above infimum is reached at $v=$ $v(t, \mathbf{x}):=-a(t, \mathbf{x}) D_{x_{1}} J_{\varepsilon}(t, \mathbf{x})$ which indeed gives (2.3). Denoting by $\mathcal{P}(T-\varepsilon)$ the set of progressively measurable processes $\left(v_{t}\right)_{0 \leq t \leq T-\varepsilon}$ with values in $\mathbb{R}^{d}$ s.t. $\mathbb{E}\left[\int_{0}^{T-\varepsilon}\left|v_{t}\right|^{2} d t\right]<+\infty$, we can associate with each $\left(v_{t}\right)_{0 \leq t \leq T-\varepsilon} \in \mathcal{P}(T-\varepsilon)$ the controlled version of (1.1), i.e.

$$
\begin{equation*}
d \boldsymbol{\chi}_{t}=\left[\mathbf{F}\left(t, \boldsymbol{\chi}_{t}\right)+B v_{t}\right] d t+B \sigma\left(t, \boldsymbol{\chi}_{t}\right) d W_{t}, \boldsymbol{\chi}_{0}=\mathbf{x} \tag{2.5}
\end{equation*}
$$

Following (2.4), we can write $J_{\varepsilon}(0, \mathbf{x})$ as the value function of some stochastic optimization problem:

$$
\begin{equation*}
J_{\varepsilon}(0, \mathbf{x})=\inf _{\left(v_{t}\right)} \operatorname{if}_{\mathcal{P}(T-\varepsilon)} \mathbb{E}\left[\frac{1}{2} \int_{0}^{T-\varepsilon}\left\langle a^{-1}\left(t, \boldsymbol{\chi}_{t}^{0, \mathbf{x}}\right) v_{t}, v_{t}\right\rangle d t-\ln \left[\eta_{\varepsilon}\left(\boldsymbol{\chi}_{T-\varepsilon}^{0, \mathbf{x}}\right)\right]\right] . \tag{2.6}
\end{equation*}
$$

(The superscript $(0, \mathbf{x})$ in $\boldsymbol{\chi}^{0, \mathbf{x}}$ means that $\boldsymbol{\chi}_{0}=\mathbf{x}$.) Precisely, Eq. (2.6) follows from Itô's formula. Indeed, expanding $\left(J_{\varepsilon}\left(t, \boldsymbol{\chi}_{t}\right)\right)_{0 \leq t \leq T-\varepsilon}$ (to simplify, we here remove the superscript $(0, \mathbf{x})$ ), we obtain from (2.3)

$$
\begin{aligned}
d J_{\varepsilon}\left(t, \boldsymbol{\chi}_{t}\right)= & {\left[\partial_{t} J_{\varepsilon}\left(t, \boldsymbol{\chi}_{t}\right)+\mathcal{L}_{t} J_{\varepsilon}\left(t, \boldsymbol{\chi}_{t}\right)+\left\langle D_{x_{1}} J_{\varepsilon}\left(t, \boldsymbol{\chi}_{t}\right), v_{t}\right\rangle\right] d t } \\
& +\left\langle D_{x_{1}} J_{\varepsilon}\left(t, \boldsymbol{\chi}_{t}\right), \sigma\left(t, \boldsymbol{\chi}_{t}\right) d W_{t}\right\rangle \\
= & {\left.\left[\frac{1}{2}\left\langle a^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}^{*}, v_{t}^{*}\right\rangle-\left\langle a^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}, v_{t}^{*}\right)\right\rangle\right] d t-\left\langle\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}^{*}, d W_{t}\right\rangle } \\
= & \frac{1}{2}\left[\left|\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right)\left[v_{t}^{*}-v_{t}\right]\right|^{2}-\left|\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}\right|^{2}\right] d t-\left\langle\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}^{*}, d W_{t}\right\rangle,
\end{aligned}
$$

where $v_{t}^{*}=-a\left(t, \boldsymbol{\chi}_{t}\right) D_{x_{1}} J_{\varepsilon}\left(t, \boldsymbol{\chi}_{t}\right)$, so that

$$
\begin{align*}
J_{\varepsilon}(0, \mathbf{x}) & =-\ln \left[\eta_{\varepsilon}\left(\boldsymbol{\chi}_{T-\varepsilon}\right)\right]+\frac{1}{2} \int_{0}^{T-\varepsilon}\left\langle a^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}, v_{t}\right\rangle d t \\
& -\frac{1}{2} \int_{0}^{T-\varepsilon}\left|\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right)\left[v_{t}^{*}-v_{t}\right]\right|^{2} d t+\int_{0}^{T-\varepsilon}\left\langle\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}^{*}, d W_{t}\right\rangle . \tag{2.7}
\end{align*}
$$

Eq. (2.6) together with the limit $-\ln \left(p\left(T, \mathbf{x}, \mathbf{y}_{0}\right)\right)=\lim _{\varepsilon \rightarrow 0} J_{\varepsilon}(0, \mathbf{x})$ is the "Master formula" in our proof. The proof for both bounds will rely on it.

### 2.2 Steps for the Lower Bound

Here is the key idea: to obtain a lower bound for $p\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right), \mathbf{x}_{0} \in \mathbb{R}^{n d}$, it is sufficient to obtain an upper bound for $J_{\varepsilon}\left(0, \mathbf{x}_{0}\right)$, uniformly in $\varepsilon>0$. Since $J_{\varepsilon}\left(0, \mathbf{x}_{0}\right)$ is the value function of the minimization problem (2.6), the whole problem thus consists in finding a relevant control process $\left(v_{t}\right)_{0 \leq t \leq T-\varepsilon}$ for each $\varepsilon>0$.

The choice for $\left(v_{t}\right)_{0 \leq t \leq T-\varepsilon}$ is performed in three steps:
(i). First, we investigate a reference case, namely the linear one, to understand how things work. Indeed, in the linear case, i.e. when the drift $\mathbf{F}$ is affine in space (and satisfies (A)) and the matrix $\sigma$ is constant in space, the solution $\left(\mathbf{X}_{t}\right)_{t \geq 0}$ to (1.1) is a Gaussian process: under (A), the transition density exists and has an explicit form. Moreover, the optimal control in (2.5-2.6) can also be written in an explicit way. This preliminary analysis is performed in Section 3.
(ii). To recover at best the linear (or Gaussian) case, the strategy consists in linearizing the controlled equation (2.5). The point is then to choose a (deterministic) curve $\left(\boldsymbol{\phi}_{t}\right)_{0 \leq t \leq T}$ to linearize around, i.e. to expand $\mathbf{F}\left(t, \boldsymbol{\chi}_{t}^{0, \mathbf{x}_{0}}\right)$ in (2.5) as $\mathbf{F}\left(t, \boldsymbol{\chi}_{t}^{0, \mathbf{x}_{0}}\right)=\mathbf{F}\left(t, \bar{\phi}_{t}\right)+\mathbf{D}_{\mathbf{x}} \mathbf{F}\left(t, \boldsymbol{\phi}_{t}\right)\left(\boldsymbol{\chi}_{t}^{0, \mathbf{x}_{0}}-\boldsymbol{\phi}_{t}\right)+o\left(\left|\boldsymbol{\chi}_{t}^{0, \mathbf{x}_{0}}-\boldsymbol{\phi}_{t}\right|\right)$, where $\mathbf{D}_{\mathbf{x}} \mathbf{F} \in \mathcal{M}_{n d}(\mathbb{R})$ is the space derivative of $\mathbf{F}$. (And similarly, to approximate $\sigma\left(t, \boldsymbol{\chi}_{t}^{0, \mathbf{x}_{0}}\right)$ by $\sigma\left(t, \boldsymbol{\phi}_{t}\right)$.) Since $\left(\boldsymbol{\phi}_{t}\right)_{0 \leq t \leq T}$ is deterministic, the mapping $\mathbf{z} \in$ $\mathbb{R}^{n d} \mapsto \mathbf{F}\left(t, \boldsymbol{\phi}_{t}\right)+\mathbf{D}_{\mathbf{x}} \mathbf{F}\left(t, \boldsymbol{\phi}_{t}\right)\left(\mathbf{z}-\boldsymbol{\phi}_{t}\right)$ is indeed affine and the diffusion coefficient $\left(\sigma\left(t, \boldsymbol{\phi}_{t}\right)\right)_{0 \leq t \leq T}$ is deterministic, as required in (i). A natural choice is then to pick $\left(\phi_{t}\right)_{0 \leq t \leq T}$ as the solution of a deterministic version of the stochastic control problem (2.5), i.e. as the solution of the controlled ODE:

$$
\begin{equation*}
\dot{\phi}_{t}=\mathbf{F}\left(t, \phi_{t}\right)+B \varphi_{t}, \quad 0 \leq t \leq T ; \quad \phi_{0}=\mathbf{x}_{0} \tag{2.8}
\end{equation*}
$$

$\left(\varphi_{t}\right)_{0 \leq t \leq T}$ standing for a deterministic control in $L^{2}\left([0, T], \mathbb{R}^{d}\right)$. The control $\varphi$ is then chosen to make $\phi$ hit $\mathbf{y}_{0}$ at time $T$, i.e. $\phi_{T}=\mathbf{y}_{0}$, with the lowest possible quadratic cost, exactly as $\left(v_{t}\right)_{0 \leq t \leq T-\varepsilon}$ in (2.6) has to be chosen to make $\boldsymbol{\chi}_{T-\varepsilon}^{0, \mathbf{x}_{0}}$ tend to $\mathbf{y}_{0}$ with $\varepsilon$ with the lowest possible quadratic cost. In other words, we choose $\left(\varphi_{t}\right)_{0 \leq t \leq T}$ as an optimal control for the minimization problem:

$$
\begin{equation*}
I\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right):=\inf \left\{\int_{0}^{T}\left|\varphi_{t}\right|^{2} d t: \phi_{0}=\mathbf{x}_{0}, \phi_{T}=\mathbf{y}_{0}\right\} \tag{2.9}
\end{equation*}
$$

In Section 3, we prove that $I\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)$ is indeed finite (Eq. (2.8) is then said to be controllable). We also prove that $I\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)$ is of the same order as $T\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)\right|^{2}$ : comparing with the statement of Theorem 1.1, we thus understand that the cost of $\varphi$ corresponds to the "off-diagonal" decay of the density. The linearization procedure is detailed in Section 4.
(iii). Once $\left(\varphi_{t}\right)_{0 \leq t \leq T}$ has been chosen, it remains to choose $\left(v_{t}-\varphi_{t}\right)_{0 \leq t \leq T}$. By (2.5) and (2.8), we observe that $\left(\boldsymbol{\chi}_{t}^{0, \mathbf{x}}-\boldsymbol{\phi}_{t}\right)_{0 \leq t \leq T-\varepsilon}$ satisfies the linearized equation

$$
d\left[\boldsymbol{\chi}_{t}^{0, \mathbf{x}}-\boldsymbol{\phi}_{t}\right]=\left[\mathbf{D}_{\mathbf{x}} \mathbf{F}\left(t, \boldsymbol{\phi}_{t}\right)\left(\boldsymbol{\chi}_{t}^{0, \mathbf{x}}-\boldsymbol{\phi}_{t}\right)+B\left(v_{t}-\varphi_{t}\right)\right] d t+\sigma\left(t, \boldsymbol{\phi}_{t}\right) d W_{t}+d R_{t}
$$

$\left(R_{t}\right)_{0 \leq t \leq T-\varepsilon}$ denoting a remaining term that is expected to be well-controlled. We then notice that the starting point $\chi_{0}^{0, \mathbf{x}}-\boldsymbol{\phi}_{0}$ is $\mathbf{0}$ and that the final point $\boldsymbol{\chi}_{T-\varepsilon}^{0, \mathbf{x}}-\phi_{T-\varepsilon}$ is also expected to be close to $\mathbf{y}_{0}-\mathbf{y}_{0}=\mathbf{0}$. In some sense, we are reduced to the linear case ( $i$ ) with $\mathbf{0}$ and $\mathbf{0}$ as boundary points and with $\left(v_{t}-\varphi_{t}\right)_{0 \leq t \leq T-\varepsilon}$ as control: we then know how to perform a relevant choice for $\left(v_{t}-\varphi_{t}\right)_{0 \leq t \leq T-\varepsilon}$, or equivalently for $\left(v_{t}\right)_{0 \leq t \leq T-\varepsilon}$. By Step $(i)$, we also know the associated cost (in the sense of (2.6)): we will see in Section 3 that it is equal to $-\ln \left(T^{-n^{2} d / 2}\right)$ up to an additive constant. This corresponds in Theorem 1.1 to the "diagonal" decay of the density.

Remark 2.1 The function $I(T, \mathbf{x}, \mathbf{y})$ is known as the action functional in large deviations theory. It provides in short time a natural link between the deterministic control problem (2.8-2.9) and the transition density of (1.1),
see e.g. Freidlin and Wentzell [FW98] for the non degenerate case and Ben Arous and Léandre [BL91] for results under the strong Hörmander condition. The technique introduced by Sheu [She91] and here developed may be seen as an extension of this connection when time is not necessarily small.

### 2.3 Intrinsic Scaling Property of the System

The reader may object that the previous arguments only permit to get a lower bound for the density at time $T$, whereas the lower bound in Theorem 1.1 is given for any $t \in(0, T]$, the underlying constant $C_{T}$ depending on $T$ (and on (A)) only and not on $t$. A possible way to pass from $t$ to $T$ consists in using intrinsic scaling properties of the system (1.1).

To simplify, we here explain how to pass from $T$ to 1 . For a given $T>0$, we define the rescaled version of $\left(\mathbf{X}_{t}\right)_{t \geq 0}$ by setting

$$
\begin{aligned}
\hat{\mathbf{X}}_{t}=\left(\hat{X}_{t}^{1}, \ldots, \hat{X}_{t}^{n}\right)^{*} & =T^{1 / 2} \mathbb{T}_{T}^{-1} \mathbf{X}_{T t} \\
& =\left(T^{-1 / 2} X_{T t}^{1}, T^{-3 / 2} X_{T t}^{2}, \ldots, T^{-(2 n-1) / 2} X_{T t}^{n}\right)^{*}, \quad t \geq 0
\end{aligned}
$$

where $\mathbb{T}_{T}$ stands for the scale matrix of the system at time $T$, as defined in the statement of Theorem 1.1. The rescaled process $\left(\hat{\mathbf{X}}_{t}\right)_{t \geq 0}$ then satisfies:

$$
\begin{equation*}
d \hat{\mathbf{X}}_{t}=T^{3 / 2} \mathbb{T}_{T}^{-1} \mathbf{F}\left(T t, T^{-1 / 2} \mathbb{T}_{T} \hat{\mathbf{X}}_{t}\right) d t+B \sigma\left(T t, T^{-1 / 2} \mathbb{T}_{T} \hat{\mathbf{X}}_{t}\right) d \hat{W}_{t}, \tag{2.10}
\end{equation*}
$$

$\hat{W}$ standing for the rescaled Brownian motion $\left(\hat{W}_{t}=T^{-1 / 2} W_{T t}\right)_{t \geq 0}$. Setting

$$
\hat{\sigma}(t, \mathbf{x})=\sigma\left(T t, T^{-1 / 2} \mathbb{T}_{T} \mathbf{x}\right), \hat{\mathbf{F}}(t, \mathbf{x})=T^{3 / 2} \mathbb{T}_{T}^{-1} \mathbf{F}\left(T t, T^{-1 / 2} \mathbb{T}_{T} \mathbf{x}\right), \quad t \geq 0
$$

we can see the system (2.10) as a system of type (1.1) with $\sigma, \mathbf{F}$ replaced by $\hat{\sigma}, \hat{\mathbf{F}}$ and $W$ replaced by the rescaled Brownian motion $\hat{W}$. For $T \leq 1$, the coefficients $\hat{\sigma}$ and $\hat{\mathbf{F}}$ satisfy the same assumptions as $\sigma$ and $\mathbf{F}$, i.e. with the same constants. For $T>1, \hat{\sigma}$ and $\hat{\mathbf{F}}$ still satisfy the same type of assumptions as $\sigma$ and $\mathbf{F}$ but with constants magnified by a power of $T$, namely $T^{n}$. In short, $D_{\mathbf{x}_{i}} \hat{\mathbf{F}}_{j}(t, \mathbf{x})=T^{1-j+i} D_{\mathbf{x}_{i}} \mathbf{F}_{j}\left(T t, T^{-1 / 2} \mathbb{T}_{T} \mathbf{x}\right)$ for $\mathbf{x} \in \mathbb{R}^{n d}$. Since $D_{\mathbf{x}_{i}} \mathbf{F}_{j}=0$ for $i<j-1$, this completes the proof. Note also that under (A), $D_{\mathbf{x}_{i-1}} \hat{\mathbf{F}}_{i}(t, \mathbf{x})=$ $D_{\mathbf{x}_{i-1}} \mathbf{F}_{i}\left(T t, T^{-1 / 2} \mathbb{T}_{T} \mathbf{x}\right) \in \mathcal{E}_{i-1}, 2 \leq i \leq n$.

Denoting by $(\hat{p}(1, \mathbf{x}, \mathbf{y}))_{\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}}$ the transition density of $\hat{\mathbf{X}}$ at time 1 , we have $\hat{p}(1, \mathbf{x}, \mathbf{y})=T^{n^{2} d / 2} p\left(T, T^{-1 / 2} \mathbb{T}_{T} \mathbf{x}, T^{-1 / 2} \mathbb{T}_{T} \mathbf{y}\right)$ by change of variable (since $\left.\operatorname{det}\left(T^{-1 / 2} \mathbb{T}_{T}\right)=T^{n^{2} d / 2}\right)$, i.e.

$$
\begin{equation*}
\forall \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}, \quad p(T, \mathbf{x}, \mathbf{y})=T^{-n^{2} d / 2} \hat{p}\left(1, T^{1 / 2} \mathbb{T}_{T}^{-1} \mathbf{x}, T^{1 / 2} \mathbb{T}_{T}^{-1} \mathbf{y}\right) \tag{2.11}
\end{equation*}
$$

Eq. (2.11) shows how to deduce an estimate for the transition density at time $T$ from an estimate at time 1. Assume indeed that one of the two bounds in

Theorem 1.1 holds at time 1 . Then, $\hat{p}(1, \mathbf{x}, \mathbf{y}), \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}$, admits the same bound, i.e. $C \exp \left(-C^{-1}\left|\hat{\boldsymbol{\theta}}_{1}(\mathbf{x})-\mathbf{y}\right|^{2}\right)$ (with $C \geq 1$ for the upper bound, $C \leq 1$ for the lower bound), the constant $C$ possibly depending on $T$ when $T \geq 1$. Here, $\left(\hat{\boldsymbol{\theta}}_{t}(\mathbf{x})\right)_{0 \leq t \leq 1}$ stands for the rescaled flow, initialized at $\mathbf{x}$, i.e. the solution of the ODE (1.4), but driven by $\hat{\mathbf{F}}$. Following (2.10), it is plain to see that

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{t}(\mathbf{x})=T^{1 / 2} \mathbb{T}_{T}^{-1} \boldsymbol{\theta}_{T t}\left(T^{-1 / 2} \mathbb{T}_{T} \mathbf{x}\right), \quad(t, \mathbf{x}) \in[0,1] \times \mathbb{R}^{n d} \tag{2.12}
\end{equation*}
$$

Plugging (2.12) into the bound $C \exp \left(-C^{-1}\left|\hat{\boldsymbol{\theta}}_{1}(\mathbf{x})-\mathbf{y}\right|^{2}\right)$, we deduce from (2.11) that $p(T, \mathbf{x}, \mathbf{y})$ admits $C T^{-n^{2} d / 2} \exp \left(-C^{-1} T\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}(\mathbf{x})-\mathbf{y}\right)\right|^{2}\right)$ as bound.

We here provide another application of (2.12). We indeed emphasize that $\hat{\boldsymbol{\theta}}_{1}$ is a diffeomorphism on $\mathbb{R}^{n d}$ with a Lipschitz converse. (For $\mathbf{y} \in \mathbb{R}^{n d}, \hat{\boldsymbol{\theta}}_{1}^{-1}(\mathbf{y})$ is the value at time 0 of the solution matching $\mathbf{y}$ at time 1 to the ODE (1.4) driven by $\hat{\mathbf{F}}$.) Denoting by $C$ the "bi-Lipschitz" constant of $\hat{\boldsymbol{\theta}}_{1}$, we obtain

$$
\forall \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}, \quad C^{-1}\left|\mathbf{x}-\hat{\boldsymbol{\theta}}_{1}^{-1}(\mathbf{y})\right|^{2} \leq\left|\hat{\boldsymbol{\theta}}_{1}(\mathbf{x})-\mathbf{y}\right|^{2} \leq C\left|\mathbf{x}-\hat{\boldsymbol{\theta}}_{1}^{-1}(\mathbf{y})\right|^{2}
$$

Changing $\mathbf{x}$ into $T^{1 / 2} \mathbb{T}_{T}^{-1} \mathbf{x}$ and $\mathbf{y}$ into $T^{1 / 2} \mathbb{T}_{T}^{-1} \mathbf{y}$ and plugging (2.12), we deduce that for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}$

$$
\begin{equation*}
C^{-1}\left|\mathbb{T}_{T}^{-1}\left[\mathbf{x}-\boldsymbol{\theta}_{T}^{-1}(\mathbf{y})\right]\right|^{2} \leq\left|\mathbb{T}_{T}^{-1}\left[\boldsymbol{\theta}_{T}(\mathbf{x})-\mathbf{y}\right]\right|^{2} \leq C\left|\mathbb{T}_{T}^{-1}\left[\mathbf{x}-\boldsymbol{\theta}_{T}^{-1}(\mathbf{y})\right]\right|^{2} \tag{2.13}
\end{equation*}
$$

The constant $C$ in (2.13) is related to the rescaled coefficient $\hat{\mathbf{F}}$ only: in particular, $C$ is independent of $T$ for $T \leq 1$. Plugging (2.13) into the statement of Theorem 1.1, we understand that the off-diagonal bound for the density may be obtained by transporting the initial condition $\mathbf{x}$ by the forward flow $\boldsymbol{\theta}_{T}$ or by transporting the terminal condition $\mathbf{y}$ by the backward flow $\boldsymbol{\theta}_{T}^{-1}$.

### 2.4 Steps for the Upper Bound

The proof of the upper bound for the density both follows from the Fleming representation (2.6) and from the McKean-Singer parametrix method, see [MS67]. The coupling of these two arguments seems completely new in the literature. In fact, in some specific cases, see e.g. [KM00] and [KMM09], the parametrix method has already been applied to obtain an upper bound for the transition density of (1.1), but separately from any stochastic control argument. The framework we here deal with seems too general to repeat the proofs given in these two papers: the Fleming representation (2.6) then provides supplementary material that permits to make the whole thing work.

The McKean-Singer expansion is an expansion of the density of a stochastic system in terms of the Gaussian kernel of some related linear stochastic system. As the strategy used for the lower bound, it is a perturbation method: the
coefficients of the Gaussian system are obtained by linearization. We here explain the general principle of the parametrix representation of $p\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)$.
(i). The first step consists in approximating the density $p\left(T, \cdot, \mathbf{y}_{0}\right)$ by a suitable known Gaussian density $\tilde{p}^{T, \mathbf{y}_{0}}$ : the superscript $\left(T, \mathbf{y}_{0}\right)$ in $\tilde{p}^{T, \mathbf{y}_{0}}$ indicates the possible dependence of the mean and the covariance of $\tilde{p}$ on the boundary conditions ( $T, \mathbf{y}_{0}$ ). The choice obeys the following intuitive idea: in short time, $p\left(T, \cdot, \mathbf{y}_{0}\right)$ and $\tilde{p}^{T, \mathbf{y}_{0}}$ are to be close.
(ii). As in point (ii) of the previous subsection, the Gaussian system to consider is obtained by linearization of (1.1). (Here, the equation to linearize is (1.1) and not (2.5).) Again, the question is to choose a deterministic curve to linearize around. Since the key role is here played by the arrival point $\mathbf{y}_{0}$, the right path to consider is the solution matching $\mathbf{y}_{0}$ at time $T$ of the ODE driven by $\mathbf{F}$, that is $\left(\boldsymbol{\theta}_{t, T}\left(\mathbf{y}_{0}\right)\right)_{0 \leq t \leq T}$, solution of

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{\theta}_{t, T}\left(\mathbf{y}_{0}\right)=\mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}\left(\mathbf{y}_{0}\right)\right), \quad 0 \leq t \leq T ; \quad \boldsymbol{\theta}_{T, T}\left(\mathbf{y}_{0}\right)=\mathbf{y}_{0} \tag{2.14}
\end{equation*}
$$

(iii). We thus introduce the Gaussian system

$$
\begin{align*}
d \tilde{\mathbf{X}}_{t}= & {\left[\mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}\left(\mathbf{y}_{0}\right)\right)+\mathbf{D}_{\mathbf{x}} \mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}\left(\mathbf{y}_{0}\right)\right)\left(\tilde{\mathbf{X}}_{t}-\boldsymbol{\theta}_{t, T}\left(\mathbf{y}_{0}\right)\right)\right] d t }  \tag{2.15}\\
& +B \sigma\left(t, \boldsymbol{\theta}_{t, T}\left(\mathbf{y}_{0}\right)\right) d W_{t}, \quad 0 \leq t \leq T,
\end{align*}
$$

obtained by linearization of the dynamics of $\mathbf{X}$. We prove in Section 3 that $\left(\tilde{\mathbf{X}}_{t}\right)_{t \in[0, T]}$ has a transition density $\left(\tilde{p}^{T, \mathbf{y}_{0}}(s, t, \mathbf{x}, \mathbf{y})\right)_{0 \leq s<t \leq T ; \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}}$ under $(\mathbf{A})$. Since the notation $\tilde{p}^{T, \mathbf{y}_{0}}(s, t, \mathbf{x}, \mathbf{y})$ is a bit heavy to handle, we adopt the following convention: $\tilde{p}\left(s, T, \mathbf{x}, \mathbf{y}_{0}\right)$ stands for $\tilde{p}^{T, \mathbf{y}_{0}}\left(s, T, \mathbf{x}, \mathbf{y}_{0}\right)$. (That is: we forget the superscript when the terminal point at which the density is evaluated coincides with the "freezing point" in (2.15).)

Denoting by $\left(\tilde{\mathcal{L}}_{t}^{T, \mathbf{y}_{0}}\right)_{0 \leq t \leq T}$ the generator of the process $\tilde{\mathbf{X}}$ frozen at time $T$ and at point $\mathbf{y}_{0}$, we recall from [MS67] that the key quantity in the parametrix method is the kernel

$$
\left.\left.\begin{array}{rl}
H\left(t, T, \mathbf{x}, \mathbf{y}_{0}\right) & =\left[\mathcal{L}_{t, \mathbf{x}}-\tilde{\mathcal{L}}_{t, \mathbf{x}}^{T, \mathbf{y}_{0}}\right]\left(\tilde{p}^{T, \mathbf{y}_{0}}\left(t, T, \mathbf{x}, \mathbf{y}_{0}\right)\right)  \tag{2.16}\\
\{ & =\left[\mathcal{L}_{t, \mathbf{x}}-\tilde{\mathcal{L}}_{t, \mathbf{x}}^{T, \mathbf{x}}\right]
\end{array}\right]\left(\tilde{p}\left(t, T, \mathbf{x}, \mathbf{y}_{0}\right)\right)\right\}, ~ \$
$$

where $\left(\mathcal{L}_{t}\right)_{0 \leq t \leq T}$ stands for the original differential operator associated with $\mathbf{F}$ and $\sigma$. (See (2.1).) Using the Kolmogorov equations, we indeed write:

$$
p\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)=\tilde{p}\left(0, T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)+\int_{0}^{T} \int_{\mathbb{R}^{n d}} p\left(t, \mathbf{x}_{0}, \mathbf{z}\right) H\left(t, T, \mathbf{z}, \mathbf{y}_{0}\right) d t d \mathbf{z} .
$$

The idea of the McKean-Singer parametrix consists in iterating this represen-
tation formula. An induction shows that, for any integer $N \geq 1$,

$$
\begin{align*}
p\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)= & \tilde{p}\left(0, T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)+\sum_{k=1}^{N} \int_{0}^{T} \int_{\mathbb{R}^{n d}} \tilde{p}\left(0, t, \mathbf{x}_{0}, \mathbf{z}\right) H^{\otimes k}\left(t, T, \mathbf{z}, \mathbf{y}_{0}\right) d t d \mathbf{z} \\
& +\int_{0}^{T} \int_{\mathbb{R}^{n d}} p\left(t, \mathbf{x}_{0}, \mathbf{z}\right) H^{\otimes(N+1)}\left(t, T, \mathbf{z}, \mathbf{y}_{0}\right) d t d \mathbf{z} \tag{2.17}
\end{align*}
$$

Again, $\tilde{p}\left(0, t, \mathbf{x}_{0}, \mathbf{z}\right)$ stands for $\tilde{p}^{t, \mathbf{z}}\left(0, t, \mathbf{x}_{0}, \mathbf{z}\right)$. (The freezing point is $(t, \mathbf{z})$.) Moreover,

$$
\begin{equation*}
H^{\otimes(k+1)}\left(t, T, \mathbf{z}, \mathbf{y}_{0}\right):=\int_{t}^{T} \int_{\mathbb{R}^{n d}} H\left(t, s, \mathbf{z}, \mathbf{z}^{\prime}\right) H^{\otimes k}\left(s, T, \mathbf{z}^{\prime}, \mathbf{y}_{0}\right) d s d \mathbf{z}^{\prime} \tag{2.18}
\end{equation*}
$$

The standard argument in the McKean-Singer theory consists in letting $N$ tend to the infinity to obtain a representation of $p$ as an infinite sum of known convolution kernels. Unfortunately, this argument doesn't apply in our general framework: because of the transport $\boldsymbol{\theta}$, we fail to control the iterated kernels $\left(H^{\otimes k}\right)_{k \geq 1}$ uniformly in $k$. (Again, we refer to [KMM09] for a specific type of Eq. (1.1) for which it works.) We thus need to truncate the series.
(iv). Here is the key point : by the stochastic control representation (2.6), we also manage to prove that, for $N$ large enough, the remaining term

$$
\int_{0}^{T} \int_{\mathbb{R}^{n d}} p\left(t, \mathbf{x}_{0}, \mathbf{z}\right) H^{\otimes(N+1)}\left(t, T, \mathbf{z}, \mathbf{y}_{0}\right) d t d \mathbf{z}
$$

admits an upper Gaussian bound. This is sufficient to make the McKeanSinger approach work and also seems, to our best knowledge, to be new.

## 3 Gaussian Systems and Controllability

As emphasized in Section 2, Gaussian (or equivalently linear) systems play a key role in the proof of Theorem 1.1. They may be seen as the central example. In this section, we thus collect several results for Gaussian systems and relate them to deterministic controllability properties of (2.8)-(2.9).

### 3.1 Linear Systems

We here consider a measurable $\mathcal{M}_{d}(\mathbb{R})$-valued family $\left(\Sigma_{t}\right)_{0 \leq t \leq T}$ and a measurable $\mathcal{M}_{n d}(\mathbb{R})$-valued family $\left(\mathbf{L}_{t}\right)_{0 \leq t \leq T}, T$ being positive as above, satisfying assumption
( $\mathbf{A}^{\text {linear }}$ ) The spectrum of $A_{t}=\Sigma_{t} \Sigma_{t}^{*}$ is included in $\left[\Lambda^{-1}, \Lambda\right]$ for all $t \in[0, T]$. (The same $\Lambda$ as in (A).) Each $\mathbf{L}_{t}, 0 \leq t \leq T$, is bounded by $\kappa$ (the same as in $(\mathbf{A})$ ) and is of the same form as $\mathbf{F}$ in (1.1): $\mathbf{L}_{t}$ may decomposed in $n \times n$ blocks of size $d \times d$, denoted by $\left(\left[L_{t}\right]_{i, j}\right)_{1 \leq i, j \leq n}$; for $1 \leq i, j \leq n$, the block $\left[L_{t}\right]_{i, j}=0$ if $i \geq j+2$ (the blocks under the subdiagonal are null: see the picture in footnote ${ }^{6}$ ). As in the picture in footnote, the blocks on the subdiagonal have a key role in the following: for $2 \leq i \leq n$, we denote $\left[L_{t}\right]_{i, i-1}$ by $\alpha_{t}^{i-1}$, so that $\alpha_{t}^{i-1} \in \mathcal{M}_{d}(\mathbb{R})$. We may summarize the form of $\mathbf{L}_{t}$ as follows: for $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}, \mathbf{L}_{t} \mathbf{x}=\left(0, \alpha_{t}^{1} x_{1}, \ldots, \alpha_{t}^{n-1} x_{n-1}\right)^{*}+\mathbf{U}_{t} \mathbf{x}$, where $\mathrm{U}_{t} \in \mathcal{M}_{n d}(\mathbb{R})$ is an "upper triangular" block matrix, i.e. the subdiagonal blocks of $\mathbf{U}_{t}$ are zero. (See the picture again.) (In comparison with (A), (A ${ }^{\text {linear }}$ ) doesn't refer to the subsets $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n-1}$. We introduce them later.)

For an initial condition $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}$ and a function $\varphi$ in the space $L^{2}\left([0, T], \mathbb{R}^{d}\right)$, we consider the controlled differential system

$$
\begin{equation*}
\dot{\mathbf{S}}_{t}=\mathbf{L}_{t} \mathbf{S}_{t}+B \Sigma_{t} \varphi_{t}, \quad \text { a.e. } t \in[0, T] \quad ; \quad \mathbf{S}_{0}=\mathbf{x} \tag{3.1}
\end{equation*}
$$

whose solution is denoted by $\left(\mathbf{S}_{t}(\varphi)\right)_{0 \leq t \leq T}$. Equation (3.1) may be understood as a very simple modelling for the propagation of a forcing $\varphi$ into a chain of oscillators, the impulse in the $i^{\text {th }}$ oscillator being transmitted from the $(i-1)^{\text {th }}$ oscillator by the matrix $\alpha^{i-1}$.

In what follows, we plug the derivative of a Brownian path as an entry of the above system: for an $\mathbb{R}^{d}$ valued Brownian motion $\left(W_{t}\right)_{t \geq 0}$, we consider the random process $\left(\mathbf{G}_{t}=\mathbf{S}_{t}(\dot{W})\right)_{0 \leq t \leq T}$. It satisfies in the Itô sense the stochastic version of (3.1): $d \mathbf{G}_{t}=\mathbf{L}_{t} \mathbf{G}_{t} d t+B \Sigma_{t} d W_{t}, t \in[0, T]$, which is a particular example of (1.1). Obviously, $\left(\mathbf{G}_{t}\right)_{0 \leq t \leq T}$ is a Gaussian process. For each $t \in$ $[0, T]$, we denote by $\mathbf{K}_{t}$ the covariance matrix of the Gaussian vector $\mathbf{G}_{t}$. Here is, in the current specific Gaussian framework, the connection between the absolute continuity of the law of $\mathbf{G}_{T}$ and the deterministic control problem (2.8)-(2.9) when (2.8) has the dynamics (3.1):

Proposition 3.1 For an arbitrary $T>0$, let ( $\mathbf{A}^{\text {linear }}$ ) be in force. Then, the matrix $\mathbf{K}_{T}$ is non-degenerate if and only if the deterministic system (3.1) is controllable, i.e. if for any initial condition $\mathbf{x} \in \mathbb{R}^{\text {nd }}$ and terminal point $\mathbf{y} \in \mathbb{R}^{n d}$, there exists $\varphi$ in $L^{2}\left([0, T], \mathbb{R}^{d}\right)$ such that $\mathbf{S}_{0}(\varphi)=\mathbf{x}$ and $\mathbf{S}_{T}(\varphi)=\mathbf{y}$. In such a case, the density of $\mathbf{G}_{T}$, with initial condition $\mathbf{G}_{0}=\mathbf{x}$ and terminal condition $\mathbf{G}_{T}=\mathbf{y}$, has the form

$$
\begin{equation*}
q(0, T, \mathbf{x}, \mathbf{y})=(2 \pi)^{-n d / 2} \operatorname{det}^{-1 / 2}\left(\mathbf{K}_{T}\right) \exp \left(-\frac{I_{\text {linear }}(T, \mathbf{x}, \mathbf{y})}{2}\right) \tag{3.2}
\end{equation*}
$$

$\overline{\left.{ }^{6} \mathbf{L}_{t} \text { has the form } \left.\binom{\alpha_{t}}{0} \right\rvert\, U_{t}\right)}$
where $I_{\text {linear }}(T, \mathbf{x}, \mathbf{y})$ is the minimal cost

$$
\begin{equation*}
I_{\text {linear }}(T, \mathbf{x}, \mathbf{y})=\inf \left\{\int_{0}^{T}\left|\varphi_{t}\right|^{2} d t: \mathbf{S}_{0}(\varphi)=\mathbf{x}, \mathbf{S}_{T}(\varphi)=\mathbf{y}\right\} \tag{3.3}
\end{equation*}
$$

and is equal to

$$
\begin{equation*}
I_{\text {linear }}(T, \mathbf{x}, \mathbf{y})=\left\langle\mathbf{R}(T, 0) \mathbf{x}-\mathbf{y}, \mathbf{K}_{T}^{-1}[\mathbf{R}(T, 0) \mathbf{x}-\mathbf{y}]\right\rangle, \tag{3.4}
\end{equation*}
$$

where $\left(\mathbf{R}\left(t, t_{0}\right)\right)_{0 \leq t_{0}, t \leq T}$ stands for the resolvent associated with $\left(\mathbf{L}_{t}\right)_{0 \leq t \leq T}$, i.e. $[d / d t]\left[\mathbf{R}\left(t, t_{0}\right)\right]=\mathbf{L}_{t}\left[\mathbf{R}\left(t, t_{0}\right)\right]$ and $\mathbf{R}\left(t_{0}, t_{0}\right)=I_{n d}$, identity matrix of size $n d \times n d$. A sufficient condition for controllability, or equivalently to guarantee $\operatorname{det}\left(\mathbf{K}_{T}\right)>0$, is:

$$
\begin{equation*}
\text { for a.e. } t \in[0, T] \text { and } i \in\{1, \ldots, d\}, \operatorname{det}\left(\alpha_{t}^{i}\right)>0 . \tag{3.5}
\end{equation*}
$$

(In control theory, Eq. (3.4) says that $\mathbf{K}_{T}$ is the Gram matrix associated with $I_{\text {linear. }}$ )

Proof. By Coron [Cor07, Theorem 1.11, Chap. 1], the controllability problem associated with the controlled equation (3.1) admits the matrix $\mathbf{Q}_{T}=$ $\int_{0}^{T} \mathbf{R}(T, t) B A_{t} B^{*}[\mathbf{R}(T, t)]^{*} d t$ as Gram matrix at time $T$. In particular, the problem (3.1) is controllable at time $T$ if and only $\mathbf{Q}_{T}$ is invertible. In such a case, the cost $I_{\text {linear }}(T, \mathbf{x}, \mathbf{y})$ as defined in (3.3) is given by

$$
\begin{equation*}
I_{\text {linear }}(T, \mathbf{x}, \mathbf{y})=\left\langle\mathbf{R}(T, 0) \mathbf{x}-\mathbf{y},\left(\mathbf{Q}_{T}\right)^{-1}[\mathbf{R}(T, 0) \mathbf{x}-\mathbf{y}]\right\rangle \tag{3.6}
\end{equation*}
$$

see Proposition 1.13 in the same reference.
We now prove that $\mathbf{K}_{T}=\mathbf{Q}_{T}$. (By (3.6), this will prove (3.4).) Indeed, $d \mathbf{G}_{t}=$ $\mathbf{L}_{t} \mathbf{G}_{t} d t+B \Sigma_{t} d W_{t}, 0 \leq t \leq T$. Using the resolvent, it may be written $\mathbf{G}_{t}=$ $\mathbf{R}(t, 0) \mathbf{x}+\int_{0}^{t} \mathbf{R}(t, s) B \Sigma_{s} d W_{s}$, so that

$$
\begin{align*}
\mathbf{K}_{T} & =\mathbb{E}\left[\int_{0}^{T} \mathbf{R}(T, s) B \Sigma_{s} d W_{s}\left(\int_{0}^{T} \mathbf{R}(T, s) B \Sigma_{s} d W_{s}\right)^{*}\right]  \tag{3.7}\\
& =\int_{0}^{T} \mathbf{R}(T, s) B A_{s} B^{*}[\mathbf{R}(T, s)]^{*} d s=\mathbf{Q}_{T} .
\end{align*}
$$

This proves that $\mathbf{G}_{T}$, with the initial condition $\mathbf{G}_{0}=\mathbf{x}$, admits a density if and only if the problem (3.1) is controllable. Moreover, $\mathbf{G}_{T}$ admits $\mathbf{Q}_{T}$ as covariance matrix and $\mathbf{R}(T, 0) \mathbf{x}$ as mean under the initial condition $\mathbf{G}_{0}$ : by (3.4), we obtain (3.2).

It finally remains to check that (3.5) implies the controllability of (3.1). By Sontag [Son98, Lemma 3.5.8], it is controllable if and only if any solution $\phi:[0, T] \mapsto \mathbb{R}^{n d}$ to the differential system

$$
\begin{equation*}
\dot{\phi}_{t}=-\mathbf{L}_{t}^{*} \phi_{t}, \Sigma_{t}^{*} B^{*} \phi_{t}=0 \quad \text { a.e. } t \in[0, T], \tag{3.8}
\end{equation*}
$$

is zero a.e. on $[0, T]$. To complete the proof, we just have to check that the above sufficient and necessary condition holds under (3.5). For $\phi$ fulfilling (3.8), we write $\phi_{t}=\left(\phi_{t}^{1}, \ldots, \phi_{t}^{n}\right)$, each block being of size $d$. Since $\Sigma$ is nondegenerate, the condition $\Sigma_{t}^{*} B^{*} \phi_{t}=0$ in (3.8) says that $\phi^{1}=0$ on $[0, T]$. By the "subdiagonal + upper triangular" form of $\mathbf{L}_{t}$, the first line of the equation $\dot{\phi}_{t}=-\mathbf{L}_{t}^{*} \phi_{t}$ says that $\dot{\phi}_{t}^{1}=c_{t} \phi_{t}^{1}-\alpha_{t}^{1} \phi_{t}^{2}$, for some bounded measurable coefficient $\left(c_{t}\right)_{0 \leq t \leq T}$. Since $\phi^{1}$ is zero, we deduce that $\phi^{2}=0$ a.e. on $[0, T]$ if the matrix $\alpha_{t}^{1}$ is invertible for a.e. $t \in[0, T]$. By induction, we deduce that $\phi$ is zero if, for a.e. $t \in[0, T]$, each matrix $\alpha_{t}^{i}, 1 \leq i \leq n-1$, is invertible.

For our own purpose, we are interested in Gaussian processes $\left(\mathbf{G}_{t}\right)_{0 \leq t \leq T}$ with the right time scale, given by the scale matrices $\left(\mathbb{T}_{t}\right)_{0<t \leq T}$ defined in Theorem 1.1:

Definition 3.2 We say that the Gaussian process $\left(\mathbf{G}_{t}\right)_{0 \leq t \leq T}$ satisfies a good scaling property of parameter $c \geq 1$ if, for all $t \in(0, T]$, the covariance matrix $\mathbf{K}_{t}$ satisfies $c^{-1} t^{-1}\left|\mathbb{T}_{t} \mathbf{x}\right|^{2} \leq\left\langle\mathbf{K}_{t} \mathbf{x}, \mathbf{x}\right\rangle \leq c t^{-1}\left|\mathbb{T}_{t} \mathbf{x}\right|^{2}$ for any $\mathbf{x} \in \mathbb{R}^{n d}$. (That is, the spectrum of $t \mathbb{T}_{t}^{-1} \mathbf{K}_{t} \mathbb{T}_{t}^{-1}$, or equivalently of $t^{-1} \mathbb{T}_{t} \mathbf{K}_{t}^{-1} \mathbb{T}_{t}$, belongs to $\left[c^{-1}, c\right]$ for any $t \in(0, T]$. In particular, $c^{-1} t\left|\mathbb{T}_{t}^{-1} \mathbf{y}\right|^{2} \leq\left\langle\mathbf{y}, \mathbf{K}_{t}^{-1} \mathbf{y}\right\rangle \leq c t\left|\mathbb{T}_{t}^{-1} \mathbf{y}\right|^{2}$ for $t \in(0, T]$.)

The above definition may be interpreted as follows: under the good scaling property of parameter $c, \mathbf{G}_{t}$ has the canonical writing $\mathbf{G}_{t}=t^{-1 / 2} \mathbb{T}_{t} \hat{\mathbf{G}}_{1}$, the spectrum of the covariance matrix of the Gaussian vector $\hat{\mathbf{G}}_{1}$ being between $c^{-1}$ and $c$. In other words, the $i^{\text {th }}$ coordinate $G^{i}$ of the process $\mathbf{G}$ lives at scale $t^{i-1 / 2}, 1 \leq i \leq n$. Moreover, $c^{-n d} t^{n^{2} d} \leq \operatorname{det}\left(\mathbf{K}_{t}\right) \leq c^{n d} t^{n^{2} d}$ for $t \in(0, T]$ : this coincides with the "diagonal" decay in Theorem 1.1.

By Proposition 3.1 and Definition 3.2, we deduce
Proposition 3.3 Let ( $\left.\mathbf{A}^{\text {linear }}\right)$ hold. Assume also that the Gaussian process $\left(\mathbf{G}_{t}\right)_{0 \leq t \leq T}$ admits a good scaling property of parameter $c \geq 1$, then there exists a constant $C_{3.3}(c)$, only depending on $c, \kappa, \Lambda, d$ and $n$, such that, for any $t \in(0, T]$ and any starting point $\mathbf{x} \in \mathbb{R}^{n d}$, the law of $\mathbf{G}_{t}$, with $\mathbf{G}_{0}=\mathbf{x}$, admits a density $(q(t, \mathbf{x}, \mathbf{y}))_{\mathbf{y} \in \mathbb{R}^{n d}}$ satisfying

$$
\begin{align*}
& C_{3.3}^{-1} t^{-n^{2} d / 2} \exp \left(-C_{3.3} t\left|\mathbb{T}_{t}^{-1}[\mathbf{R}(t, 0) \mathbf{x}-\mathbf{y}]\right|^{2}\right) \\
& \quad \leq q(t, \mathbf{x}, \mathbf{y})  \tag{3.9}\\
& \quad \leq C_{3.3} t^{-n^{2} d / 2} \exp \left(-C_{3.3}^{-1} t\left|\mathbb{T}_{t}^{-1}[\mathbf{R}(t, 0) \mathbf{x}-\mathbf{y}]\right|^{2}\right)
\end{align*}
$$

We emphasize that Proposition 3.3 is a preliminary version of Theorem 1.1 for linear systems satisfying the "good scaling property". The next proposition provides the complete version of Theorem 1.1 for linear systems satisfying (A). It will play a key role when investigating the linearized version of (1.1) (see

Sections 2 and 4).
Proposition 3.4 Assume that, in addition to ( $\left.\mathbf{A}^{\text {linear }}\right)$, for all $i \in\{1, \ldots, n-$ $1\}$ and $t \in[0, T]$, $\alpha_{t}^{i}$ belongs to $\mathcal{E}_{i}$ (closed convex subset of $G L_{d}(\mathbb{R})$ ). Then, there exists a constant $c \geq 1$, only depending on $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n-1}$, on $\kappa, \Lambda$, $d$, $n$ and $T$, such that $\left(\mathbf{G}_{t}\right)_{0 \leq t \leq T}$ satisfies a good scaling property of parameter $c$. In particular, Proposition 3.3 applies.

Before we prove Proposition 3.4, we first notice that it is not sufficient to have a lower bound on the determinants of $\alpha^{1}, \ldots, \alpha^{n-1}$ (or equivalently on the spectrum of $\left.\alpha^{1}\left(\alpha^{1}\right)^{*}, \ldots, \alpha^{n-1}\left(\alpha^{n-1}\right)^{*}\right)$ to control from above and from below the spectrum of the covariance matrix $\mathbf{K}_{T}$. To do so, an additional assumption is needed on the non-degeneracy of the matrices $\alpha^{1}, \ldots, \alpha^{n-1}$. The following example explains the role of the closed convex subsets $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n-1}$ that appear in Assumption (A) and Proposition 3.4.

Example 3.5 Set $\beta_{t}^{m}=\left(\begin{array}{cc}\cos (2 \pi m t) & -\sin (2 \pi m t) \\ \sin (2 \pi m t) & \cos (2 \pi m t)\end{array}\right)$ for $m \geq 1$ and $t \in[0,1]$, so that $\operatorname{det}\left(\beta_{t}^{m}\right)=1$ for all $m \geq 1$ and $t \in[0,1]$. Then, for $T=1, d=n=2$ (so that $\left(W_{t}\right)_{t \geq 0}$ is a 2-dimensional Brownian motion) and $\mathbf{L}_{t}=\left(\begin{array}{cc}0 & 0 \\ \beta_{t}^{m} & 0\end{array}\right)$, $0 \leq t \leq 1$, the process $\left(\mathbf{G}_{t}=\left(G_{t}^{1}, G_{t}^{2}\right)\right)_{0 \leq t \leq 1}$ satisfies $d G_{t}^{1}=d W_{t}$ and $d G_{t}^{2}=\beta_{t}^{m} G_{t}^{1} d t$. In particular, for $\mathbf{G}_{0}=0, G_{1}^{2}=\int_{0}^{1} \beta_{t}^{m} W_{t} d t$, so that the first coordinate of $G_{1}^{2}$ is equal to $Z=\int_{0}^{1} \cos (2 \pi m t) W_{t}^{1} d t-\int_{0}^{1} \sin (2 \pi m t) W_{t}^{2} d t$. We let the reader check that $\mathbb{V}(Z)=O\left(m^{-2}\right)$ as $m$ tends to $+\infty$. This shows that $\operatorname{det}\left(K_{1}\right)$ vanishes with $m \rightarrow+\infty$ whereas $\operatorname{det}\left(\beta_{t}^{m}\right)$ is constant.

As shown in the proof of Proposition 3.4, the dramatic point in the above example is that the sequence of functions $\left(t \in[0,1] \mapsto \beta_{t}^{m}\right)_{m \geq 0}$ weakly converges towards 0 in $L^{2}\left([0,1], \mathcal{M}_{2}(\mathbb{R})\right)$. This is an obvious consequence of the Riemann-Lebesgue theorem.

Proof (Proposition 3.4). Let us first suppose $T=1$. By the representation formula (3.7), we can also assume w.l.o.g. that $A_{t}$ is the identity matrix for any $t \in[0,1]$. Up to a rotation of $W$, this is equivalent to assume that $\Sigma$ is the identity matrix for any $t \in[0,1]$. We then define $\mathcal{E}$ as the set of mappings $\left(t \in[0,1] \mapsto \mathbf{L}_{t} \in \mathcal{M}_{n d}(\mathbb{R})\right)$, bounded by $\kappa$ for a.e. $t \in[0,1]$, such that the $d \times d$ block $\left[L_{t}\right]_{i, j}, 1 \leq i, j \leq n$, is zero if $i \geq j+2$ and belongs to $\mathcal{E}^{i-1}$ if $j=i-1$, for a.e. $t \in[0,1]$.

It is well seen that, for each $t_{0} \in[0,1]$, the mapping $\mathbf{L} \in L^{2}\left([0,1], \mathcal{M}_{n d}(\mathbb{R}) \mapsto\right.$ $\mathbf{R}\left(t_{0}, \cdot\right) \in \mathcal{C}\left([0,1], \mathcal{M}_{n d}(\mathbb{R})\right)$ is continuous, $L^{2}\left([0,1], \mathcal{M}_{n d}(\mathbb{R})\right)$ being equipped with the weak topology and $\mathcal{C}\left([0,1], \mathcal{M}_{n d}(\mathbb{R})\right)$ with the uniform convergence topology. Using the representation formula (3.7), it is then clear that the map-
$\operatorname{ping} \mathbf{L} \in L^{2}\left([0,1], \mathcal{M}_{n d}(\mathbb{R})\right) \mapsto \mathbf{K}_{1} \in \mathcal{M}_{n d}(\mathbb{R})$ is continuous, $L^{2}\left([0,1], \mathcal{M}_{n d}(\mathbb{R})\right)$ being equipped with the weak topology. By Proposition 3.1, we know that $\operatorname{det}\left(\mathbf{K}_{1}\right)>0$ for any $\mathbf{L} \in \mathcal{E}$. If $\mathcal{E}$ is a compact subset of $L^{2}\left([0,1], \mathcal{M}_{n d}(\mathbb{R})\right)$ equipped with the weak topology, then $\exists \gamma \in(0,1]$ s.t. $\inf \left\{\operatorname{det}\left(\mathbf{K}_{1}\right), \mathbf{L} \in \mathcal{E}\right\} \geq$ $\gamma$ and $\sup \left\{\left\|\mathbf{K}_{1}\right\|, \mathbf{L} \in \mathcal{E}\right\} \leq \gamma^{-1}$, i.e. the spectrum of $\mathbf{K}_{1}$ is bounded from above and from below, uniformly in $\mathbf{L} \in \mathcal{E}: \exists c \geq 1$ as in the statement of Proposition 3.4 such that $c^{-1}|\mathbf{x}|^{2} \leq\left\langle\mathbf{K}_{1} \mathbf{x}, \mathbf{x}\right\rangle \leq c|\mathbf{x}|^{2}$ for all $\mathbf{x} \in \mathbb{R}^{n d}$. It thus remains to prove that $\mathcal{E}$ is a compact subset of $L^{2}\left([0,1], \mathcal{M}_{n d}(\mathbb{R})\right)$ equipped with the weak topology: since it is bounded, it is sufficient to prove that it is closed for the weak topology. Because of the convexity of $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n-1}$, it is convex: since it is clearly closed for the strong topology on $L^{2}\left([0,1], \mathcal{M}_{n d}(\mathbb{R})\right)$, it is also closed for the weak topology.

To investigate $\mathbf{K}_{t}, t \in(0,1)$, we use a linear variant of the scaling property (2.11). For $t$ fixed in $(0,1)$, we can define similarly to Section 2.3: $\hat{\mathbf{G}}_{s}^{t}:=$ $t^{1 / 2} \mathbb{T}_{t}^{-1} \mathbf{G}_{s t}, s \in[0,1]$. By the scaling Lemma 3.6 below (see (3.10)), the process $\left(\hat{\mathbf{G}}_{s}^{t}\right)_{0 \leq s \leq 1}$ satisfies the same properties as $\left(\mathbf{G}_{s}\right)_{0 \leq s \leq 1}$ so that the covariance matrix $\hat{\mathbf{K}}_{1}^{t}:=\operatorname{Cov}\left(\hat{\mathbf{G}}_{1}^{t}\right)$ satisfies: $c^{-1}|\mathbf{x}|^{2} \leq\left\langle\mathbf{x}, \hat{\mathbf{K}}_{1}^{t} \mathbf{x}\right\rangle \leq c|\mathbf{x}|^{2}$ for all $\mathbf{x} \in \mathbb{R}^{\text {nd }}$ and for the same $c$ as above. Again by Lemma 3.6 below, $\mathbf{K}_{t}=t^{-1} \mathbb{T}_{t} \hat{\mathbf{K}}_{1}^{t} T_{t}$. The good scaling property easily follows.

The case $T \neq 1$ can be handled, up to a suitable modification of the Lipschitz constants for $T>1$, by similar scaling arguments.

Here is the scaling lemma. (It is nothing but a linear version of (2.10)-(2.11)(2.12).)

Lemma 3.6 (Scaling Lemma) Let $T>0$ and $\left(\mathbf{L}_{s}, \Sigma_{s}\right)_{s \in[0, T]}$ be as in Proposition 3.4 (i.e. ( $\left.\mathbf{A}^{\text {linear }}\right)$ holds and, for all $i \in\{1, \ldots, n-1\}$ and $s \in[0, T]$, $\alpha_{s}^{i}$ belongs to $\mathcal{E}_{i}$ ). Fix $t \in(0, T]$ and set $\hat{\mathbf{G}}_{s}^{t}=t^{1 / 2} \mathbb{T}_{t}^{-1} \mathbf{G}_{s t}, 0 \leq s \leq 1$. Then, $\left(\hat{\mathbf{G}}_{s}^{t}\right)_{0 \leq s \leq 1}$ satisfies (3.1) with respect to $\left(\hat{\mathbf{L}}_{s}^{t}=t \mathbb{T}_{t}^{-1} \mathbf{L}_{s t} \mathbb{T}_{t}\right)_{0 \leq s \leq 1}$, $\left(\overline{\hat{\Sigma}}_{s}^{t}=\right.$ $\left.\Sigma_{t s}\right)_{0 \leq s \leq 1}$ and $\left(\hat{W}_{s}^{t}=t^{-1 / 2} W_{s t}\right)_{0 \leq s \leq 1}$. The resolvent $\left[\hat{\mathbf{R}}^{t}\left(s_{1}, s_{0}\right)\right]_{0 \leq s_{0}, s_{1} \leq 1}$ associated with $\left(\hat{\mathbf{L}}_{s}^{t}\right)_{0 \leq s \leq 1}$ has the form $\hat{\mathbf{R}}^{t}\left(s_{1}, s_{0}\right)=\mathbb{T}_{t}^{-1} \mathbf{R}\left(s_{1} t, s_{0} t\right) \mathbb{T}_{t}, s_{0}, s_{1} \in[0,1]$ and the covariance matrix of $\hat{\mathbf{G}}_{s}^{t}, 0 \leq s \leq 1$, is given by $\hat{\mathbf{K}}_{s}^{t}:=\operatorname{Cov}\left(\hat{\mathbf{G}}_{s}^{t}\right)=$ $t \mathbb{T}_{t}^{-1} \mathbf{K}_{s t} \mathbb{T}_{t}^{-1}$. The matrices $\left(\hat{\mathbf{L}}_{s}^{t}\right)_{0 \leq s \leq 1}$ and $\left(\hat{\Sigma}_{s}^{t}\right)_{0 \leq s \leq 1}$ satisfy for all $0 \leq s \leq 1$ :

$$
\begin{align*}
& \left|\hat{\mathbf{L}}_{s}^{t}\right| \leq\left(1 \vee T^{n}\right) \kappa \\
& {\left[\hat{\mathbf{L}}_{s}^{t}\right]_{i, i-1} \in \mathcal{E}_{i-1}, \quad 2 \leq i \leq n, \quad ; \quad\left[\hat{\mathbf{L}}_{s}^{t}\right]_{i, j}=0,1 \leq j \leq j+2 \leq i \leq n}  \tag{3.10}\\
& \operatorname{Spectrum}\left(\hat{\Sigma}_{s}^{t}\left(\hat{\Sigma}_{s}^{t}\right)^{*}\right) \subset\left[\Lambda^{-1}, \Lambda\right]
\end{align*}
$$

In particular, for $t \leq T \leq 1,\left(\hat{\mathbf{L}}_{s}^{t}\right)_{0 \leq s \leq 1}$ and $\left(\hat{\Sigma}_{s}^{t}\right)_{0 \leq s \leq 1}$ satisfy ( $\left.\mathbf{A}^{\text {linear }}\right)$ independently of $t$ and $T$ : by Proposition 3.4, $\left(\hat{\mathbf{K}}_{s}^{t}\right)_{0 \leq s \leq 1}$ satisfy the good scaling property with respect to some c depending on (A) only. Similarly, the resolvent $\left(\hat{\mathbf{R}}^{t}\left(s_{1}, s_{0}\right)\right)_{0 \leq s_{0}, s_{1} \leq 1}$ can be bounded independently of $t$ and $T$.

Proof. Following (2.10), it is easily checked that $d \hat{\mathbf{G}}_{s}^{t}=\hat{\mathbf{L}}_{s}^{t} \hat{\mathbf{G}}_{s}^{t} d s+B \hat{\Sigma}_{s}^{t} d \hat{W}_{s}$, $0 \leq s \leq 1$. Similarly, for a mapping $\boldsymbol{\phi}_{0 \leq s \leq T}$ satisfying $[d / d s] \boldsymbol{\phi}_{s}=\mathbf{L}_{s} \boldsymbol{\phi}_{s}, 0 \leq$ $s \leq T,\left(\hat{\boldsymbol{\phi}}_{s}^{t}:=\mathbb{T}_{t}^{-1} \boldsymbol{\phi}_{s t}\right)_{0 \leq s \leq 1}$ satisfies $[d / d s]\left[\hat{\boldsymbol{\phi}}_{s}^{t}\right]=\hat{\mathbf{L}}_{s}^{t} \hat{\boldsymbol{\phi}}_{s}^{t}$. In particular, recalling that $\hat{\mathbf{R}}$ denotes the resolvent associated with $\hat{\mathbf{L}}^{t}, \hat{\mathbf{R}}^{t}\left(s_{1}, s_{0}\right)=\mathbb{T}_{t}^{-1} \mathbf{R}\left(s_{1} t, s_{0} t\right) \mathbb{T}_{t}$. We also let the reader check from (3.7) that $\hat{\mathbf{K}}_{s}^{t}=t \mathbb{T}_{t}^{-1} \mathbf{K}_{s t} \mathbb{T}_{t}^{-1}$.

Finally, we note that $\left[\hat{\mathbf{L}}_{s}^{t}\right]_{i, j}=t^{j+1-i}\left[\mathbf{L}_{s}\right]_{i, j}$. Since $\left[\mathbf{L}_{s}\right]_{i, j}=0$ for $1 \leq j \leq j+2 \leq$ $i \leq n$, we deduce that $\left|\left[\hat{\mathbf{L}}_{s}^{t}\right]_{i, j}\right| \leq\left(1 \vee T^{n}\right)\left|\left[\mathbf{L}_{s}\right]_{i, j}\right|$. We also have $\left[\hat{\mathbf{L}}_{s}^{t}\right]_{i, j}=0$ for $1 \leq j \leq j+2 \leq i \leq n$ and $\left[\hat{\mathbf{L}}_{s}^{t}\right]_{i, i-1}=\left[\mathbf{L}_{s}\right]_{i, i-1} \in \mathcal{E}^{i-1}$ for $2 \leq i \leq n$. The bounds for the spectrum of $\hat{\Sigma}_{s}^{t}\left(\hat{\Sigma}_{s}^{t}\right)^{*}$ are obvious.

### 3.2 Stochastic Control Problem and Representation of the Gaussian Density

As announced in Point (i) of Subsection 2.2, we now specify the stochastic control formulation (2.6)-(2.7) in the Gaussian case and investigate the form and the properties of the optimal control. To simplify, we only consider the case when the initial and final points in (2.6) are 0: as explained in Point (iii), this is the only case needed for the main proof of Theorem 1.1. (Actually, the analysis could be extended to arbitrary initial and final points without additional difficulty.)

Proposition 3.7 Let $T>0$ and ( $\mathbf{A}^{\text {linear }}$ ) hold. Assume in addition that, for all $i \in\{1, \ldots, n-1\}$ and $t \in[0, T]$, $\alpha_{t}^{i}$ belongs to $\mathcal{E}_{i}$. Then, $\left(\mathbf{G}_{t}\right)_{0 \leq t \leq T}$ admits a transition kernel $(q(s, t, \mathbf{x}, \mathbf{y}))_{0 \leq s<t \leq T ; \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}}$ and for $\mathbf{G}_{0}=\mathbf{0}$, the density $q(0, T, \mathbf{0}, \mathbf{0})$ of $\mathbf{G}_{T}$ at $\mathbf{0}$ admits the representation: for all $\varepsilon \in(0, T]$,

$$
\begin{align*}
-\ln (q(0, T, \mathbf{0}, \mathbf{0}))= & -\ln \left(q\left(T-\varepsilon, T, \boldsymbol{\Gamma}_{T-\varepsilon}, \mathbf{0}\right)\right)+\frac{1}{2} \int_{0}^{T-\varepsilon}\left\langle A_{t}^{-1} \gamma_{t}, \gamma_{t}\right\rangle d t  \tag{3.11}\\
& +\int_{0}^{T-\varepsilon}\left\langle\Sigma_{t}^{-1} \gamma_{t}, d W_{t}\right\rangle
\end{align*}
$$

where $\left(\boldsymbol{\Gamma}_{t}\right)_{0 \leq t<T}$ is the solution of the controlled SDE

$$
\begin{equation*}
d \boldsymbol{\Gamma}_{t}=\mathbf{L}_{t} \boldsymbol{\Gamma}_{t} d t+B \gamma_{t} d t+B \Sigma_{t} d W_{t}, \quad 0 \leq t<T \tag{3.12}
\end{equation*}
$$

with $\boldsymbol{\Gamma}_{0}=\mathbf{0}$ and, for all $0 \leq t<T$,

$$
\begin{align*}
\gamma_{t} & =-A_{t} B^{*}[\mathbf{R}(T, t)]^{*} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B \Sigma_{s} d W_{s} \\
\boldsymbol{\rho}_{t} & =\mathbf{H}(t, T)[\mathbf{R}(T, t)]^{*}, \mathbf{H}(t, T)=\int_{t}^{T} \mathbf{R}(t, s) B A_{s} B^{*}[\mathbf{R}(t, s)]^{*} d s \tag{3.13}
\end{align*}
$$

(The matrices $\boldsymbol{\rho}_{t}$ and $\mathbf{H}(t, T)$ are of size $n d \times n d$.) Moreover, for all $t \in[0, T)$, $\boldsymbol{\rho}_{t}$ is invertible and, for all $\varepsilon \in(0, T]$, there exists a constant $C_{3.7}(\varepsilon)>0$, only
depending on $\varepsilon, T$ and (A), such that

$$
\begin{equation*}
\left|\boldsymbol{\rho}_{t}^{-1}\right| \leq C_{3.7}(\varepsilon), \quad 0 \leq t \leq T-\varepsilon \tag{3.14}
\end{equation*}
$$

(In particular, for all $\varepsilon \in(0, T], \mathbb{E} \int_{0}^{T-\varepsilon}\left|\gamma_{t}\right|^{2} d t$ is finite.) Finally, $\boldsymbol{\Gamma}_{t}$ admits the representation

$$
\begin{equation*}
\boldsymbol{\Gamma}_{t}=\boldsymbol{\rho}_{t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B \Sigma_{s} d W_{s} \tag{3.15}
\end{equation*}
$$

Proof. Existence of the transition densities $(q(s, t, \mathbf{x}, \mathbf{y}))_{0 \leq s<t \leq T ; \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}}$ follows from Propositions 3.4 and 3.3: any vector $\left(\mathbf{G}_{s+h}-\mathbf{G}_{s}\right)_{0 \leq s<s+h \leq T}$ fulfills the required assumptions in these two propositions. By (3.7) and the semi-group property for the resolvent $\mathbf{R}$ (i.e. $\mathbf{R}(T, t) \mathbf{R}(t, s)=\mathbf{R}(T, s)$ ), we also emphasize that

$$
\mathbf{R}(T, t) \mathbf{H}(t, T)[\mathbf{R}(T, t)]^{*}=\int_{t}^{T} \mathbf{R}(T, s) B A_{s} B^{*}[\mathbf{R}(T, s)]^{*} d s
$$

is the covariance matrix of $\mathbf{G}_{T}-\mathbf{G}_{t}$. We denote it by $\mathbf{K}(t, T)$ : by the scaling Lemma 3.6, we can write $\mathbf{K}(t, T)=(T-t)^{-1} \mathbb{T}_{(T-t)} \dot{\mathbf{K}}_{1}^{t, T} \mathbb{T}_{(T-t)}$ and $\mathbf{R}(t, T)=$ $\mathbb{T}_{T-t} \hat{\mathbf{R}}^{t, T}(0,1) \mathbb{T}_{T-t}^{-1}, \hat{\mathbf{K}}_{1}^{t, T}, \hat{\mathbf{R}}^{t, T}(0,1)$ standing for the covariance and resolvent matrices at time 1 associated with the rescaled process $\hat{\mathbf{G}}_{u}^{t, T}:=(T-t)^{1 / 2} \mathbb{T}_{T-t}^{-1}$ $\left(\mathbf{G}_{t+u(T-t)}-\mathbf{G}_{t}\right), u \in[0,1]$, satisfying the same assumptions as $\mathbf{G}$ uniformly in the scaling parameter $t \in[0, T)$. Therefore, we have $\mathbf{H}(t, T)=$ $\mathbf{R}(t, T) \mathbf{K}(t, T)[\mathbf{R}(t, T)]^{*}=(T-t)^{-1} \mathbb{T}_{T-t} \hat{\mathbf{R}}^{t, T}(0,1) \hat{\mathbf{K}}_{1}^{t, T}\left[\hat{\mathbf{R}}^{t, T}(0,1)\right]^{*} \mathbb{T}_{T-t}$. Since the rescaled process satisfies the same assumptions as $\mathbf{G}$ (the constant $\kappa$ being possibly magnified by some power of $T$, see (3.10)), we know that $\hat{\mathbf{K}}_{1}^{t, T}$ is non-degenerate (uniformly in $t$ ), so that the spectrum of $\mathbf{H}(t, T)$ is bounded from below by a positive constant, uniformly in $t \in[0, T-\varepsilon)$, for any $\varepsilon \in(0, T]$. Inequality (3.14) easily follows. This shows that, for any $\varepsilon \in(0, T]$, $\mathbb{E} \int_{0}^{T-\varepsilon}\left|\gamma_{t}\right|^{2} d t<+\infty$. As a consequence, Eq. (3.12) is well-posed.

We now provide the explicit form of $\left(\boldsymbol{\Gamma}_{t}\right)_{0 \leq t<T}$ by variation of parameters. To do so, we write the ODE satisfied by the matrices $(\mathbf{H}(t, T))_{0 \leq t \leq T}$. It satisfies

$$
\begin{equation*}
[d / d t] \mathbf{H}(t, T)=\mathbf{L}_{t} \mathbf{H}(t, T)+\mathbf{H}(t, T) \mathbf{L}_{t}^{*}-B A_{t} B^{*}, \quad 0 \leq t \leq T . \tag{3.16}
\end{equation*}
$$

Since $\boldsymbol{\rho}_{t}=\mathbf{H}(t, T)[\mathbf{R}(T, t)]^{*}$ for all $t \in[0, T]$, we have

$$
\begin{equation*}
\dot{\boldsymbol{\rho}}_{t}=\mathbf{L}_{t} \boldsymbol{\rho}_{t}-B A_{t} B^{*}[\mathbf{R}(T, t)]^{*} \tag{3.17}
\end{equation*}
$$

since $[d / d t][\mathbf{R}(T, t)]^{*}=-\mathbf{L}_{t}^{*}[\mathbf{R}(T, t)]^{*}$. (This is an easy consequence of the inverse property $\mathbf{R}(T, t)=[\mathbf{R}(t, T)]^{-1}$.) We then see $\left(\boldsymbol{\rho}_{t}\right)_{0 \leq t \leq T}$ as a kind of resolvent vanishing at time $T$. By (3.14), ( $\left.\tilde{\boldsymbol{\Gamma}}_{t}=\boldsymbol{\rho}_{t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B \Sigma_{s} d \bar{W}_{s}\right)_{0 \leq t<T}$ is well defined: it satisfies $d \tilde{\boldsymbol{\Gamma}}_{t}=\mathbf{L}_{t} \tilde{\boldsymbol{\Gamma}}_{t} d t+B \gamma_{t} d t+B \Sigma_{t} d W_{t}$. Comparing with (3.12), we deduce that $\boldsymbol{\Gamma}_{t}=\tilde{\boldsymbol{\Gamma}}_{t}$ for all $t \in[0, T)$ a.s. This proves (3.15).

We finally set $J_{t}:=-2 \ln \left[q\left(t, T, \boldsymbol{\Gamma}_{t}, \mathbf{0}\right)\right], 0 \leq t<T$, that is $J_{t}=n d \ln (2 \pi)+$ $\ln (\operatorname{det}(\mathbf{K}(t, T)))+\left\langle[\mathbf{K}(t, T)]^{-1} \mathbf{R}(T, t) \boldsymbol{\Gamma}_{t}, \mathbf{R}(T, t) \boldsymbol{\Gamma}_{t}\right\rangle$. (See Proposition 3.1 for
the form of $q\left(t, T, \boldsymbol{\Gamma}_{t}, \mathbf{0}\right)$.) From the equality $\mathbf{K}(t, T)=\mathbf{R}(T, t) \mathbf{H}(t, T)[\mathbf{R}(T, t)]^{*}$ and the Wronskian identity, we obtain
$\operatorname{det}(\mathbf{K}(t, T))=\operatorname{det}(\mathbf{H}(t, T)) \operatorname{det}(\mathbf{R}(T, t))^{2}=\operatorname{det}(\mathbf{H}(t, T)) \exp \left(2 \int_{t}^{T} \operatorname{Tr}\left(\mathbf{L}_{u}\right) d u\right)$.
Hence, $J_{t}=n d \ln (2 \pi)+\ln (\operatorname{det}(\mathbf{H}(t, T)))+2 \int_{t}^{T} \operatorname{Tr}\left(\mathbf{L}_{u}\right) d u+\left\langle[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}, \boldsymbol{\Gamma}_{t}\right\rangle$. We then compute (use that $[d / d t]\left(\ln \left(\operatorname{det}\left(\mathbf{f}_{t}\right)\right)=\operatorname{Tr}\left(\mathbf{f}_{t}^{-1}\left[d \mathbf{f}_{t} / d t\right]\right)\right.$ for an $\mathcal{M}_{n d}(\mathbb{R})$ valued differentiable function $\left(\mathbf{f}_{t}\right)_{0 \leq t \leq T}$ of non-zero determinant)

$$
\begin{aligned}
d J_{t} & =\operatorname{Tr}\left[[\mathbf{H}(t, T)]^{-1}[d / d t][\mathbf{H}(t, T)] d t-2 \operatorname{Tr}\left(\mathbf{L}_{t}\right) d t\right. \\
& -\left\langle[d / d t][\mathbf{H}(t, T)][\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t},[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}\right\rangle d t \\
& +2\left\langle[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}, \mathbf{L}_{t} \boldsymbol{\Gamma}_{t}+B \gamma_{t}\right\rangle d t+\operatorname{Tr}\left[B A_{t} B^{*}[\mathbf{H}(t, T)]^{-1}\right] d t \\
& +2\left\langle[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}, B \Sigma_{t} d W_{t}\right\rangle .
\end{aligned}
$$

By the ODE (3.16) satisfied by $(\mathbf{H}(t, T))_{0 \leq t \leq T}$, the first line in the above right-hand side is equal to $-\operatorname{Tr}\left(B A_{t} B^{*}[\mathbf{H}(t, T)]^{-1}\right)$ and the second line to $-2\left\langle[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}, \mathbf{L}_{t} \boldsymbol{\Gamma}_{t}\right\rangle+\left\langle B A_{t} B^{*}[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t},[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}\right\rangle$, so that

$$
\begin{aligned}
d J_{t}= & \left(\left\langle B A_{t} B^{*}[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t},[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}\right\rangle+2\left\langle[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}, B \gamma_{t}\right\rangle\right) d t \\
& +2\left\langle[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}, B \Sigma_{t} d W_{t}\right\rangle .
\end{aligned}
$$

By (3.13) and (3.15), $\gamma_{t}=-A_{t} B^{*}[\mathbf{R}(T, t)]^{*} \boldsymbol{\rho}_{t}^{-1} \boldsymbol{\Gamma}_{t}=-A_{t} B^{*}[\mathbf{H}(t, T)]^{-1} \boldsymbol{\Gamma}_{t}$, we deduce that $d J_{t}=-\left\langle A_{t}^{-1} \gamma_{t}, \gamma_{t}\right\rangle d t-2\left\langle\Sigma_{t}^{-1} \gamma_{t}, d W_{t}\right\rangle$.

Remark 3.8 We mention that the result of Proposition 3.7 could also be derived from the formulation (2.6) by taking the density itself for the mollifier $\eta_{\varepsilon}$, i.e. $\eta_{\varepsilon}(\mathbf{x})=q(T-\varepsilon, T, \mathbf{x}, \mathbf{0}), \forall \mathbf{x} \in \mathbb{R}^{\text {nd }}$. The optimal control is then given by $\left(v_{t}^{*}\right)_{0 \leq t<T}$ in (2.7). To derive the explicit formulas (3.13) and (3.15), this method actually leads to the same computations as the ones used above.

Since $q(T-\varepsilon, T, \cdot, \mathbf{0})$ converges (in the weak sense) to the Dirac mass at $\mathbf{0}$ in (3.11) as $\varepsilon$ tends to 0 , we expect $\boldsymbol{\Gamma}_{T-\varepsilon}$ to converge to $\mathbf{0}$ with $\varepsilon$. The rate of convergence is given by

Lemma 3.9 Under the assumption and notation of Proposition 3.7, for any $p \geq 1$, there exists a constant $C_{3.9}(p)>0$, only depending on $p, T \vee 1$ and (A), such that $\mathbb{E}\left[\left|(T-t)^{1 / 2} \mathbb{T}_{T-t}^{-1} \boldsymbol{\Gamma}_{t}\right|^{p}\right] \leq C_{3.9}(p)$ and $\mathbb{E}\left[\left|\gamma_{t}\right|^{p}\right] \leq C_{3.9}(p)(T-t)^{-p / 2}$. In particular, for all $i \in\{1, \cdots, n\}, \mathbb{E}\left[\left|\boldsymbol{\Gamma}_{t}^{i}\right|\right] \leq C(T-t)^{i-1 / 2}$.

Proof. For a given $t \in[0, T)$, we have $(T-t)^{1 / 2} \mathbb{T}_{T-t}^{-1} \boldsymbol{\Gamma}_{t}=(T-t)^{1 / 2} \mathbb{T}_{T-t}^{-1} \boldsymbol{\rho}_{t} \times$ $\int_{0}^{t} \rho_{s}^{-1} B \Sigma_{s} d W_{s}$. Obviously, it is a Gaussian random vector, with covariance matrix $(T-t) \mathbb{T}_{T-t}^{-1} \boldsymbol{\rho}_{t}\left[\int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B A_{s} B^{*}\left[\boldsymbol{\rho}_{s}^{-1}\right]^{*} d s\right] \boldsymbol{\rho}_{t}^{*} \mathbb{T}_{T-t}^{-1}$. By the scaling argument
used in the proof of Proposition 3.7, we write

$$
\begin{align*}
\boldsymbol{\rho}_{t} & =\mathbf{H}(t, T)[\mathbf{R}(T, t)]^{*}=\mathbf{H}(t, T)\left[(\mathbf{R}(t, T))^{-1}\right]^{*} \\
& =(T-t)^{-1} \mathbb{T}_{T-t} \hat{\mathbf{R}}^{t, T}(0,1) \hat{\mathbf{K}}_{1}^{t, T} \mathbb{T}_{T-t} . \tag{3.18}
\end{align*}
$$

Denoting by $\leq$ the standard comparison between nonnegative symmetric matrices we obtain

$$
\begin{aligned}
& \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B A_{s} B^{*}\left[\boldsymbol{\rho}_{s}^{-1}\right]^{*} d s \\
& \leq \Lambda \int_{0}^{t}(T-s)^{2} \mathbb{T}_{T-s}^{-1}\left[\hat{\mathbf{K}}_{1}^{s, T}\right]^{-1} \hat{\mathbf{R}}^{s, T}(1,0) \mathbb{T}_{T-s}^{-1} B \\
& \quad \times B^{*} \mathbb{T}_{T-s}^{-1}\left[\hat{\mathbf{R}}^{s, T}(1,0)\right]^{*}\left[\left[\hat{\mathbf{K}}_{1}^{s, T}\right]^{-1}\right]^{*} \mathbb{T}_{T-s}^{-1} d s .
\end{aligned}
$$

We note that $\mathbb{T}_{T-s}^{-1} B B^{*} \mathbb{T}_{T-s}^{-1}=(T-s)^{-2} B B^{*}$. By Lemma 3.6, the rescaled matrices $\left[\hat{\mathbf{K}}_{1}^{s, T}\right]^{-1}$ and $\hat{\mathbf{R}}^{s, T}(1,0)$ are uniformly bounded in $s$ by a constant only depending on $T \vee 1$ and (A). As a consequence, there exists a nonnegative constant $C_{1 \vee T}$ (which may vary from line to line), only depending on the parameters quoted in the statement, such that

$$
\begin{equation*}
\int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B A_{s} B^{*}\left[\boldsymbol{\rho}_{s}^{-1}\right]^{*} d s \leq C_{1 \vee T} \int_{0}^{t} \mathbb{T}_{T-s}^{-2} d s \leq C_{1 \vee T}(T-t) \mathbb{T}_{T-t}^{-2} \tag{3.19}
\end{equation*}
$$

Finally, the covariance matrix of $(T-t)^{1 / 2} \mathbb{T}_{T-t}^{-1} \boldsymbol{\Gamma}_{t}$ is bounded as follows:

$$
\begin{aligned}
& (T-t) \mathbb{T}_{T-t}^{-1} \boldsymbol{\rho}_{t}\left[\int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B A_{s} B^{*}\left[\boldsymbol{\rho}_{s}^{-1}\right]^{*} d s\right] \boldsymbol{\rho}_{t}^{*} \mathbb{T}_{T-t}^{-1} \\
& \leq C_{1 \vee T} \hat{\mathbf{R}}^{t, T}(0,1) \hat{\mathbf{K}}_{1}^{t, T} \mathbb{T}_{T-t} \mathbb{T}_{T-t}^{-2} \mathbb{T}_{T-t} \hat{\mathbf{K}}_{1}^{t, T}\left[\hat{\mathbf{R}}^{t, T}(0,1)\right]^{*}
\end{aligned}
$$

This clearly proves that the covariance matrix $(T-t)^{1 / 2} \mathbb{T}_{T-t}^{-1} \boldsymbol{\Gamma}_{t}$ is uniformly bounded in $t \in[0, T)$. The bound for $\left(\boldsymbol{\Gamma}_{t}\right)_{0 \leq t<T}$ easily follows. The bound for $\left(\gamma_{t}\right)_{0 \leq t<T}$ is obtained in a similar way since

$$
\begin{aligned}
\gamma_{t} & =-A_{t} B^{*}[\mathbf{R}(T, t)]^{*} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B \Sigma_{s} d W_{s} \\
& =-A_{t} B^{*} \mathbb{T}_{T-t}^{-1}\left[\hat{\mathbf{R}}^{t, T}(1,0)\right]^{*} \mathbb{T}_{T-t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B \Sigma_{s} d W_{s} \\
& =-(T-t)^{-1} A_{t} B^{*}\left[\hat{\mathbf{R}}^{t, T}(1,0)\right]^{*} \mathbb{T}_{T-t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B \Sigma_{s} d W_{s} .
\end{aligned}
$$

The covariance matrix of $\gamma_{t}$ (which is in $\mathcal{M}_{d}(\mathbb{R})$ ) has the form

$$
(T-t)^{-2} A_{t} B^{*}\left[\hat{\mathbf{R}}^{t, T}(1,0)\right]^{*} \mathbb{T}_{T-t}\left[\int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B A_{s} B^{*}\left[\boldsymbol{\rho}_{s}^{-1}\right]^{*} d s\right] \mathbb{T}_{T-t} \hat{\mathbf{R}}^{t, T}(1,0) B A_{t}^{*}
$$

By (3.19), we deduce that the covariance matrix is bounded by $C_{1 \vee T}(T-t)^{-1} I_{d}$, $I_{d}$ standing for the identity matrix of size $d$.

## 4 Proof of the Lower Bound

Here is the core of the proof of the lower bound.

### 4.1 Nonlinear Controllability

As announced in Point (ii) of Subsection 2.2, we first investigate the controllability problem (2.8)-(2.9):

$$
\begin{aligned}
& I\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)=\inf \left\{\int_{0}^{T}\left|\varphi_{t}\right|^{2} d t: \boldsymbol{\phi}_{0}=\mathbf{x}_{0}, \quad \boldsymbol{\phi}_{T}=\mathbf{y}_{0}\right\} \\
& \text { with } \quad \dot{\phi}_{t}=\mathbf{F}\left(t, \boldsymbol{\phi}_{t}\right)+B \varphi_{t}, \quad 0 \leq t \leq T ; \quad \boldsymbol{\phi}_{0}=\mathbf{x}_{0}
\end{aligned}
$$

$T$ and $\mathbf{y}_{0}$ being fixed as in Subsection 2.1.
As explained in Subsection 2.2, $I\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)$ is expected to be the typical "offdiagonal" decay of $p\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)$. In this subsection, we prove that $I\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)$ is of the same order as $T\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)\right|^{2}$, i.e. of the same order as the "off-diagonal" term in the two-sided bounds in Theorem 1.1. Right below, we first prove a lower bound for $(I(t, \cdot, \cdot))_{0<t \leq T}$ :

Proposition 4.1 There exists a constant $C_{4.1}>0$, depending on (A) and $T$ only, such that, for any $0<t \leq T$, for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}, I(t, \mathbf{x}, \mathbf{y}) \geq$ $C_{4.1} t\left|\mathbb{T}_{t}^{-1}\left[\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{y}\right]\right|^{2}$.

Proof. Fix $t \in(0, T]$ and $\mathbf{x} \in \mathbb{R}^{n d}$ and consider a control $\varphi \in L^{2}\left([0, T], \mathbb{R}^{d}\right)$ together with the associated trajectory $\phi$ (see (2.8)) under the initial condition $\phi_{0}=\mathrm{x}$. Then, we can write

$$
\dot{\boldsymbol{\phi}}_{s}-\dot{\boldsymbol{\theta}}_{s}(\mathbf{x})=\mathbf{L}_{s}\left(\boldsymbol{\phi}_{s}-\boldsymbol{\theta}_{s}(\mathbf{x})\right)+B \varphi_{s}, \quad 0 \leq s \leq t,
$$

where $\mathbf{L}_{s}=\int_{0}^{1} \mathbf{D}_{\mathbf{x}} \mathbf{F}\left(s, \boldsymbol{\theta}_{s}(\mathbf{x})+\lambda\left(\boldsymbol{\phi}_{s}-\boldsymbol{\theta}_{s}(\mathbf{x})\right)\right) d \lambda \in \mathcal{M}_{n d}(\mathbb{R})$ and $\mathbf{D}_{\mathbf{x}} \mathbf{F}$ denotes the space derivative of $\mathbf{F}$. By Assumption ( $\mathbf{A}$ ), $\left|\mathbf{D}_{\mathbf{x}} \mathbf{F}(s, \mathbf{z})\right| \leq \kappa$ and, for $2 \leq$ $i \leq n,\left[\mathbf{D}_{\mathbf{x}} \mathbf{F}(s, \mathbf{z})\right]_{i, i-1}=D_{x_{i-1}} F_{i}\left(s, \mathbf{z}^{i-1, n}\right) \in \mathcal{E}^{i-1}$. We thus interpret the above equation as a controlled linear equation with $\mathbf{0}$ as initial condition and $\phi_{t}-\boldsymbol{\theta}_{t}(\mathbf{x})$ as terminal point. By the combination of Propositions 3.1 and 3.4 with the above $\left(\mathbf{L}_{s}\right)_{0 \leq s \leq t}$ and $\left(\Sigma_{s}=I_{d}\right)_{0 \leq s \leq t}\left(I_{d}\right.$ is the identity matrix of size $d$ ), we know that there exists a constant $C>0$, only depending on the parameters quoted in the statement, such that $\int_{0}^{t}\left|\varphi_{s}\right|^{2} d s \geq C t\left|\mathbb{T}_{t}^{-1}\left[\boldsymbol{\phi}_{t}-\boldsymbol{\theta}_{t}(\mathbf{x})\right]\right|^{2}$.

The converse bound is more challenging:
Proposition 4.2 There exists a constant $C_{4.2} \geq 0$, depending on (A) and $T$ only, such that, for any $0<t \leq T$ and $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}$, we can find a control
$\left(\varphi_{s}\right)_{0 \leq s \leq t}$ with values in $\mathbb{R}^{d}$ satisfying
(1) $\sup _{0 \leq s \leq t}\left|\varphi_{s}\right|^{2} \leq C_{4.2}\left|\mathbb{T}_{t}^{-1}\left[\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{y}\right]\right|^{2}$
(2) the solution $\left(\boldsymbol{\phi}_{s}\right)_{0 \leq s \leq t}$ to (2.8) associated with $\left(\varphi_{s}\right)_{0 \leq s \leq t}$ and with the initial condition $\boldsymbol{\phi}_{0}=\mathbf{x}$ reaches $\mathbf{y}$ at time $t$, i.e. $\phi_{t}=\mathbf{y}$.

In particular, $I(t, \mathbf{x}, \mathbf{y}) \leq C_{4.2} t\left|\mathbb{T}_{t}^{-1}\left[\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{y}\right]\right|^{2}$.
Proof. We fix $t \in(0, T]$ and $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}$. We are then seeking for a path $\left(\boldsymbol{\phi}_{s}\right)_{0 \leq s \leq t}$, driven by a control $\left(\varphi_{s}\right)_{0 \leq s \leq t}$ of supremum norm less than $t \mid \mathbb{T}_{t}^{-1}\left[\phi_{t}-\right.$ $\left.\boldsymbol{\theta}_{t}(\mathbf{x})\right]\left.\right|^{2}$ (up to a multiplicative constant), such that $\boldsymbol{\phi}_{0}=\mathbf{x}, \boldsymbol{\phi}_{t}=\mathbf{y}$ and $\dot{\phi}_{s}=\mathbf{F}\left(s, \boldsymbol{\phi}_{s}\right)+B \varphi_{s}, 0 \leq s \leq t$. By subtracting the path $\left(\boldsymbol{\theta}_{s}(\mathbf{x})\right)_{0 \leq s \leq t}$ given by (1.4), it is equivalent to find a path from $\mathbf{0}$ to $\mathbf{y}-\boldsymbol{\theta}_{t}(\mathbf{x})$ for the nonlinear controlled problem driven by the function $\mathbf{F}\left(s, \boldsymbol{\theta}_{s}(\mathbf{x})+\cdot\right)-\mathbf{F}\left(s, \boldsymbol{\theta}_{s}(\mathbf{x})\right)$. In other words, we can assume w.l.o.g. that $\mathbf{x}=\mathbf{0}$ is the initial point, $\mathbf{y}-\boldsymbol{\theta}_{t}(\mathbf{x})$ is the terminal point and $\mathbf{F}(s, \mathbf{0})=\mathbf{0}, 0 \leq s \leq t$. We then write

$$
\begin{equation*}
\dot{\boldsymbol{\phi}}_{s}=\mathbf{L}\left(s, \boldsymbol{\phi}_{s}\right) \boldsymbol{\phi}_{s}+B \varphi_{s}, \quad 0 \leq s \leq t ; \quad \mathbf{L}\left(s, \boldsymbol{\phi}_{s}\right)=\int_{0}^{1} \mathbf{D}_{\mathbf{x}} \mathbf{F}\left(s, \lambda \boldsymbol{\phi}_{s}\right) d \lambda \tag{4.1}
\end{equation*}
$$

The usual way to solve such a controllability problem relies on Schauder's fixed point theorem. The idea is to associate with each $\mathbb{R}^{n d}$-valued path $\left(\mathbf{z}_{s}\right)_{0 \leq s \leq t}$ the linear control problem of type (3.1) driven by $\left(\mathbf{L}_{s}^{\mathbf{z}}=\int_{0}^{1} \mathbf{D}_{\mathbf{x}} \mathbf{F}\left(s, \lambda \mathbf{z}_{s}\right) \bar{d} \lambda\right)_{0 \leq s \leq t}$ and $\left(\Sigma_{s}=I_{d}\right)_{0 \leq s \leq t}$ (identity matrix of size $d$ ) and to seek for a fixed point. We let the reader check that, for each $\mathbf{z}$, the pair $\left(\left(\mathbf{L}_{s}^{\mathbf{z}}\right)_{0 \leq s \leq t}, I_{d}\right)$ satisfies the assumption of Proposition 3.4. In particular, the spectrum of $\mathbf{K}_{t}^{\mathbf{z}}$, covariance matrix at time $t$ (or equivalently Gram matrix at time $t$, see Proposition 3.1) associated with the pair $\left(\left(\mathbf{L}_{s}^{Z}\right)_{0 \leq s \leq t}, I_{d}\right)$, is in some $\left[\gamma^{-1}, \gamma\right]$, $\gamma$ being positive and independent of $\mathbf{z}$. By Coron [Cor07, Theorem 3.40], the nonlinear controllability problem (4.1) with $\mathbf{0}$ and $\mathbf{y}-\boldsymbol{\theta}_{t}(\mathbf{x})$ as boundary conditions is then solvable. The exhibited control $\left(\varphi_{s}\right)_{0 \leq s \leq t}$ in the proof is

$$
\varphi_{s}=B^{*}\left[\mathbf{R}^{\phi}(t, s)\right]^{*}\left[\mathbf{K}_{t}^{\phi}\right]^{-1}\left(\mathbf{y}-\boldsymbol{\theta}_{t}(\mathbf{x})\right), \quad 0 \leq s \leq t
$$

where $\mathbf{R}^{\phi}$ stands for the resolvent associated with the linear equation driven by the coefficient $\left(\mathbf{L}\left(s, \boldsymbol{\phi}_{s}\right)\right)_{0 \leq s \leq t}$. (Again, as in Proposition 3.1.) This proves (2).

To prove (1) with respect to $C_{4.2}$ depending on $T$ and quantities in (A) only, we apply the scaling Lemma 3.6 to $\left(\mathbf{L}\left(s, \boldsymbol{\phi}_{s}\right), \Sigma_{s}\right)_{0 \leq s \leq t}$. (Actually, we should say to a suitable extension $\left(\mathbf{L}\left(s, \boldsymbol{\phi}_{s}\right), \Sigma_{s}\right)_{0 \leq s \leq T}$ of $\left(\mathbf{L}\left(s, \boldsymbol{\phi}_{s}\right), \Sigma_{s}\right)_{0 \leq s \leq t}$ to be in the required framework, say for example $\left.\left(\mathbf{L}\left(s \wedge t, \boldsymbol{\phi}_{s \wedge t}\right), \Sigma_{s \wedge t}\right)_{0 \leq s \leq T}\right)$. Choosing $s_{1}=1$ and $s_{0}=s / t$ in the statement of Lemma 3.6, we write $\mathbf{R}^{\phi}(t, s)=$ $\mathbb{T}_{t} \hat{\mathbf{R}}^{\phi, t}(1, s / t) \mathbb{T}_{t}^{-1}$ and $\mathbf{K}_{t}^{\phi}=t^{-1} \mathbb{T}_{t} \hat{\mathbf{K}}_{1}^{\phi, t} \mathbb{T}_{t}$, so that

$$
\varphi_{s}=B^{*} t \mathbb{T}_{t}^{-1}\left[\hat{\mathbf{R}}^{\phi, t}\left(1, \frac{s}{t}\right)\right]^{*}\left[\hat{\mathbf{K}}_{1}^{\phi, t}\right]^{-1} \mathbb{T}_{t}^{-1}\left(\mathbf{y}-\boldsymbol{\theta}_{t}(\mathbf{x})\right)
$$

Since the rescaled coefficients satisfy the "right" assumption (3.10) on [0,1], the matrices $\hat{\mathbf{R}}^{\phi}(1, s / t)$ and $\left[\hat{\mathbf{K}}_{1}^{\phi}\right]^{-1}$ are bounded by a constant $C_{4.2}$ depending on $T$ and (A) only. Since $B^{*} t \mathbb{T}_{t}^{-1}=B^{*}$, this completes the proof.

### 4.2 Linearization of the Stochastic Control Problem

We now tackle the last part (iii) of the plan detailed in Subsection 2.2. Recall the problem: to get a lower bound for the density $p\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)$, we think of proving an upper bound for $J_{\varepsilon}\left(0, \mathbf{x}_{0}\right)$, uniformly in $\varepsilon>0$. To prove an upper bound for $J_{\varepsilon}\left(0, \mathbf{x}_{0}\right)$, we think of plugging a specific control $\left(v_{t}\right)_{0 \leq t \leq T-\varepsilon}$ in the stochastic control representation (2.6). The idea, as written in Subsection 2.2, is to seek $\left(v_{t}\right)_{0 \leq t \leq T-\varepsilon}$ of the form $v_{t}=v_{t}^{0}+\varphi_{t}, 0 \leq t \leq T-\varepsilon,\left(\varphi_{t}\right)_{0 \leq t \leq T}$ being given by Proposition 4.2 with $\mathbf{x}=\mathbf{x}_{0}$ and $\mathbf{y}=\mathbf{y}_{0}$.

Recall indeed that the controlled SDE associated with $\left(v_{t}\right)_{0 \leq t \leq T}$ has the form (2.5)

$$
d \boldsymbol{\chi}_{t}=\left[\mathbf{F}\left(t, \boldsymbol{\chi}_{t}\right)+B v_{t}\right] d t+B \sigma\left(t, \boldsymbol{\chi}_{t}\right) d W_{t}, \quad 0 \leq t \leq T-\varepsilon
$$

with the initial condition $\chi_{0}=\mathbf{x}_{0}$. (From now on, both $\mathbf{x}_{0}$ and $\varepsilon$ are fixed once for all). Then, the difference $\left(\chi_{t}-\phi_{t}\right)_{0 \leq t \leq T-\varepsilon}$, with $\boldsymbol{\phi}$ as in Proposition 4.2 (i.e. associated with $\left(\varphi_{t}\right)_{0 \leq t \leq T}$ and $(\mathbf{x}, \mathbf{y})=\left(\mathbf{x}_{0}, \mathbf{y}_{0}\right)$ ), satisfies

$$
\begin{aligned}
d\left[\boldsymbol{\chi}_{t}-\boldsymbol{\phi}_{t}\right] & =\left[\mathbf{F}\left(t, \boldsymbol{\chi}_{t}\right)-\mathbf{F}\left(t, \boldsymbol{\phi}_{t}\right)+B\left(v_{t}-\varphi_{t}\right)\right] d t+B \sigma\left(t, \boldsymbol{\chi}_{t}\right) d W_{t} \\
& =\left[\mathbf{F}\left(t, \boldsymbol{\chi}_{t}\right)-\mathbf{F}\left(t, \boldsymbol{\phi}_{t}\right)+B v_{t}^{0}\right] d t+B \sigma\left(t, \boldsymbol{\chi}_{t}\right) d W_{t},
\end{aligned}
$$

with the initial condition $\chi_{0}-\phi_{0}=\mathbf{0}$. We are thus reduced to seek for a control $\left(v_{t}^{0}\right)_{0 \leq t \leq T-\varepsilon}$, with a reasonable cost, such that $\boldsymbol{\chi}_{T-\varepsilon}-\boldsymbol{\phi}_{T-\varepsilon}$ be close to $\mathbf{y}_{0}-\boldsymbol{\phi}_{T}=\mathbf{0}$ when $\varepsilon$ is small. Observing the above equation, we then set, for $0 \leq t \leq T-\varepsilon$ and $\mathbf{x} \in \mathbb{R}^{n d}$

$$
\begin{equation*}
\boldsymbol{\Theta}_{t}=\chi_{t}-\boldsymbol{\phi}_{t}, \quad \mathcal{F}(t, \mathbf{x})=\mathbf{F}\left(t, \boldsymbol{\phi}_{t}+\mathbf{x}\right)-\mathbf{F}\left(t, \boldsymbol{\phi}_{t}\right), \quad \varsigma(t, \mathbf{x})=\sigma\left(t, \boldsymbol{\phi}_{t}+\mathbf{x}\right) \tag{4.2}
\end{equation*}
$$

so that the pair $\left(v_{t}^{0}, \boldsymbol{\Theta}_{t}\right)_{0 \leq t \leq T-\varepsilon}$ satisfies

$$
\begin{equation*}
d \boldsymbol{\Theta}_{t}=\left[\mathcal{F}\left(t, \boldsymbol{\Theta}_{t}\right)+B v_{t}^{0}\right] d t+B \varsigma\left(t, \boldsymbol{\Theta}_{t}\right) d W_{t}, \quad \boldsymbol{\Theta}_{0}=\mathbf{0} \tag{4.3}
\end{equation*}
$$

Once again, $\left(v_{t}^{0}\right)_{0 \leq t \leq T-\varepsilon}$ is sought to make $\boldsymbol{\Theta}_{T-\varepsilon}$ close to $\mathbf{0}$. In fact, it is reasonable to seek $\left(v_{t}^{0}\right)_{0 \leq t \leq T-\varepsilon}$ to make the whole path $\left(\boldsymbol{\Theta}_{t}\right)_{0 \leq t \leq T-\varepsilon}$ be in the neighborhood of $\mathbf{0}$. Since $\mathcal{F}(t, \mathbf{0})=\mathbf{0}$, we thus think of seeking $\left(v_{t}^{0}\right)_{0 \leq t \leq T-\varepsilon}$ by approximating the above controlled SDE by a linear version driven by the mappings $\left(\mathbf{L}_{t}: \mathbf{x} \in \mathbb{R}^{n d} \mapsto \mathbf{D}_{\mathbf{x}} \mathcal{F}(t, \mathbf{0}) \mathbf{x}\right)_{0 \leq t \leq T-\varepsilon}$ and by the diffusion matrix $\left(\Sigma_{t}=\varsigma(t, \mathbf{0})\right)_{0 \leq t \leq T-\varepsilon}$. $\left(\right.$ Here, $\mathbf{D}_{\mathbf{x}} \mathcal{F}(t, \mathbf{0})$ stands for the gradient of $\mathcal{F}$.) Indeed, in the linear case, the optimal control is explicitly known: it is given by Proposition 3.7. (See (3.13).) This is the strategy announced in Subsection 2.2.

We here show that it is enough to consider a reduced gradient for the linearization. For $t \in[0, T-\varepsilon]$, the reduced gradient of $\mathcal{F}(t, \cdot)$ at $\mathbf{0}$ is an $n d \times n d$ matrix, denoted by $D \mathcal{F}(t, \mathbf{0})$, with $n-1$ non-zero $d \times d$ blocks only: $[D \mathcal{F}(t, \mathbf{0})]_{i-1, i}=D_{x_{i-1}} \mathcal{F}_{i}(t, \mathbf{0})$ for $2 \leq i \leq n$; the other blocks are zero. In other words, only the subdiagonal of $D \mathcal{F}(t, \mathbf{0})$ is non-zero: this gives the same picture as in footnote 6 , but with $U$ equal to zero. We emphasize that the blocks on the subdiagonal cannot be zero: since $D_{x_{i-1}} \mathcal{F}_{i}(t, \mathbf{0})=D_{x_{i-1}} F_{i}\left(t, \boldsymbol{\phi}_{t}\right) \in \mathcal{E}_{i-1}$, they are non-degenerate.

By Proposition 3.7, the optimal controlled SDE associated with the coefficients $\left(\mathbf{L}_{t}=D \mathcal{F}(t, \mathbf{0})\right)_{0 \leq t \leq T}$ and $\left(\Sigma_{t}=\varsigma(t, \mathbf{0})\right)_{0 \leq t \leq T}$ may be written

$$
\begin{gather*}
d \boldsymbol{\Gamma}_{t}=D \mathcal{F}(t, \mathbf{0}) \boldsymbol{\Gamma}_{t} d t+B \gamma_{t} d t+B \varsigma(t, \mathbf{0}) d W_{t}, \quad \boldsymbol{\Gamma}_{0}=\mathbf{0} \\
\text { where } \gamma_{t}=-A_{t} B^{*}[\mathbf{R}(T, t)]^{*} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1} B \varsigma(s, \mathbf{0}) d W_{s} \tag{4.4}
\end{gather*}
$$

$A_{t}=\varsigma \varsigma^{*}(t, \mathbf{0})=a\left(t, \boldsymbol{\phi}_{t}\right),(\mathbf{R}(t, s))_{0 \leq t, s \leq T}$ is the resolvent associated with $\left(\mathbf{L}_{t}=\right.$ $D \mathcal{F}(t, \mathbf{0}))_{0 \leq t \leq T}$ and $\boldsymbol{\rho}_{t}=\left[\int_{t}^{T} \mathbf{R}(t, s) B A_{s} B^{*}[\mathbf{R}(t, s)]^{*} d s\right][\mathbf{R}(T, t)]^{*}, 0 \leq t \leq T$.

On this model, we choose
Proposition 4.3 Under the notation of Proposition 3.7, define $\boldsymbol{\Theta}$ in (4.3) as the solution of the SDE with

$$
v_{t}^{0}=-A_{t} B^{*}[\mathbf{R}(T, t)]^{*} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1}\left[\left[\mathcal{F}\left(s, \boldsymbol{\Theta}_{s}\right)-D \mathcal{F}(s, \mathbf{0}) \boldsymbol{\Theta}_{s}\right] d s+B \varsigma\left(s, \boldsymbol{\Theta}_{s}\right) d W_{s}\right]
$$

$0 \leq t \leq T-\varepsilon$. Fix $\mu>0$. Then, there exists two constants $c_{4.3}(\mu)>0$ and $C_{4.3}(\mu)>0$, only depending on (A), such that for $T \leq c_{4.3}(\mu)$,

$$
\mathbb{P}\left\{\forall t \in[0, T-\varepsilon], \begin{array}{l}
(T-t)\left|\mathbb{T}_{T-t}^{-1}\left(\boldsymbol{\Theta}_{t}-\boldsymbol{\Gamma}_{t}\right)\right| \leq C_{4.3}(\mu)(T-t)^{\frac{1}{2}+\frac{\eta}{8}}  \tag{4.5}\\
\left|v_{t}^{0}-\gamma_{t}\right| \leq C_{4.3}(\mu)(T-t)^{-\frac{1}{2}+\frac{\eta}{8}}
\end{array}\right\} \geq 1-\mu
$$

We emphasize that the above estimate is crucial: it shows that $\boldsymbol{\Theta}_{T-\varepsilon}-\boldsymbol{\Gamma}_{T-\varepsilon}$ is close to $\mathbf{0}$ with a large probability when $\varepsilon$ is small. Since $\boldsymbol{\Gamma}_{T-\varepsilon}$ itself is close to $\mathbf{0}$ (see Lemma 3.9), this shows that $\boldsymbol{\Theta}_{T-\varepsilon}$ is also close to $\mathbf{0}$ with a large probability when $\varepsilon$ is small.

Proof. In the whole proof, we assume $T \leq 1$.
First Step. We first note that the SDE obtained by plugging the definition of $\left(v_{t}^{0}\right)_{0 \leq t \leq T-\varepsilon}$ into (4.3) is well-posed. (Note that $v^{0}$ depends on $\boldsymbol{\Theta}$ itself.) The well-posedness follows from (3.14) and from the Lipschitz property of $\mathcal{F}$ (or equivalently of $\mathbf{F}$ ): we refer to [RY99, Thm. 2.1, Chap. IX] for the unique solvability of such a non-Markovian SDE. By (3.17), we also know
that $\dot{\boldsymbol{\rho}}_{t}=\mathbf{L}_{t} \boldsymbol{\rho}_{t}-B A_{t} B^{*}[\mathbf{R}(T, t)]^{*}, 0 \leq t<T$. By variation of parameters, we thus obtain the equivalent of (3.15) for $\mathbf{\Theta}$ : for $0 \leq t \leq T-\varepsilon$,

$$
\boldsymbol{\Theta}_{t}=\boldsymbol{\rho}_{t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1}\left[\left[\mathcal{F}\left(s, \boldsymbol{\Theta}_{s}\right)-D \mathcal{F}(s, \mathbf{0}) \boldsymbol{\Theta}_{s}\right] d s+B \varsigma\left(s, \boldsymbol{\Theta}_{s}\right) d W_{s}\right]
$$

Substracting (3.15) with $\Sigma_{s}=\varsigma(s, 0)$, we obtain, for $0 \leq t \leq T-\varepsilon$,

$$
\begin{align*}
& \boldsymbol{\Theta}_{t}-\boldsymbol{\Gamma}_{t} \\
& =\boldsymbol{\rho}_{t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1}\left[\left[\mathcal{F}\left(s, \boldsymbol{\Theta}_{s}\right)-D \mathcal{F}(s, \mathbf{0}) \boldsymbol{\Theta}_{s}\right] d s+B\left[\varsigma\left(s, \boldsymbol{\Theta}_{s}\right)-\varsigma(s, \mathbf{0})\right] d W_{s}\right]  \tag{4.6}\\
& =\boldsymbol{\rho}_{t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1}\left[\Delta \mathcal{F}_{s} d s+B \Delta \varsigma_{s} d W_{s}\right]
\end{align*}
$$

with

$$
\Delta \mathcal{F}_{s}=\mathcal{F}\left(s, \boldsymbol{\Theta}_{s}\right)-D \mathcal{F}(s, \mathbf{0}) \boldsymbol{\Theta}_{s}, \quad \Delta \varsigma_{s}=\varsigma\left(s, \boldsymbol{\Theta}_{s}\right)-\varsigma(s, \mathbf{0})
$$

We also set for all $t \in[0, T-\varepsilon]$,

$$
\begin{align*}
& \hat{\boldsymbol{\Gamma}}_{t}=(T-t) \mathbb{T}_{T-t}^{-1} \boldsymbol{\Gamma}_{t}, \\
& \hat{\boldsymbol{\Theta}}_{t}=(T-t) \mathbb{T}_{T-t}^{-1} \boldsymbol{\Theta}_{t},  \tag{4.7}\\
& \mathbf{E}_{t}=\hat{\boldsymbol{\Theta}}_{t}-\hat{\boldsymbol{\Gamma}}_{t}=(T-t) \mathbb{T}_{T-t}^{-1}\left(\boldsymbol{\Theta}_{t}-\boldsymbol{\Gamma}_{t}\right), \\
& \Delta \hat{\boldsymbol{F}}_{t}=(T-t)^{2} \mathbb{T}_{T-t}^{-1} \Delta \mathcal{F}_{t} .
\end{align*}
$$

By (3.18), we know that $\boldsymbol{\rho}_{t}=(T-t)^{-1} \mathbb{T}_{T-t} \hat{\mathbf{R}}^{t, T}(0,1) \hat{\mathbf{K}}_{1}^{t, T} \mathbb{T}_{T-t}$, where $\hat{\mathbf{R}}^{t, T}(0,1)$ and $\hat{\mathbf{K}}_{1}^{t, T}$ stand for suitable rescaled matrices for which (upper and lower) bounds, only depending on (A) (and not on $T$ ), are known, uniformly in $0 \leq t \leq T$ (see Lemma 3.6). Since $T \leq 1$, we indeed emphasize that the rescaled coefficients in the definition of $\hat{\mathbf{R}}^{t, T}(0,1)$ and $\hat{\mathbf{K}}_{1}^{t, T}$ satisfy the same assumptions as the initial non-rescaled coefficients (see (3.10)); this explains why the bounds for $\hat{\mathbf{R}}^{t, T}(0,1)$ and $\hat{\mathbf{K}}_{1}^{t, T}$ are independent of $T$. By (4.6) and (4.7),

$$
\begin{equation*}
\mathbf{E}_{t}=\hat{\mathbf{R}}^{t, T}(0,1) \hat{\mathbf{K}}_{1}^{t, T} \mathbb{T}_{T-t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1}\left[\Delta \mathcal{F}_{s} d s+B \Delta \varsigma_{s} d W_{s}\right] \tag{4.8}
\end{equation*}
$$

so that

$$
\begin{align*}
\left|\mathbf{E}_{t}\right| \leq C \mid \int_{0}^{t} \mathbb{T}_{T-t} \mathbb{T}_{T-s}^{-1} & {\left[\hat{\mathbf{R}}^{s, T}(0,1) \hat{\mathbf{K}}_{1}^{s, T}\right]^{-1} } \\
& \times(T-s) \mathbb{T}_{T-s}^{-1}\left[\Delta \mathcal{F}_{s} d s+B \Delta \varsigma_{s} d W_{s}\right] \mid \tag{4.9}
\end{align*}
$$

where $C$ is a constant depending on (A) only (whose value may vary from line to line). In particular, $C$ is independent of $T$. Since $(T-s) \mathbb{T}_{T-s}^{-1} B=B$, we write $(T-s) \mathbb{T}_{T-s}^{-1}\left[\Delta \mathcal{F}_{s} d s+B \Delta \varsigma_{s} d W_{s}\right]=\left[(T-s)^{-1} \Delta \hat{\mathcal{F}}_{s} d s+B \Delta \varsigma_{s} d W_{s}\right]$. (See (4.7)
for the definition of $\Delta \hat{\mathcal{F}}$.) Since $\left|\mathbb{T}_{T-t} \mathbb{T}_{T-s}^{-1} \mathbf{x}\right|^{2}=\sum_{i=1}^{n}(T-t)^{2 i}(T-s)^{-2 i}\left|x_{i}\right|^{2}$ for $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}$, we obtain

$$
\begin{equation*}
\left|\mathbf{E}_{t}\right| \leq C \sum_{i=1}^{n}(T-t)^{i}\left[\left|\int_{0}^{t} \frac{N_{s}^{i} \Delta \varsigma_{s}}{(T-s)^{i}} d W_{s}\right|+\int_{0}^{t} \frac{\left|\Delta \hat{\mathcal{F}}_{s}\right|}{(T-s)^{i+1}} d s\right], \tag{4.10}
\end{equation*}
$$

where $N_{s}^{i}$ stands for the $d \times d$ block of index $(i, 1)$ of the $n d \times n d$ matrix $\left[\hat{\mathbf{R}}^{s, T}(0,1) \hat{\mathbf{K}}_{1}^{s, T}\right]^{-1}$, i.e. $N_{s}^{i}=\left[\left[\hat{\mathbf{R}}^{s, T}(0,1) \hat{\mathbf{K}}_{1}^{s, T}\right]^{-1}\right]_{i, 1}$.

Second Step. To prove the bound on E, we introduce the stopping time

$$
\begin{equation*}
\tau=\inf \left\{t \in[0, T-\varepsilon]:\left|\mathbf{E}_{t}\right| \geq(T-t)^{\frac{1}{2}+\frac{\eta}{8}}\right\} \quad(\inf \emptyset=T-\varepsilon) . \tag{4.11}
\end{equation*}
$$

Saying that $\left|\mathbf{E}_{t}\right|$ is less than $(T-t)^{\frac{1}{2}+\frac{\eta}{8}}$ with large probability is the same as saying that $\tau=T-\varepsilon$ with large probability. To get rid of the martingale terms in (4.10), we introduce the set

$$
\begin{equation*}
\mathcal{A}=\bigcap_{i=1}^{n}\left\{\forall t \in[0, \tau]:(T-t)^{i}\left|\int_{0}^{t}(T-s)^{-i} N_{s}^{i} \Delta \varsigma_{s} d W_{s}\right| \leq \alpha(T-t)^{\frac{1}{2}+\frac{\eta}{4}}\right\}, \tag{4.12}
\end{equation*}
$$

the constant $\alpha$ being chosen later to make $\mathbb{P}(\mathcal{A})$ be as large as possible. On $\mathcal{A}$, from (4.10)

$$
\begin{equation*}
\left|\mathbf{E}_{t}\right| \leq C \alpha(T-t)^{\frac{1}{2}+\frac{\eta}{4}}+C \sum_{i=1}^{n}(T-t)^{i} \int_{0}^{t} \frac{\left|\Delta \hat{\mathcal{F}}_{s}\right|}{(T-s)^{i+1}} d s . \tag{4.13}
\end{equation*}
$$

We now use the regularity of $\mathcal{F}$ (or equivalently of $\mathbf{F}$ ) to bound $\left|\Delta \hat{\mathcal{F}}_{s}\right|$. For $j \geq 2$, we write the $j^{\text {th }}$ block of $\Delta \mathcal{F}_{s}$ as

$$
\begin{aligned}
\left(\Delta \mathcal{F}_{s}\right)_{j} & =\left[\mathcal{F}_{j}\left(s, \boldsymbol{\Theta}_{s}^{j-1, n}\right)-\mathcal{F}_{j}\left(s, \Theta_{s}^{j-1}, 0, \ldots, 0\right)\right] \\
& +\left[\mathcal{F}_{j}\left(s, \Theta_{s}^{j-1}, 0, \ldots, 0\right)-\mathcal{F}_{j}\left(s, \mathbf{0}^{j-1, n}\right)-D_{x_{j-1}} \mathcal{F}_{j}\left(s, \mathbf{0}^{j-1, n}\right) \Theta_{s}^{j-1}\right]
\end{aligned}
$$

since $\mathcal{F}_{j}\left(s, \mathbf{0}^{j-1, n}\right)=0$. Here, $\mathcal{F}_{j}$ is the $j^{\text {th }}$ coordinate of $\mathcal{F}$. Using the Lipschitz property of $\mathcal{F}_{j}$ for the first part and expanding the second part with Taylor's integral formula at order 1 recalling also that, under (A), $D_{x_{j-1}} \mathcal{F}_{j}$ is $\eta$-Hölder continuous in the $(j-1)^{\text {th }}$ space variable, $\eta \in(0,1]$, and $\mathcal{F}_{1}(s, \mathbf{0})=0$, we obtain (see (4.7) for the definition of $\Delta \hat{\mathcal{F}}$ in terms of $\Delta \mathcal{F}$ ):

$$
\begin{aligned}
\left|\Delta \hat{\mathcal{F}}_{s}\right| \leq & C\left((T-s)\left[\mathcal{F}_{1}\left(s, \boldsymbol{\Theta}_{s}\right)-\mathcal{F}_{1}(s, \mathbf{0})\right]\right. \\
& +\sum_{j=2}^{n}(T-s)^{-(j-2)}\left[\left|\mathcal{F}_{j}\left(s, \boldsymbol{\Theta}_{s}^{j-1, n}\right)-\mathcal{F}_{j}\left(s, \Theta_{s}^{j-1}, 0, \ldots, 0\right)\right|\right. \\
& \left.\left.+\left|\mathcal{F}_{j}\left(s, \Theta_{s}^{j-1}, 0, \ldots, 0\right)-\mathcal{F}_{j}\left(s, \mathbf{0}^{j-1, n}\right)-D_{x_{j-1}} \mathcal{F}_{j}\left(s, \mathbf{0}^{j-1, n}\right) \Theta_{s}^{j-1}\right|\right]\right) \\
\leq & C \sum_{j=1}^{n}(T-s)^{-(j-2)}\left[\left|\Theta_{s}^{j-1}\right|{ }^{1+\eta}+\left|\boldsymbol{\Theta}_{s}^{j, n}\right|\right] \\
\leq & C\left(\left|(T-s) \mathbb{T}_{T-s}^{-1} \boldsymbol{\Theta}_{s}\right|^{1+\eta}+(T-s)^{2}\left|\mathbb{T}_{T-s}^{-1} \boldsymbol{\Theta}_{s}\right|\right),
\end{aligned}
$$

with the convention $\Theta^{0}=0$.
Having in mind the notations $\hat{\boldsymbol{\Theta}}_{s}=(T-s) \mathbb{T}_{T-s}^{-1} \boldsymbol{\Theta}_{s}$ and $\hat{\boldsymbol{\Gamma}}_{s}=(T-s) \mathbb{T}_{T-s}^{-1} \boldsymbol{\Gamma}_{s}$ and the decomposition $\hat{\boldsymbol{\Theta}}_{s}=\mathbf{E}_{s}+\hat{\boldsymbol{\Gamma}}_{s}$, we obtain

$$
\begin{aligned}
\left|\Delta \hat{\mathcal{F}}_{s}\right| & \leq C\left[\left|(T-s) \mathbb{T}_{T-s}^{-1} \boldsymbol{\Theta}_{s}\right|^{1+\eta}+\left|(T-s)^{2} \mathbb{T}_{T-s}^{-1} \boldsymbol{\Theta}_{s}\right|\right] \\
& \leq C\left[\left|\mathbf{E}_{s}+\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta}+(T-s)\left|\mathbf{E}_{s}+\hat{\boldsymbol{\Gamma}}_{s}\right|\right] \\
& \leq C\left[(T-s)^{\frac{\eta+1}{\eta}}+\left|\mathbf{E}_{s}\right|^{1+\eta}+\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta}\right],
\end{aligned}
$$

using usual Young and convexity inequalities to derive the last bound. Plugging this bound into (4.13), we obtain, on $\mathcal{A}$,

$$
\begin{aligned}
\left|\mathbf{E}_{t}\right| & \leq C \alpha(T-t)^{\frac{1}{2}+\frac{\eta}{4}} \\
& +C \sum_{i=1}^{n}(T-t)^{\frac{1}{2}+\frac{\eta}{4}} \int_{0}^{t}(T-t)^{i-\left(\frac{1}{2}+\frac{\eta}{4}\right)} \frac{(T-s)^{\frac{\eta+1}{\eta}}+\left|\mathbf{E}_{s}\right|^{1+\eta}+\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta}}{(T-s)^{i+1}} d s .
\end{aligned}
$$

Noting that $(T-t)^{i-\left(\frac{1}{2}+\frac{\eta}{4}\right)} \leq(T-s)^{i-\left(\frac{1}{2}+\frac{\eta}{4}\right)}$ for $i \geq 1$ and $0 \leq s \leq t \leq T$, we have $\int_{0}^{t}(T-t)^{i-\left(\frac{1}{2}+\frac{\eta}{4}\right)}(T-s)^{\frac{\eta+1}{\eta}}(T-s)^{-(i+1)} d s \leq C$ (since $\left.T \leq 1\right)$ and

$$
\left|\mathbf{E}_{t}\right| \leq C(1+\alpha)(T-t)^{\frac{1}{2}+\frac{\eta}{4}}+C(T-t)^{\frac{1}{2}+\frac{\eta}{4}} \int_{0}^{t} \frac{\left|\mathbf{E}_{s}\right|^{1+\eta}+\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta}}{(T-s)^{\frac{3}{2}+\frac{\eta}{4}}} d s
$$

To get rid of the randomness of $\hat{\boldsymbol{\Gamma}}$, we introduce a new "good event":

$$
\begin{equation*}
\mathcal{B}=\left\{\forall t \in[0, T-\varepsilon]: \int_{0}^{t}(T-s)^{-\left(\frac{3}{2}+\frac{\eta}{4}\right)}\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta} d s \leq \beta\right\}, \tag{4.14}
\end{equation*}
$$

$\beta$ being chosen later on to make $\mathbb{P}(\mathcal{B})$ be as large as possible. On $\mathcal{A} \cap \mathcal{B}$, we finally have for all $t \in[0, T-\varepsilon]$,

$$
\begin{equation*}
\left|\mathbf{E}_{t}\right| \leq C(1+\alpha+\beta)(T-t)^{\frac{1}{2}+\frac{\eta}{4}}+C(T-t)^{\frac{1}{2}+\frac{\eta}{4}} \int_{0}^{t} \frac{\left|\mathbf{E}_{s}\right|^{1+\eta}}{(T-s)^{\frac{3}{2}+\frac{\eta}{4}}} d s \tag{4.15}
\end{equation*}
$$

For $t=\tau \wedge(T-\varepsilon)$, we have by (4.11)

$$
\int_{0}^{\tau \wedge(T-\varepsilon)} \frac{\left|\mathbf{E}_{s}\right|^{1+\eta}}{(T-s)^{\frac{3}{2}+\frac{\eta}{4}}} d s \leq \int_{0}^{\tau} \frac{(T-s)^{\frac{1}{2}+\frac{\eta}{2}}}{(T-s)^{\frac{3}{2}+\frac{\eta}{4}}} d s \leq C .
$$

Choosing $t=\tau \wedge(T-\varepsilon)$ in (4.15), we deduce (from (4.11) again) $\tau<T-\varepsilon \Rightarrow$ $(T-\tau)^{\frac{1}{2}+\frac{\eta}{8}} \leq C(\alpha, \beta)(T-\tau)^{\frac{1}{2}+\frac{n}{4}}$. (The constant $C(\alpha, \beta)$ only depends on $\alpha$, $\beta$ and (A). In particular, it is independent of $T$.) For $T$ small enough, this is impossible: this proves that

$$
\begin{equation*}
\mathcal{A} \cap \mathcal{B} \subset\left\{\forall t \in[0, T-\varepsilon],\left|\mathbf{E}_{t}\right| \leq(T-t)^{\frac{1}{2}+\frac{\eta}{8}}\right\} \quad \text { if } \quad T \leq c(\alpha, \beta), \tag{4.16}
\end{equation*}
$$

$c(\alpha, \beta)$ being a positive constant only depending on $\alpha, \beta$ and (A).
Third Step. To make the strategy relevant, it remains to estimate $\mathbb{P}(\mathcal{A} \cap \mathcal{B})$. We first prove that $\mathbb{P}\left(\mathcal{B}^{\complement}\right)$ tends to zero as $\beta$ tends $+\infty$. Indeed, by (4.14) and by Lemma 3.9

$$
\begin{align*}
\mathbb{P}\left(\mathcal{B}^{\mathbb{C}}\right) & =\mathbb{P}\left\{\int_{0}^{T-\varepsilon}(T-s)^{-\left(\frac{3}{2}+\frac{\eta}{4}\right)}\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta} d s>\beta\right\} \\
& \leq \beta^{-1} \mathbb{E} \int_{0}^{T-\varepsilon}(T-s)^{-\left(\frac{3}{2}+\frac{\eta}{4}\right)}\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta} d s \\
& =\beta^{-1} \mathbb{E} \int_{0}^{T-\varepsilon}(T-s)^{-1+\frac{\eta}{4}}\left|(T-s)^{\frac{1}{2}} \mathbb{T}_{T-s}^{-1} \boldsymbol{\Gamma}_{s}\right|^{1+\eta} d s  \tag{4.17}\\
& \leq C \beta^{-1} \int_{0}^{T-\varepsilon}(T-s)^{-1+\frac{\eta}{4}} d s \leq C \beta^{-1} .
\end{align*}
$$

(We emphasize that $C$ may be chosen independently of $T$, as done above, since $T \leq 1$.) Therefore, $\mathbb{P}\left(\mathcal{B}^{\complement}\right)$ can be made as small as desired by choosing $\beta$ large enough.

It now remains to show that $\lim _{\alpha \rightarrow 0} \mathbb{P}\left(\mathcal{A}^{\complement}\right)=0$. Without loss of generality, we perform the proof for $d=1$ (i.e. when the martingale terms in the definition of $\mathcal{A}$, see (4.12), are one-dimensional). Otherwise, we have to make the proof for the coordinates of each martingale term. The proof relies on Lemma A. 2 in Appendix. We apply it to each $\left((T-t)^{i} \int_{0}^{t \wedge \tau}(T-s)^{-i} N_{s}^{i} \Delta \varsigma_{s} d W_{s}\right)_{0 \leq t \leq T-\varepsilon}$, $1 \leq i \leq n$. Indeed, it is clear that $N_{s}^{i}$ is bounded by some $C$ depending on (A) only and that $\Delta \varsigma_{s}=\varsigma\left(s, \boldsymbol{\Theta}_{s}\right)-\varsigma(s, \mathbf{0})$ is bounded. In fact, $\left|\Delta \varsigma_{s}\right| \leq$ $C\left|\boldsymbol{\Theta}_{s}\right|^{\eta} \leq C\left(\left|\mathbf{E}_{s}\right|^{\eta}+\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{\eta}\right)$. Therefore, applying Lemma A. 2 for some $\alpha^{\prime}>0$ (to be chosen in terms of $\alpha$ ) and for $\mu=1+\eta / 2$, we have with probability greater than $1-\exp \left(-\left(\alpha^{\prime}\right)^{2}\right)$, for any $t \in[0, T-\varepsilon]$,

$$
\begin{align*}
& (T-t)^{i}\left|\int_{0}^{t \wedge \tau}(T-s)^{-i} N_{s}^{i} \Delta \varsigma_{s} d W_{s}\right| \\
& \leq C(T-t)^{\frac{1}{2}+\frac{\eta}{4}}\left(\int_{0}^{\tau} \frac{\left|\mathbf{E}_{s}\right|^{2 \eta}+\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{2 \eta}}{(T-s)^{1+\frac{\eta}{2}}} d s+\alpha^{\prime}\right)^{\frac{1}{2}} \exp \left(C \alpha^{\prime} \int_{0}^{\tau} \frac{\left|\mathbf{E}_{s}\right|^{2 \eta}+\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{2 \eta}}{(T-s)^{1+\frac{\eta}{2}}} d s\right) . \tag{4.18}
\end{align*}
$$

Using Hölder inequality on $[0, T)$ equipped with the (finite) measure ( $T-$ $s)^{-1+\frac{\eta}{2}} d s$, it holds on $\mathcal{B}($ see (4.14))

$$
\begin{align*}
\int_{0}^{\tau} \frac{\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{2 \eta}}{(T-s)^{1+\frac{\eta}{2}}} d s & =\int_{0}^{\tau}(T-s)^{-1+\frac{\eta}{2}} \frac{\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{2 \eta}}{(T-s)^{\eta}} d s \\
& \leq C\left(\int_{0}^{\tau}(T-s)^{-1+\frac{\eta}{2}} \frac{\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta}}{(T-s)^{\frac{1}{2}+\frac{\eta}{2}}} d s\right)^{\frac{2 \eta}{1+\eta}}  \tag{4.19}\\
& =C\left(\int_{0}^{\tau} \frac{\left|\hat{\boldsymbol{\Gamma}}_{s}\right|^{1+\eta}}{(T-s)^{\frac{3}{2}}} d s\right)^{\frac{2 \eta}{1+\eta}} \leq C \beta .
\end{align*}
$$

(As above, $C$ may be chosen independently of $T$ since $T \leq 1$.) Moreover, by definition of $\tau$ (see (4.11)),

$$
\begin{equation*}
\int_{0}^{\tau} \frac{\left|\mathbf{E}_{s}\right|^{2 \eta}}{(T-s)^{1+\frac{\eta}{2}}} d s \leq \int_{0}^{\tau} \frac{(T-s)^{\eta+\frac{\eta^{2}}{4}}}{(T-s)^{1+\frac{\eta}{2}}} d s \leq C . \tag{4.20}
\end{equation*}
$$

By (4.19) and (4.20), we deduce that, on $\mathcal{B}$, the right-hand side in (4.18) is less than $C\left(\alpha^{\prime}, \beta\right)(T-t)^{\frac{1}{2}+\frac{\eta}{4}}$ for some constant $C\left(\alpha^{\prime}, \beta\right)$ depending on $\alpha^{\prime}, \beta$ and (A) only. (Once again, it is independent of $T$.) We deduce that, with probability greater than $1-\exp \left(-\left(\alpha^{\prime}\right)^{2}\right)-\mathbb{P}\left(\mathcal{B}^{\complement}\right)$, for any $t \in[0, T-\varepsilon],(T-t)^{i} \mid \int_{0}^{t \wedge \tau}(T-$ $s)^{-i} N_{s}^{i} \Delta \varsigma_{s} d W_{s} \left\lvert\, \leq C\left(\alpha^{\prime}, \beta\right)(T-t)^{\frac{1}{2}+\frac{n}{4}}\right.$. By (4.12) and (4.17), we obtain that $\mathbb{P}\left(\mathcal{A}^{\complement}\right) \leq n\left(\exp \left(-\left(\alpha^{\prime}\right)^{2}\right)+C \beta^{-1}\right)$ whenever $\alpha \geq C\left(\alpha^{\prime}, \beta\right)$. This proves that $\mathbb{P}\left(\mathcal{A}^{\complement}\right)$ can be made as small as desired by choosing $\alpha$ large enough.

Fourth Step. We now prove the first line in (4.5). For $\mu>0$, we can choose $\alpha$ and $\beta$ large enough such that $\mathbb{P}(\mathcal{A} \cap \mathcal{B}) \geq 1-\mu$. By (4.7) and (4.16), we deduce that $\mathbb{P}\left\{\forall t \in[0, T-\varepsilon],(T-t)\left|\mathbb{T}_{T-t}^{-1}\left(\boldsymbol{\Gamma}_{t}-\boldsymbol{\Theta}_{t}\right)\right| \leq(T-t)^{\frac{1}{2}+\frac{\eta}{8}}\right\} \geq 1-\mu$ for $T \leq c(\alpha, \beta)$.

It now remains to prove that $\left|v_{t}^{0}-\gamma_{t}\right|$ is controlled by $(T-t)^{-\frac{1}{2}+\frac{n}{8}}$ on an event of large probability. By definition of $v^{0}$ and $\gamma$ (see (4.4) together with the statement of Proposition 4.3), we have

$$
\begin{aligned}
v_{t}^{0}-\gamma_{t} & =-A_{t} B^{*}[\mathbf{R}(T, t)]^{*} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1}\left[\Delta \mathcal{F}_{s} d s+B \Delta \varsigma_{s} d W_{s}\right] \\
& =-A_{t} B^{*} \mathbb{T}_{T-t}^{-1}\left[\hat{\mathbf{R}}^{t, T}(1,0)\right]^{*} \mathbb{T}_{T-t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1}\left[\Delta \mathcal{F}_{s} d s+B \Delta \varsigma_{s} d W_{s}\right]
\end{aligned}
$$

since $[\mathbf{R}(T, t)]^{*}=\mathbb{T}_{T-t}^{-1}\left[\hat{\mathbf{R}}^{t, T}(1,0)\right]^{*} \mathbb{T}_{T-t}$. (See the beginning of the proof of Proposition 3.7 for the scaling argument deriving from Lemma 3.6.) Since $B^{*} \mathbb{T}_{T-t}^{-1}=(T-t)^{-1} B^{*}$, we obtain

$$
\left|v_{t}^{0}-\gamma_{t}\right| \leq C(T-t)^{-1}\left|\mathbb{T}_{T-t} \int_{0}^{t} \boldsymbol{\rho}_{s}^{-1}\left[\Delta \mathcal{F}_{s} d s+B \Delta \varsigma_{s} d W_{s}\right]\right| .
$$

Up to the term $C(T-t)^{-1}$, the above right-hand side is exactly the same as the right-hand side in (4.8)-(4.9). This explains why the exponent in the growth of $\left|v_{t}^{0}-\gamma_{t}\right|$ is equal to the exponent in the growth of $\left|\mathbf{E}_{t}\right|$ minus 1 on the event $\mathcal{A} \cap \mathcal{B}$. The final estimate is easily deduced.

### 4.3 Conclusion in Short Time

(All the notations introduced in the beginning of the previous subsection still hold. Moreover, as in the proof of Proposition 4.3, $T$ is assumed to be less than 1.)

We now prove the lower bound for the density when $T$ is small enough. As already explained in Subsection 4.2, the idea is to provide an upper bound for $J_{\varepsilon}\left(0, \mathbf{x}_{0}\right)$ by plugging $v_{t}=v_{t}^{0}+\varphi_{t}, 0 \leq t \leq T-\varepsilon$, in $(2.7),\left(\varphi_{t}\right)_{0 \leq t \leq T}$ as in the previous subsection (i.e. being given by Proposition 4.2 with $\mathbf{x}=\mathbf{x}_{0}$ and $\mathbf{y}=$ $\left.\mathbf{y}_{0}\right)$ and $\left(v_{t}^{0}\right)_{0 \leq t \leq T}$ being given by Proposition 4.3. We also specify the choice for $\eta_{\varepsilon}$ : we choose $\eta_{\varepsilon}(\mathbf{x})=q\left(T-\varepsilon, T, \mathbf{x}-\boldsymbol{\phi}_{T-\varepsilon}, \mathbf{0}\right)$ where $(q(s, t, \mathbf{x}, \mathbf{y}))_{0 \leq s<t \leq T ; \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}}$ stands for the transition density of $\left(\mathbf{G}_{t}\right)_{0 \leq t \leq T}$ in Proposition 3.1 with $\left(\mathbf{L}_{t}=\right.$ $D \mathcal{F}(t, \mathbf{0}))_{0 \leq t \leq T}$ and $\left(\Sigma_{t}=\varsigma(t, \mathbf{0})\right)_{0 \leq t \leq T}$. (Compare with the controlled equation (4.4).)

We notice that such an $\eta_{\varepsilon}$ satisfies the assumption required in Subsection 2.1. Clearly, $q\left(T-\varepsilon, T, \cdot-\boldsymbol{\phi}_{T-\varepsilon}, \mathbf{0}\right)$ weakly converges towards the Dirac mass at $\mathbf{y}_{0}$ since $\boldsymbol{\phi}_{T-\varepsilon} \rightarrow \mathbf{y}_{0}$ as $\varepsilon$ vanishes. Moreover, $q(T-\varepsilon, T, \cdot, \mathbf{0})$ is positive by Proposition 3.3 (applied between $T-\varepsilon$ and $T$ instead of 0 and $t$ ). Finally, by Proposition 3.3 again, $q\left(T-\varepsilon, T, \mathbf{y}-\boldsymbol{\phi}_{T-\varepsilon}, \mathbf{0}\right) \leq C \varepsilon^{-n^{2} d / 2} \exp \left(-C^{-1} \varepsilon^{-1} \mid \mathbb{T}_{\varepsilon}^{-1} \mathbf{R}(T, T-\right.$ $\left.\varepsilon)\left.\left(\mathbf{y}-\boldsymbol{\phi}_{T-\varepsilon}\right)\right|^{2}\right)$ for $\varepsilon$ small enough and for $C$ independent of $\varepsilon$ and $\mathbf{y}:(2.2)$ follows.

First Step. From (2.7) with $\left(v_{t}=v_{t}^{0}+\varphi_{t}\right)_{0 \leq t \leq T-\varepsilon}$, we write, for some constant $C>0$, depending on (A) only (as in the previous subsection, $C$ is independent of $T$ ),

$$
\begin{aligned}
J_{\varepsilon}\left(0, \mathbf{x}_{0}\right) & \leq-\ln \left[\eta_{\varepsilon}\left(\boldsymbol{\chi}_{T-\varepsilon}\right)\right]+\frac{1}{2} \int_{0}^{T-\varepsilon}\left\langle a^{-1}\left(t, \boldsymbol{\phi}_{t}\right) v_{t}^{0}, v_{t}^{0}\right\rangle d t+C \int_{0}^{T-\varepsilon}\left|\varphi_{t}\right|^{2} d t \\
& +C \int_{0}^{T-\varepsilon}\left|\varphi_{t}\right|\left|v_{t}^{0}\right| d t+C \int_{0}^{T-\varepsilon}\left|\boldsymbol{\chi}_{t}-\boldsymbol{\phi}_{t}\right|^{\eta}\left|v_{t}^{0}\right|^{2} d t \\
& -\frac{1}{2} \int_{0}^{T-\varepsilon}\left|\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right)\left[v_{t}^{*}-v_{t}\right]\right|^{2} d t+\int_{0}^{T-\varepsilon}\left\langle\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}^{*}, d W_{t}\right\rangle .
\end{aligned}
$$

By Proposition 4.2, the cost of $\varphi$ is bounded by $C T\left|\mathbb{T}_{T}^{-1}\left[\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right]\right|^{2}$. (Here again, the constant $T$ may be chosen independently of $T$ since $T \leq 1$ : Proposition 4.2 says that the constant $C_{4.2}$ is uniform on every bounded interval. In other words, we can choose the constant $C_{4.2}$ associated with the interval $[0,1]$.) By plugging (3.11) (with $\left(\Sigma_{t}=\varsigma(t, \mathbf{0})=\sigma(t, \boldsymbol{\phi})_{t}\right)_{0 \leq t \leq T}$ and $\left.\left(A_{t}=\varsigma \varsigma^{*}(t, \mathbf{0})\right)_{0 \leq t \leq T}\right)$ into the above equation, we deduce

$$
\begin{equation*}
J_{\varepsilon}\left(0, \mathbf{x}_{0}\right) \leq C T\left|\mathbb{T}_{T}^{-1}\left[\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right]\right|^{2}-\ln (q(T, \mathbf{0}, \mathbf{0}))+R_{T-\varepsilon} \tag{4.21}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T-\varepsilon} \\
&=-\ln \left[\eta_{\varepsilon}\left(\boldsymbol{\chi}_{T-\varepsilon}\right)\right]+\ln \left[q\left(T-\varepsilon, T, \boldsymbol{\Gamma}_{T-\varepsilon}, \mathbf{0}\right)\right] \\
&+\frac{1}{2} \int_{0}^{T-\varepsilon}\left[\left\langle a^{-1}\left(t, \boldsymbol{\phi}_{t}\right) v_{t}^{0}, v_{t}^{0}\right\rangle-\left\langle a^{-1}\left(t, \boldsymbol{\phi}_{t}\right) \gamma_{t}, \gamma_{t}\right\rangle\right] d t \\
&+C \int_{0}^{T-\varepsilon}\left|\varphi_{t}\right|\left|v_{t}^{0}\right| d t \\
&+C \int_{0}^{T-\varepsilon}\left|\boldsymbol{\chi}_{t}-\boldsymbol{\phi}_{t}\right|{ }^{\eta}\left|v_{t}^{0}\right|^{2} d t  \tag{4.22}\\
&-\frac{1}{2} \int_{0}^{T-\varepsilon}\left|\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right)\left[v_{t}^{*}-v_{t}\right]\right|^{2} d t+\int_{0}^{T-\varepsilon}\left\langle\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right)\left[v_{t}^{*}-v_{t}\right], d W_{t}\right\rangle \\
&+\int_{0}^{T-\varepsilon}\left\langle\sigma^{-1}\left(t, \boldsymbol{\chi}_{t}\right) v_{t}-\sigma^{-1}\left(t, \boldsymbol{\phi}_{t}\right) \gamma_{t}, d W_{t}\right\rangle \\
&:= R_{T-\varepsilon}^{1}+R_{T-\varepsilon}^{2}+R_{T-\varepsilon}^{3}+R_{T-\varepsilon}^{4}+R_{T-\varepsilon}^{5}+R_{T-\varepsilon}^{6} .
\end{align*}
$$

Second Step. We first treat the last terms $R_{T-\varepsilon}^{5}$ and $R_{T-\varepsilon}^{6}$. By Lemma A. 1 (with $\beta=1$ ), we can choose $\bar{\alpha}$ large enough so that the two inequalities below be true on a set $\overline{\mathcal{A}}$ with $\mathbb{P}(\overline{\mathcal{A}}) \geq 1-2 \exp (-\bar{\alpha})$ :

$$
\begin{equation*}
R_{T-\varepsilon}^{5} \leq \bar{\alpha}, \quad R_{T-\varepsilon}^{6} \leq \bar{\alpha}+\frac{1}{2} \int_{0}^{T-\varepsilon}\left|\sigma^{-1}\left(t, \chi_{t}\right) v_{t}-\sigma^{-1}\left(t, \boldsymbol{\phi}_{t}\right) \gamma_{t}\right|^{2} d t \tag{4.23}
\end{equation*}
$$

We choose $\bar{\alpha}=\ln (8)$ so that $1-2 \exp (-\bar{\alpha})=3 / 4$ (i.e. $\mathbb{P}(\overline{\mathcal{A}}) \geq 3 / 4$ ). We then apply Proposition 4.3 with $\mu=1 / 4$. For $T \leq c_{4.3}(1 / 4)$, there exists a constant $C$ (only depending on $(\mathbf{A})$ ) and an event $\overline{\mathcal{B}}$, with $\mathbb{P}(\overline{\mathcal{B}}) \geq 3 / 4$, on which recalling that $\Theta_{t}=\chi_{t}-\phi_{t}$ (see (4.2))

$$
\forall t \in[0, T-\varepsilon],\left\{\begin{array}{l}
(T-t)\left|\mathbb{T}_{T-t}^{-1}\left(\boldsymbol{\chi}_{t}-\boldsymbol{\phi}_{t}-\boldsymbol{\Gamma}_{t}\right)\right| \leq C(T-t)^{\frac{1}{2}+\frac{\eta}{8}}  \tag{4.24}\\
\left|v_{t}^{0}-\gamma_{t}\right| \leq C(T-t)^{-\frac{1}{2}+\frac{\eta}{8}}
\end{array}\right.
$$

Set now $\overline{\mathcal{C}}=\overline{\mathcal{A}} \cap \overline{\mathcal{B}}$, so that $\mathbb{P}(\overline{\mathcal{C}}) \geq 1 / 2$. By (4.23), $R_{T-\varepsilon}^{5} \leq C$ on $\overline{\mathcal{C}}$. By (4.23) again, (4.24), (1) in Proposition 4.2 and the inequality $|\mathbf{x}| \leq(T-t)\left|\mathbb{T}_{T-t}^{-1} \mathbf{x}\right|$ ( $T \leq 1$ ), it also holds on $\overline{\mathcal{C}}$

$$
\begin{align*}
R_{T-\varepsilon}^{6} \leq & C\left[1+\int_{0}^{T-\varepsilon}\left(\left|\varphi_{t}\right|^{2}+\left|v_{t}^{0}-\gamma_{t}\right|^{2}+\left|\boldsymbol{\chi}_{t}-\boldsymbol{\phi}_{t}\right|^{2 \eta}\left|\gamma_{t}\right|^{2}\right) d t\right] \\
\leq & C+C T\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)\right|^{2}+C \int_{0}^{T-\varepsilon}(T-t)^{\eta+\frac{\eta^{2}}{4}}\left|\gamma_{t}\right|^{2} d t  \tag{4.25}\\
& +C \int_{0}^{T-\varepsilon}\left|\boldsymbol{\Gamma}_{t}\right|^{2 \eta}\left|\gamma_{t}\right|^{2} d t .
\end{align*}
$$

Once again, $C$ is independent of $T$ since $T \leq 1$. Similarly, on the event $\overline{\mathcal{C}}$

$$
\begin{align*}
R_{T-\varepsilon}^{2} & \leq C \int_{0}^{T-\varepsilon}\left\langle a^{-1}\left(t, \boldsymbol{\phi}_{t}\right)\left[v_{t}^{0}-\gamma_{t}\right], v_{t}^{0}-\gamma_{t}+2 \gamma_{t}\right\rangle d t \\
& \leq C\left[1+\int_{0}^{T-\varepsilon}(T-t)^{-\frac{1}{2}+\frac{\eta}{8}}\left|\gamma_{t}\right| d t\right] \\
R_{T-\varepsilon}^{3} & \leq C\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)\right|\left[T^{1 / 2}+\int_{0}^{T-\varepsilon}\left|\gamma_{t}\right| d t\right], \\
R_{T-\varepsilon}^{4} & \leq C\left[1+\int_{0}^{T-\varepsilon}\left(\left|\boldsymbol{\Gamma}_{t}\right|^{\eta}+(T-t)^{\frac{\eta}{2}+\frac{\eta^{2}}{8}}\right)\left|\gamma_{t}\right|^{2} d t+\int_{0}^{T-\varepsilon}\left|\boldsymbol{\Gamma}_{t}\right|^{\eta}(T-t)^{-1+\frac{\eta}{4}} d t\right] . \tag{4.26}
\end{align*}
$$

By Lemma 3.9, we know that $\mathbb{E}\left[\left|\boldsymbol{\Gamma}_{t}\right|^{p}\right] \leq C(T-t)^{p / 2}$ and $\mathbb{E}\left[\left|\gamma_{t}\right|^{p}\right] \leq C(T-$ $t)^{-p / 2}, p \geq 1$. By (4.25) and (4.26) and Hölder's inequality, we obtain

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{I}_{\overline{\mathcal{C}}}\left(\sum_{i=2}^{6} R_{T-\varepsilon}^{i}\right)\right] \leq C\left(1+T\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)\right|^{2}\right) . \tag{4.27}
\end{equation*}
$$

It finally remains to treat $R_{T-\varepsilon}^{1}$. As in the proof of Proposition 3.7, we denote by $\mathbf{K}(T-\varepsilon, T)$ the covariance matrix associated with $q(T-\varepsilon, T, \cdot, \cdot)$. Since $\eta_{\varepsilon}(\cdot)=q\left(T-\varepsilon, T, \cdot-\boldsymbol{\phi}_{T-\varepsilon}, \mathbf{0}\right)$, we have from (3.2)

$$
\begin{aligned}
& \left|R_{T-\varepsilon}^{1}\right| \\
& \leq C \mid\left\langle\mathbf{K}^{-1}(T-\varepsilon, T) \mathbf{R}(T, T-\varepsilon)\left[\boldsymbol{\chi}_{T-\varepsilon}-\boldsymbol{\phi}_{T-\varepsilon}\right], \mathbf{R}(T, T-\varepsilon)\left(\boldsymbol{\chi}_{T-\varepsilon}-\boldsymbol{\phi}_{T-\varepsilon}\right)\right\rangle \\
& \quad-\left\langle\mathbf{K}^{-1}(T-\varepsilon, T) \mathbf{R}(T, T-\varepsilon) \boldsymbol{\Gamma}_{T-\varepsilon}, \mathbf{R}(T, T-\varepsilon) \boldsymbol{\Gamma}_{T-\varepsilon}\right\rangle \mid \\
& =C \mid\left\langle\mathbf{K}^{-1}(T-\varepsilon, T) \mathbf{R}(T, T-\varepsilon)\left[\boldsymbol{\chi}_{T-\varepsilon}-\boldsymbol{\phi}_{T-\varepsilon}-\boldsymbol{\Gamma}_{T-\varepsilon}\right],\right. \\
& \left.\quad \mathbf{R}(T, T-\varepsilon)\left[\boldsymbol{\chi}_{T-\varepsilon}-\boldsymbol{\phi}_{T-\varepsilon}+\boldsymbol{\Gamma}_{T-\varepsilon}\right]\right\rangle \mid .
\end{aligned}
$$

(Here, $(\mathbf{R}(t, s))_{0 \leq t, s \leq T}$ is the resolvent associated with $\left.\left(\mathbf{L}_{t}=D \mathcal{F}(t, \mathbf{0})\right)_{0 \leq t \leq T .}.\right)$ By scaling Lemma 3.6, the matrix $[\mathbf{R}(T, T-\varepsilon)]^{*} \mathbf{K}^{-1}(T-\varepsilon, T) \mathbf{R}(T, T-\varepsilon)$ is less than $C \varepsilon \mathbb{T}_{\varepsilon}^{-2}$. (As required, $C$ is independent of $T$ since $T \leq 1$.) By (4.24),

$$
\begin{aligned}
\left|R_{T-\varepsilon}^{1}\right| & \leq C \varepsilon\left|\mathbb{T}_{\varepsilon}^{-1}\left(\boldsymbol{\chi}_{T-\varepsilon}-\boldsymbol{\phi}_{T-\varepsilon}-\boldsymbol{\Gamma}_{T-\varepsilon}\right)\right|\left|\mathbb{T}_{\varepsilon}^{-1}\left(\boldsymbol{\chi}_{T-\varepsilon}-\boldsymbol{\phi}_{T-\varepsilon}+\boldsymbol{\Gamma}_{T-\varepsilon}\right)\right| \\
& \leq C \varepsilon^{\frac{\eta}{8}}\left(\varepsilon^{\frac{\eta}{8}}+\varepsilon^{\frac{1}{2}}\left|\mathbb{T}_{\varepsilon}^{-1} \boldsymbol{\Gamma}_{T-\varepsilon}\right|\right) .
\end{aligned}
$$

By Lemma 3.9,

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{I}_{\overline{\mathcal{C}}} R_{T-\varepsilon}^{1}\right] \leq C \varepsilon^{\frac{\eta}{8}} \leq C . \tag{4.28}
\end{equation*}
$$

Taking the expectation on $\overline{\mathcal{C}}$ in (4.21), we finally deduce from (4.27) and (4.28)

$$
J_{\varepsilon}\left(0, \mathbf{x}_{0}\right) \mathbb{P}(\overline{\mathcal{C}}) \leq-\ln (q(T, 0,0)) \mathbb{P}(\overline{\mathcal{C}})+C\left(1+T\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)\right|^{2}\right)
$$

Since $\mathbb{P}(\overline{\mathcal{C}}) \geq 1 / 2$, we have

$$
J_{\varepsilon}\left(0, \mathbf{x}_{0}\right) \leq \frac{1}{2} \ln (\operatorname{det}(\mathbf{K}(0, T)))+C\left(1+T\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)\right|^{2}\right)
$$

Letting $\varepsilon$ tend to 0 , we deduce from Proposition 3.4 that, for $T \leq c_{4.3}(1 / 4) \wedge 1$,

$$
\begin{equation*}
-\ln \left(p\left(T, \mathbf{x}_{0}, \mathbf{y}_{0}\right)\right) \leq \frac{n^{2} d}{2} \ln (T)+C\left(1+T\left|\mathbb{T}_{T}^{-1}\left(\boldsymbol{\theta}_{T}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)\right|^{2}\right) \tag{4.29}
\end{equation*}
$$

Third Step. We emphasize that the constant $C$ in (4.29) is independent of $T$. In particular, for a given $T \leq c_{4.3}(1 / 4) \wedge 1$, (4.29) also holds for any $t \in(0, T]$. This proves the lower bound in Theorem 1.1 for $T \leq c_{4.3}(1 / 4) \wedge 1$.

### 4.4 Scaling Argument

Using the intrinsic scaling properties of the system, see Subsection 2.3, Eq. (1.1) set on an interval $[0, T]$ of length $T>c_{4.3}(1 / 4) \wedge 1$ can be rescaled on the interval $\left[0, c_{4.3}(1 / 4) \wedge 1\right]$ up to a magnification of the constants in $(\mathbf{A})$ by some power of $T$. Following Subsection 2.3, we can derive the expected lower bound for the density over an interval of arbitrary length from the short time estimate.

## 5 Upper Bound for the Density

We now prove the upper bound in Theorem 1.1. By the intrinsic scaling properties of the system, it is sufficient to prove it on $[0,1]$ : an argument similar to the one used in Subsection 4.4, see also Section 2.3, permits to reduce the problem from $[0, T]$ to $[0,1]$ for any $T \geq 1$. In fact, it is even sufficient to prove the upper bound in Theorem 1.1 at time $t=1$ only. Indeed, the scaling property (2.11) permits to write the density kernel $p(t, \cdot, \cdot)$ at time $t \leq 1$ as $t^{-n^{2} d / 2} \hat{p}\left(1, t^{1 / 2} \mathbb{T}_{t}^{-1} \cdot, t^{1 / 2} \mathbb{T}_{t}^{-1} \cdot\right)$, for some rescaled density kernel $\hat{p}(1, \cdot, \cdot)$ at time 1 satisfying Assumption (A) with respect to the same constants $\kappa, \Lambda$ and $\eta$ as the original kernel $p$. We emphasize that we didn't use this latter argument to prove the lower bound: the method used in Subsection 4.3 directly provides the required estimate on the whole $\left[0, c_{4.3}(1 / 4) \wedge 1\right]$.

Throughout the section, we follow the strategy announced in Subsection 2.4. It relies on the McKean-Singer expansion (2.17) (with $T=1$ ) that we here recall:

$$
\begin{align*}
p\left(1, \mathbf{x}_{0}, \mathbf{y}_{0}\right)= & \tilde{p}\left(0,1, \mathbf{x}_{0}, \mathbf{y}_{0}\right)+\sum_{k=1}^{N} \int_{0}^{1} \int_{\mathbb{R}^{n d}} \tilde{p}\left(0, t, \mathbf{x}_{0}, \mathbf{z}\right) H^{\otimes k}\left(t, 1, \mathbf{z}, \mathbf{y}_{0}\right) d t d \mathbf{z} \\
& +\int_{0}^{1} \int_{\mathbb{R}^{n d}} p\left(t, \mathbf{x}_{0}, \mathbf{z}\right) H^{\otimes(N+1)}\left(t, 1, \mathbf{z}, \mathbf{y}_{0}\right) d t d \mathbf{z} . \tag{5.1}
\end{align*}
$$

We remind the reader that, for any $0<T \leq 1, \tilde{p}(0, T, \mathbf{x}, \mathbf{y})$ stands for $\tilde{p}^{T, \mathbf{y}}(0, T, \mathbf{x}, \mathbf{y})$, where $\left(\tilde{p}^{T, \mathbf{y}}(s, t, \mathbf{x}, \mathbf{z})\right)_{0 \leq s<t \leq T ; \mathbf{x}, \mathbf{z} \in \mathbb{R}^{n d}}$ is the transition density of some Markovian Gaussian process, obtained by linearization of (1.1). The kernel $H$ together with its iterated products $\left(H^{\otimes k}\right)_{k \geq 1}$ are associated with $\tilde{p}$ by formulas (2.16) and (2.18).

The Gaussian process we here consider for the construction of $\tilde{p}$ is a bit different from the announced version (2.15). Following Subsection 4.2, we indeed replace the "complete" gradient $\mathbf{D}_{\mathbf{x}} \mathbf{F}$ in (2.15) by its reduced version $D \mathbf{F}$. (That is we just consider the subdiagonal of $\mathbf{D}_{\mathbf{x}} \mathbf{F}$.) In what follows, for any $\mathbf{y} \in \mathbb{R}^{n d},\left(\tilde{p}^{T, \mathbf{y}}(s, t, \mathbf{x}, \mathbf{z})\right)_{0 \leq s<t \leq T ; \mathbf{x}, \mathbf{z} \in \mathbb{R}^{n d}}$ thus denotes the transition density associated with the linear equation:

$$
\begin{align*}
d \tilde{\mathbf{X}}_{t}= & {\left[\mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right)+D \mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\left(\tilde{\mathbf{X}}_{t}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right] d t }  \tag{5.2}\\
& +B \sigma\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right) d W_{t}, \quad 0 \leq t \leq T,
\end{align*}
$$

where $\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{t \geq 0}$ solves the ODE $[d / d t] \boldsymbol{\theta}_{t, T}(\mathbf{y})=\mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right), t \geq 0$, with the boundary condition $\boldsymbol{\theta}_{T, T}(\mathbf{y})=\mathbf{y}$. (See (2.14).) To simplify, we do not specify the dependence of $\tilde{\mathbf{X}}$ on $(T, \mathbf{y})$. (In what follows, we will consider the flow for various initializing times, i.e. we will consider $\left(\boldsymbol{\theta}_{t, s}\right)_{t \geq 0}, s \geq 0$, solution of the $O D E$ driven by $(\mathbf{F}(t, \cdot))_{t \geq 0}$ with the boundary condition $\boldsymbol{\theta}_{s, s}=$ identity. We will also make use of the semigroup property $\boldsymbol{\theta}_{t, s} \circ \boldsymbol{\theta}_{s, r}=\boldsymbol{\theta}_{t, r}$.)

The proof is divided into two propositions. The first one permits to estimate $\tilde{p}$ and $H$. The second one permits to handle the convolution of $p$ and the iterated products of $H$. To state these propositions, we introduce the useful notation:

$$
\begin{equation*}
g_{a, t}(\mathbf{y})=t^{-n^{2} \frac{d}{2}} \exp \left(-a^{-1} t\left|\mathbb{T}_{t}^{-1} \mathbf{y}\right|^{2}\right), \quad a, t>0, \mathbf{y} \in \mathbb{R}^{n d} \tag{5.3}
\end{equation*}
$$

Up to a normalizing constant depending on $a, n, d, g_{a, t}$ is a Gaussian density. We emphasize that $\left(g_{a, t}\right)_{a>0, t>0}$ satisfies Lemma B. 1 in Appendix: we use it right below. In the following, $\boldsymbol{\theta}_{t}(\mathbf{x})$ is a short version for $\boldsymbol{\theta}_{t, 0}(\mathbf{x})$.

Proposition 5.1 There exists a family of constants $\left(C_{5.1}(N)\right)_{N \geq 0}$, only depending on (A), such that, for all $N \geq 1,0<t<1$, and $\mathbf{x}, \mathbf{y}, \mathbf{z} \in \mathbb{R}^{n d}$,

$$
\begin{aligned}
& \tilde{p}(0, t, \mathbf{x}, \mathbf{y}) \leq C_{5.1}(0) g_{C_{5.1}(0), t}\left(\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{y}\right) \\
& \left|H^{\otimes N}(t, 1, \mathbf{z}, \mathbf{y})\right| \leq C_{5.1}(N)(1-t)^{N \frac{\eta}{2}-1} g_{C_{5.1}(N), 1-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right)
\end{aligned}
$$

Proposition 5.2 Let $a>0$. Then, there exists a constant $C_{5.2}(a)>0$, only depending on $a$ and (A), such that, for all $t \in[0,1)$ and $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{\text {nd }}$,

$$
\int_{\mathbb{R}^{n d}} p(t, \mathbf{x}, \mathbf{z})(1-t)^{\frac{n^{2} d}{2}} g_{a, 1-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right) d \mathbf{z} \leq C_{5.2}(a) g_{C_{5.2}(a), 1}\left(\boldsymbol{\theta}_{1}(\mathbf{x})-\mathbf{y}\right)
$$

The second equation in Proposition 5.1 gives the regularizing effect of the
kernel in function of the regularity in (A). This feature is characteristic of the parametrix techniques, see e.g. [MS67], [KM00]. Proposition 5.2 is crucial and allows to truncate the parametrix series expansion. It is the key point in order to handle the non-linearity of the degenerate terms in the operator $\mathcal{L}_{t}$ introduced after (2.1). This non-linearity breaks the underlying semigroup structure of Kolmogorov's example, see also [KMM09] and makes the truncation unavoidable.

### 5.1 From Propositions 5.1 and 5.2 to the Upper Bound

Admitting these two propositions, we derive the upper bound in Theorem 1.1 at time $t=1$.

We have to show that $p\left(1, \mathbf{x}_{0}, \mathbf{y}_{0}\right)$ is less than $C g_{C, 1}\left(\boldsymbol{\theta}_{1}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0}\right)$ for some $C>0$ only depending on (A). The proof relies on (5.1). The first term in (5.1), i.e. the Gaussian density, is easily bounded by using the first line in Proposition 5.1 with $t=1, \mathbf{x}=\mathbf{x}_{0}$ and $\mathbf{y}=\mathbf{y}_{0}$. The last term in (5.1) is bounded by plugging the second line in Proposition 5.1 with $N+1=\left\lceil\left(n^{2} d+2\right) / \eta\right\rceil$ and $\mathbf{y}=\mathbf{y}_{0}$ into the bound in Proposition 5.2 with $\mathbf{x}=\mathbf{x}_{0}$ and $\mathbf{y}=\mathbf{y}_{0}$ : indeed, $\left\lceil\left(n^{2} d+2\right) / \eta\right\rceil \eta / 2-1 \geq\left(n^{2} d+2\right) / 2-1=n^{2} d / 2$. To handle the sum in (5.1), we apply Proposition 5.1 and Lemma B.1: we obtain, for $k \geq 1$,

$$
\begin{align*}
& \int_{0}^{1} \int_{\mathbb{R}^{n d}} \tilde{p}\left(0, t, \mathbf{x}_{0}, \mathbf{z}\right)\left|H^{\otimes k}\left(t, 1, \mathbf{z}, \mathbf{y}_{0}\right)\right| d \mathbf{z} d t \\
& \leq C(k) \int_{0}^{1} \int_{\mathbb{R}^{n d}}(1-t)^{k \frac{\eta}{2}-1} g_{C(k), t}\left(\boldsymbol{\theta}_{t}\left(\mathbf{x}_{0}\right)-\mathbf{z}\right) g_{C(k), 1-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}\left(\mathbf{y}_{0}\right)\right) d \mathbf{z} d t \\
& \leq C(k) \int_{0}^{1}(1-t)^{k \frac{n}{2}-1} g_{C(k), 1}\left(\boldsymbol{\theta}_{t}\left(\mathbf{x}_{0}\right)-\boldsymbol{\theta}_{t, 1}\left(\mathbf{y}_{0}\right)\right) d t \tag{5.4}
\end{align*}
$$

the constant $C(k)$ only depending on $k$ and (A). By the semi-group property of the flow, $\left|\boldsymbol{\theta}_{t}\left(\mathbf{x}_{0}\right)-\boldsymbol{\theta}_{t, 1}\left(\mathbf{y}_{0}\right)\right|=\left|\boldsymbol{\theta}_{t, 1}\left(\boldsymbol{\theta}_{1}\left(\mathbf{x}_{0}\right)\right)-\boldsymbol{\theta}_{t, 1}\left(\mathbf{y}_{0}\right)\right|$. Similarly, $\boldsymbol{\theta}_{t, 1}$ is a diffeomorphic mapping from $\mathbb{R}^{n d}$ onto itself with $\boldsymbol{\theta}_{1, t}$ as converse. In particular, $\boldsymbol{\theta}_{t, 1}$ is a Lipschitz diffeomorphism so that $\left|\boldsymbol{\theta}_{t}\left(\mathbf{x}_{0}\right)-\boldsymbol{\theta}_{t, 1}\left(\mathbf{y}_{0}\right)\right|=\mid \boldsymbol{\theta}_{t, 1}\left(\boldsymbol{\theta}_{1}\left(\mathbf{x}_{0}\right)\right)-$ $\boldsymbol{\theta}_{t, 1}\left(\mathbf{y}_{0}\right)\left|\geq C^{-1}\right| \boldsymbol{\theta}_{1}\left(\mathbf{x}_{0}\right)-\mathbf{y}_{0} \mid$ for some constant $C$ depending on $(\mathbf{A})$ only. ( $C$ may be chosen independently of $t$ since the Lipschtiz constant of $\boldsymbol{\theta}_{1, t}$ is uniform in $0<t<1$.) Since $g_{C(k), 1}(\mathbf{y}) \leq g_{C(k), 1}\left(\mathbf{y}^{\prime}\right)$ for $|\mathbf{y}| \geq\left|\mathbf{y}^{\prime}\right|$, this completes the proof.

### 5.2 Proof of Proposition 5.1

For $\mathbf{y} \in \mathbb{R}^{n d}$ and for $0<T \leq 1$, we first give the form of the kernel $\left(\tilde{p}^{T, \mathbf{y}}(t, T, \mathbf{x}, \mathbf{z})\right)_{0 \leq t<T, \mathbf{x}, \mathbf{z} \in \mathbb{R}^{n d}}$ associated with the Gaussian process $\tilde{\mathbf{X}}$ in (5.2).

The deterministic ODE associated with $\tilde{\mathbf{X}}$ has the form

$$
\begin{equation*}
\frac{d}{d t} \tilde{\boldsymbol{\phi}}_{t}=\mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right)+D \mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\left[\tilde{\boldsymbol{\phi}}_{t}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right], \quad t \geq 0 . \tag{5.5}
\end{equation*}
$$

We denote by $\left(\tilde{\boldsymbol{\theta}}_{t, s}^{T, \mathbf{y}}\right)_{s, t \geq 0}$ the associated flow, i.e. $\tilde{\boldsymbol{\theta}}_{t, s}^{T, \mathbf{y}}(\mathbf{x})$ is the value of $\tilde{\boldsymbol{\phi}}_{t}$ when $\tilde{\boldsymbol{\phi}}_{s}=\mathrm{x}$. It is affine:

$$
\begin{align*}
\tilde{\boldsymbol{\theta}}_{t, s}^{T, \mathbf{y}}(\mathbf{x})= & \tilde{\mathbf{R}}^{T, \mathbf{y}}(t, s) \mathbf{x} \\
& +\int_{s}^{t} \tilde{\mathbf{R}}^{T, \mathbf{y}}(t, u)\left(\mathbf{F}\left(u, \boldsymbol{\theta}_{u, T}(\mathbf{y})\right)-D \mathbf{F}\left(u, \boldsymbol{\theta}_{u, T}(\mathbf{y})\right) \boldsymbol{\theta}_{u, T}(\mathbf{y})\right) d u \tag{5.6}
\end{align*}
$$

Above, $\left(\tilde{\mathbf{R}}^{T, \mathbf{y}}(t, s)\right)_{s, t \geq 0}$ stands for the resolvent associated with the matrices $\left(D \mathbf{F}\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right)_{t \geq 0}$. We then claim

Lemma 5.3 There exists a constant $C_{5.3} \geq 1$, depending on (A) only (an not on $T$ ), such that, for any $t \in[0, T)$ and $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n d}$,

$$
C_{5.3}^{-1}\left|\mathbb{T}_{T-t}^{-1}\left[\mathbf{x}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right]\right| \leq\left|\mathbb{T}_{T-t}^{-1}\left[\tilde{\boldsymbol{\theta}}_{T, t}^{T, \mathbf{y}}(\mathbf{x})-\mathbf{y}\right]\right| \leq C_{5.3}\left|\mathbb{T}_{T-t}^{-1}\left[\mathbf{x}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right]\right|
$$

Proof. It is clear that $\tilde{\boldsymbol{\theta}}_{t, T}^{T, \mathbf{y}}(\mathbf{y})=\boldsymbol{\theta}_{t, T}(\mathbf{y})$ for $0 \leq t \leq T$. Indeed, $\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{0 \leq t \leq T}$ satisfies (5.5) and matches $\mathbf{y}$ at time $T$. We thus compare $\left|\mathbb{T}_{T-t}^{-1}\left[\mathbf{x}-\tilde{\boldsymbol{\theta}}_{t, T}^{T, \mathbf{y}}(\mathbf{y})\right]\right|$ and $\left|\mathbb{T}_{T-t}^{-1}\left[\tilde{\boldsymbol{\theta}}_{T, t}^{T, \mathbf{y}}(\mathbf{x})-\mathbf{y}\right]\right|$. By a translation argument, we can assume $t=0$. The result then follows from (2.13) (applied to the linearized equation (5.5)).

We deduce:
Lemma 5.4 There exists a constant $C_{5.4}>0$, depending on (A) only (and not on $T$ ), such that, for all $0 \leq t<T$ and $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{\text {nd }}$,

$$
\tilde{p}(t, T, \mathbf{x}, \mathbf{y}) \leq C_{5.4} g_{C_{5.4}, T-t}\left(\mathbf{x}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)
$$

Proof. The proof is almost direct. When initialized at point $\mathbf{x}$ at time $t$, the process $\tilde{\mathbf{X}}$ in (5.2) is a Gaussian process. Denoting by $\tilde{\tilde{\mathbf{m}}}(t, T)$ the mean and by $\tilde{\mathbf{K}}(t, T)$ the covariance matrix of the random vector $\tilde{\mathbf{X}}_{T}$, we know that

$$
\begin{equation*}
\tilde{p}(t, T, \mathbf{x}, \mathbf{y})=(2 \pi)^{-\frac{n d}{2}} \operatorname{det}^{-\frac{1}{2}}(\tilde{\mathbf{K}}(t, T)) \exp \left(-\frac{\left|\tilde{\mathbf{K}}^{-\frac{1}{2}}(t, T)(\mathbf{y}-\tilde{\mathbf{m}}(t, T))\right|^{2}}{2}\right) \tag{5.7}
\end{equation*}
$$

It is plain to see that the mean of the Gaussian process $\tilde{\mathbf{X}}$ satisfies the ODE (5.5), so that $\tilde{\mathbf{m}}(t, T)=\tilde{\boldsymbol{\theta}}_{T, t}^{T, \mathbf{y}}(\mathbf{x})$. From Lemma 3.6, see also the proof of Proposition 3.7, we know that $\tilde{\mathbf{K}}(t, T)$ has the form $(T-t)^{-1} \mathbb{T}_{T-t} \hat{\mathbf{K}}_{1}^{t, T} \mathbb{T}_{T-t}$, where $\hat{\mathbf{K}}_{1}^{t, T}$ is the covariance matrix associated with some rescaled version of $\tilde{\mathbf{X}}$. (We do not specify what the rescaled version is.) Under (A), the eigenvalues of the
matrix $\hat{\mathbf{K}}_{1}^{t, T}$ are bounded from above and from below by known parameters uniformly in $0 \leq t<T \leq 1$, see Proposition 3.4. (In particular, the bounds are independent of $t, T$.) We deduce the expected bounds for $\tilde{p}(t, T, \mathbf{x}, \mathbf{y})$ but with $\tilde{\boldsymbol{\theta}}_{T, t}^{T, \mathbf{y}}(\mathbf{x})-\mathbf{y}$ instead of $\mathbf{x}-\boldsymbol{\theta}_{t, T}(\mathbf{y})$. By Lemma 5.3, we complete the proof.

We now provide a first estimate for $H$. (Have in mind that $T \leq 1$.)
Lemma 5.5 There exists a constant $C_{5.5}>0$, depending on (A) only (and not on $T$ ), such that, for all $t \in[0, T)$ and $\mathbf{z}, \mathbf{y} \in \mathbb{R}^{n d}$,

$$
|H(t, T, \mathbf{z}, \mathbf{y})| \leq C_{5.5}(T-t)^{\frac{\eta}{2}-1} g_{C_{5.5}, T-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)
$$

Proof. The definition of $H$ is given in (2.16). For a smooth function $f: \mathbf{z} \in$ $\mathbb{R}^{n d} \mapsto f(\mathbf{z})$, we have, for $t \in[0, T)$ and $\mathbf{z} \in \mathbb{R}^{n d}$,

$$
\begin{aligned}
& {\left[\mathcal{L}_{t, \mathbf{z}} f-\tilde{\mathcal{L}}_{t, \mathbf{z}}^{T, \mathbf{y}} f\right](\mathbf{z})=(1 / 2) \operatorname{Tr}\left[\left(a(t, \mathbf{z})-a\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right) D_{\mathbf{z}_{1}}^{2} f(\mathbf{z})\right]} \\
& +\sum_{j=1}^{n}\left\langle\mathbf{F}_{j}(t, \mathbf{z})-\mathbf{F}_{j}\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right)-D_{\mathbf{z}_{j-1}} \mathbf{F}_{j}\left(t, \boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{j-1}, D_{\mathbf{z}_{j}} f(\mathbf{z})\right\rangle,
\end{aligned}
$$

with the convention that $D_{\mathbf{z}_{0}} \mathbf{F}_{1}=0$. From the specific structure of $\mathbf{F}$, we can find a constant $C>0$, depending on (A) only, such that

$$
\begin{align*}
\left|\mathcal{L}_{t, \mathbf{z}} f(\mathbf{z})-\tilde{\mathcal{L}}_{t, \mathbf{z}}^{T, \mathbf{y}} f(\mathbf{z})\right| \leq & C\left|\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right|^{\eta}\left|D_{\mathbf{z}_{1}}^{2} f(\mathbf{z})\right| \\
& +C \sum_{j=2}^{n}\left|\mathbf{z}_{j-1}-\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{j-1}\right|^{1+\eta}\left|D_{\mathbf{z}_{j}} f(\mathbf{z})\right|  \tag{5.8}\\
& +C \sum_{j=1}^{n} \sum_{k=j}^{n}\left|\mathbf{z}_{k}-\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{k}\right|\left|D_{\mathbf{z}_{j}} f(\mathbf{z})\right| .
\end{align*}
$$

We now apply the above inequality with $f(\mathbf{z})=\tilde{p}(t, T, \mathbf{z}, \mathbf{y})$, i.e. (see (5.7))

$$
f(\mathbf{z})=(2 \pi)^{-\frac{n d}{2}} \operatorname{det}^{-\frac{1}{2}}(\tilde{\mathbf{K}}(t, T)) \exp \left(-\frac{\left|\tilde{\mathbf{K}}^{-\frac{1}{2}}(t, T)\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right|^{2}}{2}\right)
$$

(For simplicity, we will omit the superscript $(T, \mathbf{y})$ in $\tilde{\boldsymbol{\theta}}$ and $\tilde{\mathcal{L}}$.) We now expand the derivatives of $f$. To this end, we recall that $\boldsymbol{\theta}_{T, t}$ is an affine transformation with $\tilde{\mathbf{R}}(T, t)$ as linear part, see (5.6). (We will also omit the superscript $(T, \mathbf{y})$ in $\tilde{\mathbf{R}}$.)

$$
\begin{aligned}
D_{\mathbf{z}_{j}} f(\mathbf{z}) & =-\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T)\left(\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})-\mathbf{y}\right)\right]_{j} \tilde{p}(t, T, \mathbf{z}, \mathbf{y}), \\
D_{\mathbf{z}_{j}}^{2} f(\mathbf{z}) & =-\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T) \tilde{\mathbf{R}}(T, t)\right]_{j, j} \tilde{p}(t, T, \mathbf{z}, \mathbf{y}) \\
& +\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T)\left(\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})-\mathbf{y}\right)\right]_{j}^{\otimes 2} \tilde{p}(t, T, \mathbf{z}, \mathbf{y}),
\end{aligned}
$$

where $\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T) \tilde{\mathbf{R}}(T, t)\right]_{j, j}$ stands for the $j^{\text {th }}$ diagonal block of size $d$ of the $n d \times n d$-matrix $[\tilde{\mathbf{R}}(T, t)]^{*} \mathbf{K}^{-1}(t, T) \tilde{\mathbf{R}}(T, t)$. By (5.8),

$$
\begin{align*}
& \left|\left(\mathcal{L}_{t, \mathbf{z}}-\tilde{\mathcal{L}}_{t, \mathbf{z}}\right) \tilde{p}(t, T, \mathbf{z}, \mathbf{y})\right| \\
& \leq C \tilde{p}(t, T, \mathbf{z}, \mathbf{y}) \times\left\{\left|\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right|^{\eta}\left|\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T) \tilde{\mathbf{R}}(t, T)\right]_{1,1}\right|\right. \\
& \left.+\left|\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right|^{\eta}\left|\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T)\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right]_{1}\right|^{2}\right] \\
&  \tag{5.9}\\
& +\sum_{j=2}^{n}\left|\mathbf{z}_{j-1}-\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{j-1}\right|^{1+\eta}\left|\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T)\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right]_{j}\right| \\
& \left.\quad+\sum_{j=1}^{n} \sum_{k=j}^{n}\left|\mathbf{z}_{k}-\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{k}\right|\left|\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T)\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right]_{j}\right|\right\} .
\end{align*}
$$

We write $[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T)$ as $(T-t)[\tilde{\mathbf{R}}(T, t)]^{*} \mathbb{T}_{T-t}^{-1}\left(\hat{\mathbf{K}}_{1}^{t, T}\right)^{-1} \mathbb{T}_{T-t}^{-1}$, the matrix $\hat{\mathbf{K}}_{1}^{t, T}$ standing for the covariance matrix at time 1 of some rescaled process satisfying Assumption (A), see the proof of Lemma 5.4. By similar scaling arguments, see also the proof of Proposition 3.7, we know that $[\tilde{\mathbf{R}}(T, t)]^{*} \mathbb{T}_{T-t}^{-1}=$ $\mathbb{T}_{T-t}^{-1}\left[\hat{\mathbf{R}}^{t, T}(1,0)\right]^{*}$, where $\hat{\mathbf{R}}^{t, T}(1,0)$ stands for the resolvent associated with the rescaled version of $\tilde{\mathbf{X}}$. We deduce that

$$
\begin{align*}
& {\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T) \tilde{\mathbf{R}}(T, t)\right]_{1,1}} \\
& =(T-t)\left[\mathbb{T}_{T-t}^{-1}\left[\hat{\mathbf{R}}^{t, T}(1,0)\right]^{*}\left(\hat{\mathbf{K}}_{1}^{t, T}\right)^{-1} \hat{\mathbf{R}}^{t, T}(1,0) \mathbb{T}_{T-t}^{-1}\right]_{1,1}  \tag{5.10}\\
& =(T-t)^{-1}\left[\left[\hat{\mathbf{R}}^{t, T}(1,0)\right]^{*}\left(\hat{\mathbf{K}}_{1}^{t, T}\right)^{-1} \hat{\mathbf{R}}^{t, T}(1,0)\right]_{1,1} \leq C(T-t)^{-1} I_{d}
\end{align*}
$$

for some $C$, depending on (A) only (and not on $T)$. ( $I_{d}$ the identity matrix of size $d$.) Similarly, for each $1 \leq j \leq d$,

$$
\begin{align*}
& \left|\left[[\tilde{\mathbf{R}}(T, t)]^{*} \tilde{\mathbf{K}}^{-1}(t, T)\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right]_{j}\right| \\
& =(T-t)^{-j+1}\left|\left[\left[\tilde{\mathbf{R}}^{t, T}(1,0)\right]^{*}\left(\hat{\mathbf{K}}_{1}^{t, T}\right)^{-1} \mathbb{T}_{T-t}^{-1}\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right]_{j}\right|  \tag{5.11}\\
& \leq C(T-t)^{-j+1}\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right| .
\end{align*}
$$

Plugging (5.10) and (5.11) into (5.9), we deduce

$$
\begin{aligned}
& \left|\left(\mathcal{L}_{\mathbf{z}}-\tilde{\mathcal{L}}_{\mathbf{z}}\right) \tilde{p}(t, T, \mathbf{z}, \mathbf{y})\right| \\
& \leq C \tilde{p}(t, T, \mathbf{z}, \mathbf{y})\left[\left|\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right|^{\eta}\left((T-t)^{-1}+\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right|^{2}\right)\right. \\
& \quad+\sum_{j=2}^{n}(T-t)^{-j+1}\left|\mathbf{z}_{j-1}-\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{j-1}\right|^{1+\eta}\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right| \\
& \left.\quad+\sum_{j=1}^{n} \sum_{k=j}^{n}(T-t)^{-j+1}\left|\mathbf{z}_{k}-\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{k}\right|\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{y}-\tilde{\boldsymbol{\theta}}_{T, t}(\mathbf{z})\right)\right|\right] .
\end{aligned}
$$

Now, it is clear that $\left|\mathbf{z}_{\ell}-\left(\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)_{\ell}\right| \leq(T-t)^{\ell}\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|$. In particular, $\left|\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right| \leq(T-t)\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|$ since $T \leq 1$. By Lemma 5.3 with $\mathbf{x}=\mathbf{z}$,

$$
\begin{aligned}
& \left|\left(\mathcal{L}_{t, \mathbf{z}}-\tilde{\mathcal{L}}_{t, \mathbf{z}}\right) \tilde{p}(t, T, \mathbf{z}, \mathbf{y})\right| \\
& \begin{aligned}
\leq C \tilde{p}(t, T, \mathbf{z}, \mathbf{y})[(T & -t)^{-1+\eta}\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|^{\eta} \\
& +(T-t)\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|^{2} \\
& \left.+(T-t)^{\eta}\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|^{2+\eta}\right]
\end{aligned} \\
& \begin{aligned}
& \leq C(T-t)^{-1+\frac{\eta}{2}} \tilde{p}(t, T, \mathbf{z}, \mathbf{y})\left[(T-t)^{\frac{\eta}{2}}\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|^{\eta}\right. \\
&+(T-t)\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|^{2} \\
&\left.+(T-t)^{1+\frac{\eta}{2}}\left|\mathbb{T}_{T-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|^{2+\eta}\right] .
\end{aligned}
\end{aligned}
$$

By Lemma 5.4 (with $\mathbf{x}=\mathbf{z}$ ), there exists a constant $C$, only depending on (A) (and not on $T$ ), such that,

$$
\left|\left(\mathcal{L}_{t, \mathbf{z}}-\tilde{\mathcal{L}}_{t, \mathbf{z}}\right) \tilde{p}(t, T, \mathbf{z}, \mathbf{y})\right| \leq C(T-t)^{-1+\frac{\eta}{2}} g_{C, T-t}\left(\left|\mathbb{T}_{1-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, T}(\mathbf{y})\right)\right|^{2}\right)
$$

End of the Proof of Proposition 5.1. It remains to prove that, for every integer $N \geq 1$, there exists a constant $C(N)$, depending on $N$ and (A) only, such that, for any $0 \leq t<1$,

$$
\begin{equation*}
\left|H^{\otimes N}(t, 1, \mathbf{z}, \mathbf{y})\right| \leq C(N)(1-t)^{N \frac{\eta}{2}-1} g_{C(N), 1-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right) \tag{5.12}
\end{equation*}
$$

By Lemma 5.5, we know that (5.12) holds when $N=1$. We now perform an induction to complete the proof. We thus assume that (5.12) holds for some integer $N \geq 1$. Then, by Lemma 5.5,

$$
\begin{aligned}
& \left|H^{\otimes(N+1)}(t, 1, \mathbf{z}, \mathbf{y})\right| \\
& =\left|\int_{t}^{1} \int_{\mathbb{R}^{n d}} H\left(t, s, \mathbf{z}, \mathbf{z}^{\prime}\right) H^{\otimes N}\left(s, 1, \mathbf{z}^{\prime}, \mathbf{y}\right) d s d \mathbf{z}^{\prime}\right| \\
& \leq C(N) C(1) \int_{t}^{1} \int_{\mathbb{R}^{n d}}\left[(s-t)^{-1+\frac{\eta}{2}}(1-s)^{-1+N \frac{\eta}{2}}\right. \\
& \left.\quad g_{C(1), s-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, s}\left(\mathbf{z}^{\prime}\right)\right) g_{C(N), 1-s}\left(\mathbf{z}^{\prime}-\boldsymbol{\theta}_{s, 1}(\mathbf{y})\right) d s d \mathbf{z}^{\prime}\right]
\end{aligned}
$$

By (2.13), $C^{-1}\left|\mathbb{T}_{s-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, s}\left(\mathbf{z}^{\prime}\right)\right)\right| \leq\left|\mathbb{T}_{s-t}^{-1}\left(\boldsymbol{\theta}_{s, t}(\mathbf{z})-\mathbf{z}^{\prime}\right)\right| \leq C\left|\mathbb{T}_{s-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, s}\left(\mathbf{z}^{\prime}\right)\right)\right|$, for some constant $C$ depending on (A) only. Therefore, by Lemma B.1,

$$
\begin{aligned}
& \left|H^{\otimes(N+1)}(t, 1, \mathbf{z}, \mathbf{y})\right| \\
& \leq C(N) C(1) \int_{t}^{1} \int_{\mathbb{R}^{n d}}\left[(s-t)^{-1+\frac{\eta}{2}}(1-s)^{-1+N \frac{\eta}{2}}\right. \\
& \left.\quad g_{C C(1), s-t}\left(\boldsymbol{\theta}_{s, t}(\mathbf{z})-\mathbf{z}^{\prime}\right) g_{C(N), 1-s}\left(\mathbf{z}^{\prime}-\boldsymbol{\theta}_{s, 1}(\mathbf{y})\right) d s d \mathbf{z}^{\prime}\right] \\
& \leq C(N+1) \int_{t}^{1}(s-t)^{-1+\frac{\eta}{2}}(1-s)^{-1+N \frac{\eta}{2}} g_{C(N+1), 1-t}\left(\boldsymbol{\theta}_{s, t}(\mathbf{z})-\boldsymbol{\theta}_{s, 1}(\mathbf{y})\right) d s,
\end{aligned}
$$

for a constant $C(N+1)$, depending on the required parameters only. To complete the proof, it remains to see that $\int_{t}^{1}(s-t)^{-1+\eta / 2}(1-s)^{-1+N \eta / 2} d s=$ $\beta(\eta / 2, N \eta / 2)(1-t)^{-1+(N+1) \eta / 2}$ and that

$$
\begin{equation*}
g_{C(N+1), 1-t}\left(\boldsymbol{\theta}_{s, t}(\mathbf{z})-\boldsymbol{\theta}_{s, 1}(\mathbf{y})\right) \leq g_{C^{\prime}(N+1), 1-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right), \quad t \leq s \leq 1 \tag{5.13}
\end{equation*}
$$

for a constant $C^{\prime}(N+1)$ depending on the same parameters as $C(N+1)$ (and thus independent of $s$ ). To obtain (5.13), it is sufficient to prove that, for any $s \in[t, 1],\left|\mathbb{T}_{1-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right)\right| \leq C\left|\mathbb{T}_{1-t}^{-1}\left(\boldsymbol{\theta}_{s, t}(\mathbf{z})-\boldsymbol{\theta}_{s, 1}(\mathbf{y})\right)\right|$ for a constant $C$, depending on (A) only (and not on $s$ ). The strategy is the same as in (2.12)-(2.13): we write $\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})=\boldsymbol{\theta}_{t, s}\left(\boldsymbol{\theta}_{s, t}(\mathbf{z})\right)-\boldsymbol{\theta}_{t, s}\left(\boldsymbol{\theta}_{s, 1}(\mathbf{y})\right)=(1-$ $t)^{-1 / 2} \mathbb{T}_{1-t}\left(\hat{\boldsymbol{\theta}}_{0,(s-t) /(1-t)}\left((1-t)^{1 / 2} \mathbb{T}_{1-t}^{-1} \boldsymbol{\theta}_{s, t}(\mathbf{z})\right)\right)-(1-t)^{-1 / 2} \mathbb{T}_{1-t}\left(\hat{\boldsymbol{\theta}}_{0,(s-t) /(1-t)}\right)((1-$ $\left.t)^{1 / 2} \mathbb{T}_{1-t}^{-1} \boldsymbol{\theta}_{s, 1}(\mathbf{y})\right)$ ), where $\hat{\boldsymbol{\theta}}$ stands for some bi-Lipschitz rescaled flow. Using the Lipschitz property of $\hat{\boldsymbol{\theta}}_{0,(s-t) /(1-t)}$, the proof is easily completed.

We emphasize that the modification of the constant $C(N)$ in (5.12) as $N$ increases explains why we need to truncate the McKean-Singer expansion of the density. The modification follows from the transport of the initial condition by the flow $\boldsymbol{\theta}$.

### 5.3 Proof of Proposition 5.2

The points $\mathbf{x}$ and $\mathbf{y}$ as well as the parameters $a$ and $t$ are fixed for the whole proof. For an arbitrary density $q$ on $\mathbb{R}^{n d}$, we then set

$$
J^{q}:=-\ln \int_{\mathbb{R}^{n d}} p(t, \mathbf{x}, \mathbf{z}) q(\mathbf{z}) d \mathbf{z}=-\ln \left(\mathbb{E} q\left(\mathbf{X}_{t}^{0, \mathbf{x}}\right)\right)
$$

We remind the reader of the representation formula (2.6):

$$
\begin{equation*}
J^{q}=\inf _{\left(v_{s}\right)_{s} \in \mathcal{P}(t)} \mathbb{E}\left[\frac{1}{2} \int_{0}^{t}\left\langle a^{-1}\left(s, \boldsymbol{\chi}_{s}\right) v_{s}, v_{s}\right\rangle d s-\ln \left(q\left(\boldsymbol{\chi}_{t}\right)\right)\right] \tag{5.14}
\end{equation*}
$$

$\left(\chi_{s}\right)_{0 \leq s \leq t}$ standing for the controlled process

$$
d \boldsymbol{\chi}_{s}=\left[\mathbf{F}\left(s, \boldsymbol{\chi}_{s}\right)+B v_{s}\right] d s+B \sigma\left(s, \boldsymbol{\chi}_{s}\right) d W_{s}, \quad 0 \leq s \leq t
$$

with the initial condition $\boldsymbol{\chi}_{0}=\mathbf{x}$. (See (2.5).) For a given control $\left(v_{s}\right)_{0 \leq s \leq t}$, we set $\tilde{\boldsymbol{\chi}}_{s}=\boldsymbol{\chi}_{s}-\int_{0}^{s} B \sigma\left(u, \boldsymbol{\chi}_{u}\right) d W_{u}, 0 \leq s \leq t$. It satisfies the controlled ODE (with random coefficients):

$$
\begin{align*}
d \tilde{\boldsymbol{\chi}}_{s} & =\left[\mathbf{F}\left(s, \boldsymbol{\chi}_{s}\right)+B v_{s}\right] d s \\
& =\left[\mathbf{F}\left(s, \int_{0}^{s} B \sigma\left(u, \boldsymbol{\chi}_{u}\right) d W_{u}+\tilde{\boldsymbol{\chi}}_{s}\right)+B v_{s}\right] d s  \tag{5.15}\\
& =\left[\mathbf{G}\left(s, \tilde{\boldsymbol{\chi}}_{s}\right)+B v_{s}\right] d s,
\end{align*}
$$

where $\mathbf{G}(s, \cdot)=\mathbf{F}\left(s, \int_{0}^{s} B \sigma\left(u, \boldsymbol{\chi}_{u}\right) d W_{u}+\cdot\right)$ is a progressively measurable process. For each random outcome $\omega$, we emphasize that $(s, \mathbf{x}) \mapsto \mathbf{G}(s, \mathbf{x})$ satisfies (A): we can see (5.15) as a deterministic control problem of the form (2.8)(2.9) (but with random coefficients). In particular, for each $\omega$, the cost of the control $\left(v_{s}\right)_{0 \leq s \leq t}$ is greater than the minimal cost to go from $\mathbf{x}$ to $\tilde{\boldsymbol{\chi}}_{t}$. By Proposition 4.1 and by the inequality $t\left|\mathbb{T}_{t}^{-1} \mathbf{z}\right|^{2} \geq|\mathbf{z}|^{2}, \mathbf{z} \in \mathbb{R}^{n d}$, (which holds true since $t \leq 1$ ), we obtain

$$
\begin{equation*}
\int_{0}^{t}\left|v_{s}\right|^{2} d t \geq C_{4.1}^{-1} t\left|T_{t}^{-1}\left(\tilde{\boldsymbol{\theta}}_{t}(\mathbf{x})-\tilde{\boldsymbol{\chi}}_{t}\right)\right|^{2} \geq C_{4.1}^{-1}\left|\tilde{\boldsymbol{\theta}}_{t}(\mathbf{x})-\tilde{\boldsymbol{\chi}}_{t}\right|^{2} \tag{5.16}
\end{equation*}
$$

where $\left(\tilde{\boldsymbol{\theta}}_{s}(\mathbf{x})\right)_{0 \leq s \leq t}$ is the solution of the ODE (with random coefficients)

$$
\frac{d}{d s} \tilde{\boldsymbol{\theta}}_{s}(\mathbf{x})=\mathbf{G}\left(s, \tilde{\boldsymbol{\theta}}_{s}(\mathbf{x})\right)=\mathbf{F}\left(s, \tilde{\boldsymbol{\theta}}_{s}(\mathbf{x})\right)+O\left(\left|\int_{0}^{s} \sigma\left(u, \boldsymbol{\chi}_{u}\right) d W_{u}\right|\right), 0 \leq s \leq t
$$

with the initial condition $\tilde{\boldsymbol{\theta}}_{0}(\mathbf{x})=\mathbf{x}$. By a standard argument of stability, we obtain $\mathbb{E}\left[\left|\tilde{\boldsymbol{\chi}}_{t}-\boldsymbol{\chi}_{t}\right|^{2}\right] \leq C$ and $\mathbb{E}\left[\left|\tilde{\boldsymbol{\theta}}_{t}(\mathbf{x})-\boldsymbol{\theta}_{t}(\mathbf{x})\right|^{2}\right] \leq C$ for a suitable constant $C$ (depending on (A)). Therefore, modifying $C$ if necessary from one line to another, we deduce from (5.14) and (5.16)

$$
\begin{aligned}
J^{q} & \geq \mathbb{E}\left[C^{-1}\left|\tilde{\boldsymbol{\theta}}_{t}(\mathbf{x})-\tilde{\boldsymbol{\chi}}_{t}\right|^{2}-\ln \left(q\left(\boldsymbol{\chi}_{t}\right)\right)\right] \\
& \geq \mathbb{E}\left[C^{-1}\left|\boldsymbol{\theta}_{t}(\mathbf{x})-\boldsymbol{\chi}_{t}\right|^{2}-\ln \left(q\left(\boldsymbol{\chi}_{t}\right)\right)\right]-C \\
& \geq \inf _{\mathbf{z} \in \mathbb{R}^{n d}}\left[C^{-1}\left|\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{z}\right|^{2}-\ln (q(\mathbf{z}))\right]-C .
\end{aligned}
$$

Up to a constant depending on $a$ only, we can choose $q(\mathbf{z})=g_{a, 1-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right)$. One has ( $C$ now possibly depending on $a$ )

$$
\begin{aligned}
& J^{q} \\
& \geq \inf _{\mathbf{z} \in \mathbb{R}^{n d}}\left[C^{-1}\left|\boldsymbol{\theta}_{t}(\mathbf{y})-\mathbf{z}\right|^{2}+\frac{1-t}{a}\left|\mathbb{T}_{1-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right)\right|^{2}\right]+\frac{n^{2} d}{2} \ln (1-t)-C \\
& \geq C^{-1} \inf _{\mathbf{z} \in \mathbb{R}^{n d}}\left[\left|\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{z}\right|^{2}+(1-t)\left|\mathbb{T}_{1-t}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right)\right|^{2}\right]+\frac{n^{2} d}{2} \ln (1-t)-C \\
& \geq C^{-1} \inf _{\mathbf{z} \in \mathbb{R}^{n d}}\left[\left|\boldsymbol{\theta}_{t}(\mathbf{x})-\mathbf{z}\right|^{2}+\left|\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right|^{2}\right]+\frac{n^{2} d}{2} \ln (1-t)-C \\
& =(1 / 2) C^{-1}\left|\boldsymbol{\theta}_{t}(\mathbf{x})-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right|^{2}+\frac{n^{2} d}{2} \ln (1-t)-C
\end{aligned}
$$

Having in mind that $\boldsymbol{\theta}_{t, 1}^{-1}=\boldsymbol{\theta}_{1, t}$ is Lipschitz continuous, the Lipschitz constant being uniform in $[0,1)$, we deduce $J^{q} \geq C^{-1}\left|\boldsymbol{\theta}_{1, t}\left(\boldsymbol{\theta}_{t}(\mathbf{x})\right)-\mathbf{y}\right|^{2}+\left(n^{2} d / 2\right) \ln (1-$ $t)-C=C^{-1}\left|\boldsymbol{\theta}_{1}(\mathbf{x})-\mathbf{y}\right|^{2}+\left(n^{2} d / 2\right) \ln (1-t)-C$. Finally,

$$
\int_{\mathbb{R}^{n d}} p(t, \mathbf{x}, \mathbf{z})(1-t)^{\frac{n^{2} d}{2}} g_{a, 1-t}\left(\mathbf{z}-\boldsymbol{\theta}_{t, 1}(\mathbf{y})\right) d \mathbf{z} \leq C \exp \left(-C\left|\boldsymbol{\theta}_{1}(\mathbf{x})-\mathbf{y}\right|^{2}\right)
$$

## A Technical Lemmas

Lemma A. 1 Let $\left(M_{t}\right)_{t \geq 0}$ be a (real-valued) continuous martingale. Then, for any $T>0, \alpha>0$ and $\beta>0, \mathbb{P}\left\{\forall t \in[0, T], M_{t}>\alpha+(\beta / 2)\langle M\rangle_{t}\right\} \leq$ $\exp (-\alpha \beta)$.

Proof. By Doob's maximal inequality,

$$
\begin{aligned}
& \mathbb{P}\left\{\forall t \in[0, T], M_{t}>\alpha+(\beta / 2)\langle M\rangle_{t}\right\} \\
& =\mathbb{P}\left\{\forall t \in[0, T], \exp \left[\beta M_{t}-\left(\beta^{2} / 2\right)\langle M\rangle_{t}\right]>\exp (\alpha \beta)\right\} \leq \exp (-\alpha \beta)
\end{aligned}
$$

This completes the proof.
Lemma A. 2 For a real $T>0$, an integer $i \geq 1$ and a bounded progressivelymeasurable process $\left(H_{t}\right)_{0 \leq t \leq T}$, we set $M_{t}=\int_{0}^{t}(T-s)^{-i} H_{s} d W_{s}, 0 \leq t<T$. Then, for any $\mu \in(0,2]$ and any $\alpha>0$, with probability greater than $1-$ $\exp \left(-\alpha^{2}\right)$, for any $t \in[0, T)$,

$$
(T-t)^{i}\left|M_{t}\right| \leq(T-t)^{\mu / 2}\left(\int_{0}^{T} \frac{H_{s}^{2} d s}{(T-s)^{\mu}}+2 \alpha\right)^{1 / 2} \exp \left(\frac{\alpha}{2} \int_{0}^{T} \frac{H_{s}^{2}}{(T-s)^{\mu}} d s\right)
$$

Proof. By Itô's formula,

$$
\begin{aligned}
d\left[(T-t)^{2 i-\mu} M_{t}^{2}\right]= & -[2 i-\mu](T-t)^{2 i-1-\mu} M_{t}^{2} d t+(T-t)^{2 i-\mu} d\left[M_{t}^{2}\right] \\
= & -[2 i-\mu](T-t)^{2 i-1-\mu} M_{t}^{2} d t+2(T-t)^{i-\mu} M_{t} H_{t} d W_{t} \\
& +(T-t)^{-\mu} H_{t}^{2} d t .
\end{aligned}
$$

By Lemma A.1, with probability greater than $1-\exp \left(-\alpha^{2}\right)$,

$$
\begin{aligned}
(T-t)^{2 i-\mu} M_{t}^{2} & \leq \int_{0}^{t}(T-s)^{-\mu} H_{s}^{2} d s+2 \int_{0}^{t}(T-s)^{i-\mu} M_{s} H_{s} d W_{s} \\
& \leq \int_{0}^{t}(T-s)^{-\mu} H_{s}^{2} d s+2 \alpha+\alpha \int_{0}^{t}(T-s)^{2 i-2 \mu} M_{s}^{2} H_{s}^{2} d s .
\end{aligned}
$$

By Gronwall's lemma, we deduce

$$
(T-t)^{2 i-\mu} M_{t}^{2} \leq\left(\int_{0}^{t}(T-s)^{-\mu} H_{s}^{2} d s+2 \alpha\right) \exp \left(\alpha \int_{0}^{t} \frac{H_{s}^{2}}{(T-s)^{\mu}} d s\right)
$$

## B Auxiliary Gaussian Estimates

Lemma B. 1 With $g$ as in (5.3), for any $a>0$, there exists a constant $c_{B .1}(a)$, depending on $a, d$ and $n$ only, such that for any $\varepsilon, \varepsilon^{\prime}>0$ and any $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{n d}$,

$$
\begin{aligned}
c_{B .1}^{-1}(a) g_{2^{-2 n+2} a, \varepsilon+\varepsilon^{\prime}}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) & \leq \int_{\mathbb{R}^{n d}} g_{a, \varepsilon}(\mathbf{z}-\mathbf{x}) g_{a, \varepsilon^{\prime}}\left(\mathbf{z}-\mathbf{x}^{\prime}\right) d \mathbf{z} \\
& \leq c_{B .1}(a) g_{a, \varepsilon+\varepsilon^{\prime}}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) .
\end{aligned}
$$

Proof (Lemma B.1). Up to a constant $C$, depending on $a, d$ and $n$ only, the convolution product in the statement is the density at point 0 of the sum of two $n d$-dimensional independent Gaussian vectors, respectively of mean $\mathbf{x}$ and $-\mathbf{x}^{\prime}$ and of covariance matrix $[a / 2] \varepsilon^{-1} \mathbb{T}_{\varepsilon}^{2}$ and $[a / 2]\left(\varepsilon^{\prime}\right)^{-1} \mathbb{T}_{\varepsilon^{\prime}}^{2}$. The sum of both vectors has $\mathbf{x}-\mathbf{x}^{\prime}$ as mean and $[a / 2]\left(\varepsilon^{-1} \mathbb{T}_{\varepsilon}^{2}+\left(\varepsilon^{\prime}\right)^{-1} \mathbb{T}_{\varepsilon^{\prime}}^{2}\right)$ as covariance matrix.

It is well seen that $\varepsilon^{-1} \mathbb{T}_{\varepsilon}^{2}+\left(\varepsilon^{\prime}\right)^{-1} \mathbb{T}_{\varepsilon^{\prime}}^{2}$ is block-diagonal, with $n$ blocks of size $d \times d$. The $i^{\text {th }}$ block has the form $\left[\varepsilon^{2 i-1}+\left(\varepsilon^{\prime}\right)^{2 i-1}\right] I_{d}$, where $I_{d}$ stands for the identity matrix of size $d$. It is clear that $2^{-2 i+2}\left(\varepsilon+\varepsilon^{\prime}\right)^{2 i-1} \leq \varepsilon^{2 i-1}+\left(\varepsilon^{\prime}\right)^{2 i-1} \leq$ $\left(\varepsilon+\varepsilon^{\prime}\right)^{2 i-1}$, where the first bound derives from convexity. Thus, $2^{-2 n+2}(\varepsilon+$ $\left.\varepsilon^{\prime}\right)^{-1} \mathbb{T}_{\varepsilon+\varepsilon^{\prime}}^{2} \leq \varepsilon^{-1} \mathbb{T}_{\varepsilon}^{2}+\left(\varepsilon^{\prime}\right)^{-1} \mathbb{T}_{\varepsilon^{\prime}}^{2} \leq\left(\varepsilon+\varepsilon^{\prime}\right)^{-1} \mathbb{T}_{\varepsilon+\varepsilon^{\prime}}^{2}$. This proves that $-2^{2 n-2}(\varepsilon+$ $\left.\varepsilon^{\prime}\right) \mathbb{T}_{\varepsilon+\varepsilon^{\prime}}^{-2} \leq-\left[\varepsilon^{-1} \mathbb{T}_{\varepsilon}^{2}+\left(\varepsilon^{\prime}\right)^{-1} \mathbb{T}_{\varepsilon^{\prime}}^{2}\right]^{-1} \leq-\left(\varepsilon+\varepsilon^{\prime}\right) \mathbb{T}_{\varepsilon+\varepsilon^{\prime}}^{-2}$. Also, $2^{-2 n^{2} d+2 n d}\left(\varepsilon+\varepsilon^{\prime}\right)^{n^{2} d} \leq$ $\operatorname{det}\left[\varepsilon^{-1} \mathbb{T}_{\varepsilon}^{2}+\left(\varepsilon^{\prime}\right)^{-1} \mathbb{T}_{\varepsilon^{\prime}}^{2}\right] \leq\left(\varepsilon+\varepsilon^{\prime}\right)^{n^{2} d}$.

## C Another proof of the lower bound via chaining

In this section we provide an alternative proof to derive the lower bound of Theorem 1.1. It uses a chaining argument different from those developed in Kusuoka and Stroock, [KS87], or in the standard uniformly elliptic framework, see e.g [Bas97] Chapter VII. The key idea consists in deriving the lower bound on small balls for the underlying control metric (or equivalently on small ellipsoids for the Euclidean distance: see Propositions 4.1 and 4.2) by using the parametrix representation (2.17), similarly to [IKO62] in the non-degenerate case. Then, given arbitrary points $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{n d}, T>0$ sufficiently small, we make a suitable chaining of sets so that between two points on consecutive sets we are able to apply the lower bound on small balls.

In the non-degenerate case, the idea was to consider for those chaining sets, balls with centers on the straight line, or geodesic distance, between $\mathbf{x}$ and $\mathrm{x}^{\prime}$. In our framework we consider (Euclidean) ellipsoids with centers on the optimal path $\left(\boldsymbol{\phi}_{s}\right)_{s \in[0, T]}$ given by Proposition 4.2 (with $t=T$ therein). Precisely, for fixed $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{n d}, 0 \leq s<t \leq T, T>0$ to be specified later on but assumed to be small enough (at least $T \leq 1$ ), Eq. (2.17) yields, for $N \geq 1$,

$$
\begin{aligned}
p\left(s, t, \mathbf{x}, \mathbf{x}^{\prime}\right) & \geq \tilde{p}\left(s, t, \mathbf{x}, \mathbf{x}^{\prime}\right)-\sum_{k=1}^{N} \int_{s}^{t} \int_{\mathbb{R}^{n d}} \tilde{p}(s, u, \mathbf{x}, \mathbf{y})\left|H^{\otimes k}\left(u, t, \mathbf{y}, \mathbf{x}^{\prime}\right)\right| d \mathbf{y} d u \\
& -\int_{s}^{t} \int_{\mathbb{R}^{n d}} p(s, u, \mathbf{x}, \mathbf{y})\left|H^{\otimes(N+1)}\left(u, t, \mathbf{y}, \mathbf{x}^{\prime}\right)\right| d \mathbf{y} d u .
\end{aligned}
$$

Now, the second claim in Proposition 5.1 still holds with $(1, t)$ replaced by $(t, u)$, so that

$$
\begin{aligned}
& p\left(s, t, \mathbf{x}, \mathbf{x}^{\prime}\right) \geq \tilde{p}\left(s, t, \mathbf{x}, \mathbf{x}^{\prime}\right) \\
& -\sum_{k=1}^{N} C(k) \int_{s}^{t} \int_{\mathbb{R}^{n d}} \tilde{p}(s, u, \mathbf{x}, \mathbf{y})(t-u)^{k \frac{n}{2}-1} g_{C(k), t-u}\left(\mathbf{y}-\boldsymbol{\theta}_{u, t}\left(\mathbf{x}^{\prime}\right)\right) d \mathbf{y} d u \\
& -C(N+1) \int_{s}^{t} \int_{\mathbb{R}^{n d}} p(s, u, \mathbf{x}, \mathbf{y})(t-u)^{(N+1) \frac{\eta}{2}-1} g_{C(N+1), t-u}\left(\mathbf{y}-\boldsymbol{\theta}_{u, t}\left(\mathbf{x}^{\prime}\right)\right) d \mathbf{y} d u .
\end{aligned}
$$

Taking $\lfloor N \eta / 2\rfloor \geq n^{2} d / 2+1$, Proposition 5.2 (replacing $(1, t)$ by $(t, u)$ as well), Lemma (B.1) and a suitable version of (2.13) give

$$
\begin{aligned}
p\left(s, t, \mathbf{x}, \mathbf{x}^{\prime}\right) & \geq \tilde{p}\left(s, t, \mathbf{x}, \mathbf{x}^{\prime}\right) \\
& -C \frac{(t-s)^{\eta / 2}}{(t-s)^{n^{2} d / 2}} \exp \left(-C^{-1}(t-s)\left|\mathbb{T}_{t-s}^{-1}\left(\boldsymbol{\theta}_{t, s}(\mathbf{x})-\mathbf{x}^{\prime}\right)\right|^{2}\right) \\
& \geq \frac{C^{-1}}{(t-s)^{n^{2} d / 2}} \exp \left(-C(t-s)\left|\mathbb{T}_{t-s}^{-1}\left(\boldsymbol{\theta}_{t, s}(\mathbf{x})-\mathbf{x}^{\prime}\right)\right|^{2}\right) \\
& -C \frac{(t-s)^{\eta / 2}}{(t-s)^{n^{2} d / 2}} \exp \left(-C^{-1}(t-s)\left|\mathbb{T}_{t-s}^{-1}\left(\boldsymbol{\theta}_{t, s}(\mathbf{x})-\mathbf{x}^{\prime}\right)\right|^{2}\right)
\end{aligned}
$$

for $C:=C(\mathbf{A})$ large enough, where the lower bound for $\tilde{p}$ can be derived similarly to the upper bound given in Lemma 5.4. Set now for simplicity $d_{s, t}\left(\mathbf{x}, \mathbf{x}^{\prime}\right):=(t-s)^{1 / 2}\left|\mathbb{T}_{t-s}^{-1}\left(\boldsymbol{\theta}_{t, s}(\mathbf{x})-\mathbf{x}^{\prime}\right)\right|$. If $d_{s, t}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \leq 1$, then $p\left(s, t, \mathbf{x}, \mathbf{x}^{\prime}\right) \geq$ $(t-s)^{-n^{2} d / 2}\left[C^{-1} \exp (-C)-C T^{\eta / 2}\right]$. Hence, for $T \leq\left(2 C^{2}\right)^{-2 / \eta} \exp (-2 C / \eta)$,

$$
\begin{equation*}
p\left(s, t, \mathbf{x}, \mathbf{x}^{\prime}\right) \geq C_{0}(t-s)^{-n^{2} d / 2}, C_{0}=\exp (-C)(2 C)^{-1} \tag{C.1}
\end{equation*}
$$

Equation (C.1) is what we call the lower bound on balls w.r.t. to the control metric, for $T$ small enough.

Now, for $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{n d}$, if $d_{T}:=d_{0, T}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \leq 1$, then the previous bound applies. If $d_{T} \geq 1$, we need to do a chaining. We are going to define sets whose centers are equally distributed w.r.t. to the level sets of the energy associated to the optimal path $\left(\boldsymbol{\phi}_{s}\right)_{s \in[0, T]}, \phi_{0}=\mathbf{x}, \boldsymbol{\phi}_{T}=\mathbf{x}^{\prime}$, constructed in Proposition 4.2 (with $t=T$ therein). Recalling that $\left(\varphi_{s}\right)_{s \in[0, T]}$ denotes the associated optimal control, we define $t_{0}=0$ and, for all $i \geq 1$ :

$$
t_{i}\left\{\begin{aligned}
:= & \inf \left\{t \in\left[t_{i-1}, T\right]: \int_{t_{i-1}}^{t}\left|\varphi_{s}\right|^{2} d s=\frac{I\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right)}{M_{0}}\right\} \wedge\left(t_{i-1}+\frac{T}{M_{0}}\right) \\
& \text { if } t_{i-1}<T\left(1-\frac{2}{M_{0}}\right) \\
:=T \quad & \text { if } t_{i-1} \geq T\left(1-\frac{2}{M_{0}}\right)
\end{aligned}\right.
$$

where $M_{0}:=\left\lceil K d_{T}^{2}\right\rceil \geq 3$ for $K \geq 3$ to be specified later on. Set now, for all $i \geq 1, \varepsilon_{i}:=t_{i+1}-t_{i}$. We have

Lemma C. 1 (Controls on the time step) There exist a constant $C_{1}:=$ $C_{1}(\mathbf{A}) \leq 1$ and an integer $M_{1} \in\left[M_{0} / 2, M_{0} / C_{1}\right]$, s.t. $t_{M_{1}}=T$ and

$$
\begin{equation*}
\forall i \in\left\{0, \cdots, M_{1}-1\right\}, C_{1} \frac{T}{M_{0}} \leq \varepsilon_{i} \leq 2 \frac{T}{M_{0}} \tag{C.2}
\end{equation*}
$$

Proof. We first set $M_{1}=\inf \left\{k \geq 1: t_{k}=T\right\}$. (The set $\left\{k \geq 1: t_{k}=T\right\}$ is clearly non-empty.) The upper bound in (C.2) then follows from the definition of the family $\left(t_{i}\right)_{i \geq 1}$. Suppose now that $t_{i}<T\left(1-2 / M_{0}\right)$ for a given $0 \leq i \leq$ $M_{1}-1$. Assume also that $t_{i+1}-t_{i}<T / M_{0}$ (otherwise $\varepsilon_{i}=T / M_{0}$ ). Then, $\int_{t_{i}}^{t_{i+1}}\left|\varphi_{s}\right|^{2} d s=I\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right) / M_{0}$. From Proposition 4.2, (1), we recall that

$$
\sup _{0 \leq s \leq T}\left|\varphi_{s}\right| \leq C_{2}\left|\mathbb{T}_{T}^{-1}\left[\boldsymbol{\theta}_{T}(\mathbf{x})-\mathbf{x}^{\prime}\right]\right|=C_{2} T^{-1 / 2} d_{T},
$$

where $C_{2}=C_{2}(\mathbf{A})$. Hence,

$$
\frac{I\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right)}{M_{0}}=\int_{t_{i}}^{t_{i+1}}\left|\varphi_{s}\right|^{2} d s \leq C_{2} \varepsilon_{i} T^{-1} d_{T}^{2}
$$

Modifying $C_{2}$ if necessary, Propositions 4.1 and 4.2 yield $d_{T}^{2} / M_{0} \leq C_{2} \varepsilon_{i} T^{-1} d_{T}^{2}$ and the lower bound in (C.2) follows for all $i$ s.t. $t_{i}<T\left(1-2 / M_{0}\right)$. The bound for $M_{1}$ is then easily derived.

Introduce now for all $i \in\left\{0, \cdots, M_{1}\right\}, \mathbf{y}_{i}=\boldsymbol{\phi}_{t_{i}}$ (in particular $\mathbf{y}_{0}=\mathbf{x}, \mathbf{y}_{M_{1}}=$ $\mathbf{x}^{\prime}$ ), and for all $i \in\left\{1, \cdots, M_{1}-1\right\}$,

$$
\begin{aligned}
B_{i}:= & \left\{\mathbf{z} \in \mathbb{R}^{n d}:\right. \\
& K^{1 / 2} \rho\left(\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)-\mathbf{z}\right)\right|+\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t_{i}, t_{i+1}}\left(\mathbf{y}_{i+1}\right)\right)\right| \leq K^{-1 / 2}\right\},
\end{aligned}
$$

where $\rho:=T^{1 / 2} d_{T} / M_{0}$. Write now (with $\mathbf{x}_{0}=\mathbf{x}$ and $\mathbf{x}_{M_{1}}=\mathbf{x}^{\prime}$ )

$$
\begin{equation*}
p\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right) \geq \int_{\prod_{i=1}^{M_{1}-1} B_{i}} \prod_{i=0}^{M_{1}-1} p\left(t_{i}, t_{i+1}, \mathbf{x}_{i}, \mathbf{x}_{i+1}\right) d \mathbf{x}_{1} d \mathbf{x}_{2} \cdots d \mathbf{x}_{M_{1}-1} \tag{C.3}
\end{equation*}
$$

The following lemma, whose proof is postponed to the end of the section allows to derive the lower bound.

Lemma C. 2 (Controls for the chaining) With the previous assumptions and definitions, there exists a constant $K_{0}$, depending on the parameters in (A) only, such that, for $K \geq K_{0}$,

$$
\begin{align*}
& \forall i \in\left\{1, \cdots, M_{1}-2\right\}, \forall\left(\mathbf{x}_{i}, \mathbf{x}_{i+1}\right) \in B_{i} \times B_{i+1}, \\
& \\
& \forall \mathbf{x}_{1}^{1 / 2}\left|\mathbb{T}_{\varepsilon_{i}}^{-1}\left(\boldsymbol{\theta}_{t_{i+1}, t_{i}}\left(\mathbf{x}_{i}\right)-\mathbf{x}_{i+1}\right)\right| \leq 1  \tag{C.4}\\
& \forall \mathbf{x}_{M_{1}-1} \in B_{M_{1}-1},
\end{align*} \quad \varepsilon_{0}^{1 / 2}\left|\mathbb{T}_{\varepsilon_{0}}^{-1}\left(\boldsymbol{\theta}_{t_{1}, 0}(\mathbf{x})-\mathbf{x}_{1}\right)\right| \leq 1, \mathbb{T}_{\varepsilon_{M_{1}-1}}^{-1}\left(\boldsymbol{\theta}_{T, t_{M_{1}-1}}\left(\mathbf{x}_{M_{1}-1}\right)-\mathbf{x}^{\prime}\right) \mid \leq 1 .
$$

Moreover, for $K \geq K_{0}$ and for the same $C_{1}$ as in Lemma C.1,

$$
\begin{equation*}
\forall i \in\left\{1, \cdots, M_{1}-1\right\}, \quad\left|B_{i}\right| \geq C_{1} \rho^{n^{2} d} \tag{C.5}
\end{equation*}
$$

where $\left|B_{i}\right|$ stands for the Lebesgue measure of the set $B_{i}$.
We assume that $K \geq K_{0}$. We deduce from Eqs. (C.1), (C.3) and (C.4) that

$$
\begin{equation*}
p\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right) \geq \frac{C_{0}}{\varepsilon_{0}^{n^{2} d / 2}} \prod_{i=1}^{M_{1}-1} \frac{C_{0}}{\varepsilon_{i}^{n^{2} d / 2}}\left|B_{i}\right| \tag{C.6}
\end{equation*}
$$

Recalling $\rho=T^{1 / 2} d_{T} / M_{0}$ and plugging (C.5), (C.2) into (C.6) we derive

$$
p\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right) \geq\left(\frac{C_{0} C_{1}}{2^{n^{2} d / 2}}\right)^{M_{1}}\left(\frac{M_{0}}{T}\right)^{n^{2} d / 2}\left(\frac{d_{T}^{2}}{M_{0}}\right)^{\left(M_{1}-1\right)\left(n^{2} d / 2\right)}
$$

Now, by definition of $M_{0}, M_{0}-1 \leq K d_{T}^{2}$ so that $d_{T}^{2} / M_{0} \geq 1 /(K+1)$ since $d_{T} \geq 1$. Setting $C_{3}:=\left(C_{0} C_{1}\right) /(2(K+1))^{n^{2} d / 2}<1$ for $K$ large enough, we
obtain

$$
\begin{aligned}
p\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right) & \geq C_{3}^{M_{1}}(K+1)^{M_{1} n^{2} d / 2}\left(\frac{M_{0}}{T}\right)^{n^{2} d / 2}(K+1)^{-\left(M_{1}-1\right)\left(n^{2} d / 2\right)} \\
& =T^{-n^{2} d / 2}(K+1)^{n^{2} d / 2} M_{0}^{n^{2} d / 2} C_{3}^{M_{1}} \\
& \geq T^{-n^{2} d / 2} C_{3}^{M_{1}} \\
& =T^{-n^{2} d / 2} \exp \left(-\ln \left(1 / C_{3}\right) M_{1}\right) .
\end{aligned}
$$

By Lemma C.1, we know that $M_{1} \leq M_{0} / C_{1}$, so that

$$
\begin{aligned}
p\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right) & \geq T^{-n^{2} d / 2} \exp \left(-\left[\ln \left(1 / C_{3}\right) / C_{1}\right] M_{0}\right) \\
& =T^{-n^{2} d / 2} \exp \left(-\left[\ln \left(1 / C_{3}\right) / C_{1}\right]\right) \exp \left(-\left[\ln \left(1 / C_{3}\right) / C_{1}\right]\left(M_{0}-1\right)\right) \\
& \geq T^{-n^{2} d / 2} \exp \left(-\left[\ln \left(1 / C_{3}\right) / C_{1}\right]\right) \exp \left(-\left[\ln \left(1 / C_{3}\right) / C_{1}\right] K d_{T}^{2}\right) .
\end{aligned}
$$

Eventually, we can choose $K$ greater than $K_{0}$ such that $C_{3}$ above be strictly less than one. For a such a choice, the parameters in the above lower bound depends on (A) only as required. This proves the lower bound in short time (see (C.1)). By a scaling argument, we obtain the lower bound on any arbitrary interval.

Proof of Lemma C.2. Let us begin with the proof of (C.4). Fix $\left(\mathbf{x}_{i}, \mathbf{x}_{i+1}\right) \in$ $B_{i} \times B_{i+1}, i \in\left\{1, \cdots, M_{1}-2\right\}$. By (2.13), we can find $C_{4}=C_{4}(\mathbf{A})$ such that

$$
\begin{aligned}
Q_{i}:= & \varepsilon_{i}^{1 / 2}\left|\mathbb{T}_{\varepsilon_{i}}^{-1}\left(\boldsymbol{\theta}_{t_{i+1}, t_{i}}\left(\mathbf{x}_{i}\right)-\mathbf{x}_{i+1}\right)\right| \\
\leq & C_{4} \varepsilon_{i}^{1 / 2}\left|\mathbb{T}_{\varepsilon_{i}}^{-1}\left(\mathbf{x}_{i}-\boldsymbol{\theta}_{t_{i}, t_{i+1}}\left(\mathbf{x}_{i+1}\right)\right)\right| \\
\leq & C_{4} \varepsilon_{i}^{1 / 2}\left\{\left|\mathbb{T}_{\varepsilon_{i}}^{-1}\left(\mathbf{x}_{i}-\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)\right)\right|+\left|\mathbb{T}_{\varepsilon_{i}}^{-1}\left(\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)-\mathbf{y}_{i}\right)\right|\right. \\
& \left.+\left|\mathbb{T}_{\varepsilon_{i}}^{-1}\left(\mathbf{y}_{i}-\boldsymbol{\theta}_{t_{i}, t_{i+1}}\left(\mathbf{x}_{i+1}\right)\right)\right|\right\} \\
:= & Q_{i}^{1}+Q_{i}^{2}+Q_{i}^{3} .
\end{aligned}
$$

One has

$$
\begin{align*}
Q_{i}^{1} & \leq C_{4} \sum_{j=1}^{n} \varepsilon_{i}^{1 / 2-j}\left|\left(\mathbf{x}_{i}-\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)\right)_{j}\right| \\
& \leq C_{4} \sum_{j=1}^{n}\left(\frac{\varepsilon_{i}}{K \rho^{2}}\right)^{1 / 2-j}\left(K \rho^{2}\right)^{1 / 2-j}\left|\left(\mathbf{x}_{i}-\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)\right)_{j}\right| . \tag{C.7}
\end{align*}
$$

By (C.2), $\varepsilon_{i} /\left(K \rho^{2}\right) \geq C_{1}\left(T / M_{0}\right) /\left(K T d_{T}^{2} / M_{0}^{2}\right)=C_{1} M_{0} /\left(K d_{T}^{2}\right) \geq C_{1}$. Thus, for all $j \in\{1, \cdots, n\},\left(\varepsilon_{i} /\left(K \rho^{2}\right)\right)^{1 / 2-j} \leq C_{1}^{1 / 2-j} \leq C_{1}^{-n}$ and

$$
\begin{aligned}
Q_{i}^{1} & \leq C_{4} C_{1}^{-n} \sum_{j=1}^{n}\left(K \rho^{2}\right)^{1 / 2-j}\left|\left(\mathbf{x}_{i}-\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)\right)_{j}\right| \\
& =C_{4} C_{1}^{-n} K^{1 / 2} \rho\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\mathbf{x}_{i}-\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)\right)\right| \leq C_{4} C_{1}^{-n} K^{-1 / 2}
\end{aligned}
$$

exploiting $\mathbf{x}_{i} \in B_{i}$ for the last identity. The term $Q_{i}^{3}$ could be handled in a similar way so that $Q_{i}^{1}+Q_{i}^{3} \leq C_{4} C_{1}^{-n} K^{-1 / 2}$. Now, by Proposition 4.1, there exists a constant $C_{5}:=C_{5}(\mathbf{A})$ such that

$$
\begin{align*}
Q_{i}^{2} & \leq C_{5} I\left(t_{i}, t_{i+1}, \mathbf{y}_{i}, \mathbf{y}_{i+1}\right) \\
& \leq C_{5} \int_{t_{i}}^{t_{i+1}}\left|\varphi_{s}\right|^{2} d s \leq C_{5} \frac{I\left(T, \mathbf{x}, \mathbf{x}^{\prime}\right)}{M_{0}} \leq C_{5}^{2} \frac{d_{T}^{2}}{M_{0}} \leq \frac{C_{5}^{2}}{K} . \tag{C.8}
\end{align*}
$$

Hence, for all $i \in\left\{1, \cdots, M_{1}-2\right\}, Q_{i} \leq 1$ for $K$ large enough (the expression "large enough" refers to the parameters in (A) only). Eventually, for $\mathbf{x}_{1} \in$ $B_{1}, \mathbf{x}_{M_{1}-1} \in B_{M_{1}-1}$ the terms $Q_{0}:=\varepsilon_{0}^{1 / 2}\left|\mathbb{T}_{\varepsilon_{0}}^{-1}\left(\boldsymbol{\theta}_{t_{1}, 0}(\mathbf{x})-\mathbf{x}_{1}\right)\right|$ and $Q_{M_{1}-1}:=$ $\varepsilon_{M_{1}-1}^{1 / 2}\left|\mathbb{T}_{\varepsilon_{M_{1}-1}}^{-1}\left(\boldsymbol{\theta}_{T, t_{M_{1}-1}}\left(\mathbf{x}_{M_{1}-1}\right)-\mathbf{x}^{\prime}\right)\right| \leq C_{4} \varepsilon_{M_{1}-1}^{1 / 2}\left|\mathbb{T}_{\varepsilon_{M_{1}-1}}^{-1}\left(\mathbf{x}_{M_{1}-1}-\boldsymbol{\theta}_{t_{M_{1}-1}, T}\left(\mathbf{x}^{\prime}\right)\right)\right|$ can be controlled as the previous $Q_{i}^{1}, i \in\left\{1, \cdots, M_{1}-2\right\}$ from the definitions of $B_{1}, B_{M_{1}-1}$, so that $Q_{i} \leq 1, i \in\left\{0, M_{1}-1\right\}$ as well. This proves (C.4).

It now remains to control the Lebesgue measure of the sets $\left(B_{i}\right)_{i \in\left\{1, \cdots, M_{1}-1\right\}}$. Define for all $i \in\left\{1, \cdots, M_{1}-1\right\}, E_{i}:=\left\{\mathbf{z} \in \mathbb{R}^{n d}: K^{1 / 2} \rho\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\mathbf{y}_{i}-\mathbf{z}\right)\right| \leq\right.$ $\left.(1 / 3) K^{-1 / 2}\right\}$. Then, $\left|E_{i}\right|=C_{6} 3^{-n d} K^{-n d / 2}\left(K \rho^{2}\right)^{n^{2} d / 2}$ for a universal constant $C_{6}$ depending on $n$ and $d$ only. Modifying $C_{6}$ if necessary, we obtain $\left|E_{i}\right| \geq$ $C_{6} \rho^{n^{2} d}$ for $K \geq 1$. Let us now prove $E_{i} \subset B_{i}$. Write, for all $\mathbf{z} \in E_{i}$,

$$
\begin{aligned}
R_{i} & :=K^{1 / 2} \rho\left(\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)-\mathbf{z}\right)\right|+\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\mathbf{z}-\boldsymbol{\theta}_{t_{i}, t_{i+1}}\left(\mathbf{y}_{i+1}\right)\right)\right|\right) \\
& \leq K^{1 / 2} \rho\left(\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)-\mathbf{y}_{i}\right)\right|+2\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\mathbf{y}_{i}-\mathbf{z}\right)\right|\right. \\
& \left.+\left|\mathbb{T}_{K \rho^{2}}^{-1}\left(\mathbf{y}_{i}-\boldsymbol{\theta}_{t_{i}, t_{i+1}}\left(\mathbf{y}_{i+1}\right)\right)\right|\right) \\
& :=R_{i}^{1}+R_{i}^{2}+R_{i}^{3} .
\end{aligned}
$$

By definition of $E_{i}, R_{i}^{2} \leq(2 / 3) K^{-1 / 2}$. Following (C.7) and (C.8), there exists a constant $C_{7}:=C_{7}(\mathbf{A})>0$ such that

$$
\begin{aligned}
R_{i}^{1} & \leq C_{7} \sum_{j=1}^{n}\left(\frac{\varepsilon_{i}}{K \rho^{2}}\right)^{j-1 / 2} \varepsilon_{i}^{1 / 2-j}\left|\left(\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)-\mathbf{y}_{i}\right)_{j}\right| \\
& \leq C_{7}\left(\frac{2 M_{0}}{K d_{T}^{2}}\right)^{n} \varepsilon_{i}^{1 / 2}\left|\mathbb{T}_{\varepsilon_{i}}^{-1}\left(\boldsymbol{\theta}_{t_{i}, t_{i-1}}\left(\mathbf{y}_{i-1}\right)-\mathbf{y}_{i}\right)\right| \\
& \leq C_{7}^{2}\left(\frac{2\left(K d_{T}^{2}+1\right)}{K d_{T}^{2}}\right)^{n} K^{-1} \leq C_{7}^{2} 4^{n} K^{-1} .
\end{aligned}
$$

Since the term $R_{i}^{3}$ can be handled in the same way, we deduce that for $K$ large enough $R_{i} \leq K^{-1 / 2}$, so that $E_{i} \subset B_{i}$. This completes the proof.
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[^1]:    ${ }^{1} \mathcal{M}_{d}(\mathbb{R})$ is the set of square matrices of size $d$.

[^2]:    ${ }^{2}$ Actually, Aronson's work [Aro67] deals with divergence form operators. In particular, it is shown that the transition densities of a self-adjoint non-degenerate operator satisfy Gaussian bounds, uniformly in time.

[^3]:    ${ }^{3}$ On the opposite, when the system just consists of a single uniformly elliptic operator, there is one rate of propagation given by the exponent $1 / 2$.
    4 Actually, a very specific extension is discussed in [KS87] in the case when the drift is generated by the vector fields of the diffusive part: we refer the reader to the original paper for more details.

[^4]:    5 Note that the vector field that generates the time component, i.e. the vector field $B$, is not taken into account to compute the diagonal decay at a given time.

