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Abstract

In this article, we propose a segmentation-driven recog-
nition system which aims at extracting numerical fields from
handwritten documents. We show that a crucial point of the
system is the rejection ability of the handwritten numeral
classifier. Therefore, we propose a simple two-stage outlier
rejection strategy, and we show the benefit of this strategy
on the numerical field extraction results.

1 Introduction

Nowadays, no system is able to read automatically a
whole page of cursive handwriting without any a priori
knowledge. This is due to the extreme complexity of
the task when dealing with free layout documents, uncon-
strained cursive handwriting, and unknown textual content
of the document. Nevertheless, it is now possible to con-
sider restricted applications of handwritten text processing
which may correspond to a real industrial need. The ex-
traction of numerical data (file number, customer reference,
phone number, ...) in an incoming mail document (see fig-
ure 1) is one particular example of such a realistic task.

The main idea of our approach is to exploit the known
syntax of a numerical field to locate it in a text line [2].
For example, a french phone number is always made of ten
digits, with optional separators between each pair of digits.
Thus, the extraction of a phone number in a text line consists
in the detection of a sequence of ten digits with optional
separators in the whole line sequence. This is performed by
a numeral component recognition stage followed by a syn-
tactical analysis of the recognition hypotheses, which filters
the syntactically correct sequences with respect to a particu-
lar syntax known by the system. Thus, a crucial point of this
system is the ability of a classifier to discriminate numeral
patterns from the rest of the document: word, fragment of
word, noise, etc. that one can call outliers. In this article, we
propose a simple two-stage outlier rejection strategy which
improves the final system performance.

Figure 1. Incoming mail document

Figure 2. Examples of numerical fields.

This paper is organized as follows. In section 2 we
present an overview of the numerical field extraction sys-
tem with a brief description of each processing stage. Sec-
tion 3 deals with the outlier rejection strategy embedded in
the system. We present in section 4 our experimental results
on a database of real handwritten incoming mail documents.
Conclusion and future works are drawn in section 5.

2 Numerical field extraction

The numerical field extraction strategy relies on a syn-
tactical analysis of the lines of text in order to filter the
syntactically correct sequences with respect to a particular
syntax known by the system. Hence, a recognition stage
is required to distinguish numerical components (isolated
and touching digits) and separators (point or dash) from the



rest of the document (outliers). This is performed thanks to
a segmentation-driven recognition described below, which
provides a three-level recognition trellis with confidence
values for each component, concatenated over all the line
(see figure 3, where ’X’ denotes a confidence value).

Figure 3. Line trellis obtained by concatena-
tion of the component trellis.

Text line model: a line model is defined for each kind of
numerical field, which provides the syntactical constraints
of a text line that may contain a numerical field. Models
are made of the 12 states described above: 10 classes of
digit + separator (S) + outlier (Reject: R) . As an exam-
ple, the phone number text line model is presented in figure
4. Authorized transition between states have been learned
on a handwritten document database containing numerical
fields. The exploration of the trellis is performed accord-
ing to the confidence values of the recognition hypotheses
by dynamic programming [9] under the constraints of the
model.

Figure 4. Phone number line model.

Segmentation-driven recognition: the aim of this
recognition stage is to detect the components which belong
to a numerical field: single or touching digits, and separa-
tors. All the remaining components are outliers and must be
rejected. Hence, components are successively considered
as: numerical components, separators and outliers, accord-
ing to three different strategies :

Digits: the single and touching digit recognition is per-
formed thanks to a segmentation-driven recognition which
successively considers a component as a single, double and
triple digit. Figure 5 gives an example of the segmentation-
driven principle for the recognition of a component as a
double digit: several cutting paths are generated and are

submitted to a digit classifier. The path which maximizes
the confidence product is retained (in this example, the first
path). This stage is re-itered for the recognition of triple
digits.

Figure 5. Double digit recognition example

Separators: the separator recognition is performed
thanks to a small classifier based on contextual features [2].

Reject: since most of the components are outliers, the
numeral and separator recognition hypotheses must be sub-
mitted to an outlier rejection system which provides a con-
fidence value for the reject class. This outlier rejection sys-
tem is described in section 3.

Hence the outputs of the recognition stage performed on
each component are concatenated over all the line to pro-
duce finally a 3-level recognition hypothesis trellis (see fig-
ure 3).

3 Outlier rejection strategy applied on a
digit classifier

In this section, we focus on the design of an outlier re-
jection strategy, based on a standard 10 class digit classifier.
As seen in the previous section, the digit classifier should
be able to output 11 confidence values: ten for digit classes
and one for the outlier class.

If the discrimination between handwritten digits is now
a quite well-solved problem, the outlier rejection is still a
tough problem due to the extrem variability of outlier pat-
terns. The analysis of a database of outliers leads us to con-
sider roughly two kinds of outliers (see figure 6): (i) Obvi-
ous outliers which have a very different shape from isolated
digits like noise, fragment or entire words, stroke, points
or dash, etc. (ii) Ambiguous outliers which have a similar
shape with single digits: letter, group of letters or fragment
of word mainly. These outliers are more difficult to distin-
guish from digits. This observation leads us to consider a
two-stage strategy to reject outliers (see figure 7):

The first stage is used to reject obvious outliers. As it
seems easy to distinguish obvious outliers from digits, we
propose to design a 2-class classifier based on a restricted
number of features. The aim is to reject as many outliers
as possible, while accepting all the digits. Thus, this stage
provides a binary decision (accept/reject).

The second stage aims at discriminating ambiguous out-
liers from digits among the patterns accepted by the first



Figure 6. obvious (first line) and ambiguous
(second line) outlier examples.

stage. As it seems to be a tough problem, we propose a soft
decision, based on the analysis of the confidences values
of a 10-class numeral classifier. We now detail these two
stages.

Figure 7. Two-stage outlier rejection strategy

3.1 Obvious outlier rejection

This first stage acts as a filter which decides whether a
pattern is an obvious outlier or not. For that, we have de-
signed a 8-feature set and a Support Vector Machine classi-
fier (RBF kernel) [12], known to be very accurate for two-
class discrimination problems.

The 8 features are: (f1) height/width ratio, (f2) black
pixel density, (f3) number of water reservoirs (metaphor to
illustrate a valley in a component, see [7] for more details),
(f4−6) number of intersections with two horizontal and one
vertical straight lines, (f7) number of end points, (f8) num-
ber of holes. The SVM has been trained on a database of
7,500 patterns (5,000 outliers, 2,500 digits) with a cost ma-
trix penalizing the false rejection (FR) with respect to the
false acceptance (FA). The parameters C and σ of the SVM
and the cost parameter have been fixed empirically to mini-
mize the Area Under ROC Curve (AUC). The results of the
training shows on the test database that 54% of the outliers
can be rejected efficiently while rejecting only 0,2% of the
true digits.

3.2 Ambiguous outlier rejection

The second stage of our approach deals with the discrim-
ination between ambiguous outliers and digits among the
patterns accepted by the previous stage.

Several techniques have been designed for the rejection
of outliers: training a classifier with outlier data [5], model-

ing the target classes and perform a distance rejection strat-
egy [6], use of one class classifiers [11], reject outliers with
respect to the outputs of a classical digit classifier [8]. We
have chosen this latter solution, applied on a MultiLayer
Perceptron (MLP), for the following reasons:

• As the classifier has to process a whole page of hand-
writing, we cannot use a large time consuming classi-
fier during the decision stage (this constraint prohibits
for example multiclass SVM and one-class SVM).
MLPs well suit this condition because they have an ex-
tremely fast decision processing.

• If the use of model-based classifiers (RBF, one class
classifier, etc.) allows a distance-based rejection strat-
egy, these classifiers suffer from a poor discrimination
ability, and the modelisation of classes in high dimen-
sional spaces is still a difficult problem. Oppositely,
MLPs have very good discrimination performance and
are well adapted to high dimensional spaces [1, 5].

We have thus designed a combination of two MLPs,
trained on 130,000 digits, with a 117-structural/statistical
feature set developped in our previous work [3], and a 128-
feature set extracted from the chaincode [4]. A product rule
combination is performed between the two MLPs. On a
test database containing 60,000 digits, the classifier combi-
nation provides a recognition rate of 98.44%, 99.48% and
99.75% in TOP 1,2,3 respectively.

From this point, the rejection rule is the following : a
confidence value for the reject class is estimated with a
Look Up Table (LUT) according to the confidence value
of the first proposition of the digit recognizer. The LUT has
been generated by considering the behaviour of the digit
classifier on a database of 2,300 digits and 4,000 outliers.
Thus, the classifier provides 11 confidence values (10 digits
+ reject). The softmax function is applied on the 11 confi-
dence values to output a posteriori probability estimates.

The outlier rejection ability is evaluated with the
Receiver-Operating Characteristic (ROC) curve which is a
graphical representation of the trade-off between the false
rejection (true digit rejection) and false acceptance (out-
lier acceptation) rates for every possible cut off (confidence
value of the first proposition of the MLP). We show on fig-
ure 8 the ROC curve obtained when we only use the digit
classifier, and when the digit classifier is preceded by the
SVM classifier described above. The trade-off between FR
and FA is clearly better with the use of the SVM classifier
as prior filter to the digit classifier.

4 Results

This section presents the results of the numerical field
recognition system. We have evaluated our approach on a



Figure 8. ROC curve

database of 293 handwritten incoming mail documents con-
taining ZIP codes, phone numbers and customer codes. As
we propose an information extraction system, the perfor-
mance criterion is the trade-off between recall and precision
rates. The recall and precision rates are defined as:

recall =

nb of fields well recognized
nb of fields to extract

precision =

nb of fields well recognized
nb of fields proposed by the system

The syntactical analysis is performed thanks to the for-
ward algorithm, which provides the n best alignment paths.
A field well detected in TOP n means that the right recog-
nition hypothesis for a field stands in the n best proposi-
tions of the syntactical analyser. Figure 9 shows the recall-
precision trade-off for different values of n, while using or
not the SVM classifier as a prior outlier rejection stage.

Figure 9. Recall-precision trade-off

We notice the improvement of the recall-precison trade-
off while using the SVM classifier. Indeed, the use of a
binary classifier as a prior outlier rejection stage bans obvi-
ous outlier and helps the syntactical analyser to find the best
path.

5 Conclusion and future works

Thanks to a simple feature vector and a SVM classifier
used as prior to a digit classifier, we have improved the out-
lier rejection ability of the digit recognizer. We have shown
the influence of such an improvement when the classifier
is embedded in a segmentation-driven recognition process.
Our future works will focus on the integration of contex-
tual features in order to take into account the location of the
components related to the mean line. Another perspective
is to replace the recognition rate criterion of the two clas-
sifiers (SVM and MLP) by a criterion which minimizes the
Area Under ROC Curve [10] in order to improve the outlier
rejection capacity of the system.
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