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Multi-Objective Optimization for SVM Model Selection

C. Chatelain, S. Adam, Y. Lecourtier, L. Heutte, T. Paquet
Laboratoire LITIS, Université de Rouen, Avenue de l’université,

76800 Saint Etienne du Rouvray, FRANCE

Abstract

In this paper, we propose a multi-objective optimiza-
tion method for SVM model selection using the well known
NSGA-II algorithm. FA and FR rates are the two crite-
ria used to find the optimal hyperparameters of a set of
SVM classifiers. The proposed strategy is applied to a
digit/outlier discrimination task embedded in a more global
information extraction system that aims at locating and
recognizing numerical fields in handwritten incoming mail
documents. Experiments conducted on a large database
of digits and outliers show clearly that our method com-
pares favorably with the results obtained by a state-of-the-
art mono-objective optimization technique using the classi-
cal Area Under ROC Curve criterion (AUC).

1 Introduction

Tuning the hyperparameters of a Support Vector Ma-
chine (SVM) classifier is a crucial step in order to establish
an efficient classification system. Generally, at least two pa-
rameter values have to be chosen carefully in advance. They
concern respectively the regularization parameter (usually
denoted asC), which sets the tradeoff cost between the
training error and the complexity of the model, and the ker-
nel function parameter(s), reduced to the bandwidth in the
classical case of a Radial Basis Function kernel (usually de-
noted asγ). The problem of choosing these parameters val-
ues is called model selection in the literature and its results
strongly impact the performance of the classifier.

During a long time, SVM model selection has been tack-
led using grid search. In such a case, the parameter space is
explored with a fixed step size through a wide range of val-
ues and the obtained performance are assessed at each trial.
It has been shown that such an approach is time consuming
and does not perform well ([10, 12]).

Recently, model selection has been considered as an op-
timization task. In such a context, an optimization algo-
rithm is used in order to find the hyperparameter set that
reaches the best classification performance. Among exist-

ing optimization algorithms, the gradient descent method
has been widely used for SVM model selection (see [2, 3]
for example). However, such a method implies that both
the score functions for assessing the performance of the hy-
perparameters and the SVM kernel have to be differentiable
with respect to the parameters to be optimized. Moreover,
the performance of gradient-based methods may strongly
depend on the initialization.

Evolutionary algorithms have also been used for SVM
model selection in order to overcome the above-mentioned
problem. One can cite for example works described in [11]
or in [18] which are based on the use of Genetic Algorithm
(GA), or the approach proposed in ([9]) which is based on
the use of Evolution Strategies. In both cases, the optimiza-
tion algorithm is used to optimize C andγ regarding a clas-
sification performance indicator such as the predictive accu-
racy or the generalization error. One can note that in [11],
the GA approach also aims at selecting relevant features.

In all the optimization-based approaches mentioned
above, a single criterion is used as objective during the op-
timization process. However, it is well known that a single
criterion is not always a good performance indicator. More
precisely, a single criterion is unsuitable in the case of un-
balanced classes or in the case of asymmetric misclassifica-
tion costs, which are situations that arise very frequentlyin
real-world problems. In such cases, thea priori probabil-
ities of the classes and the misclassification costs must be
considered together in order to characterize classification
performance. However, the misclassification costs are of-
ten difficult to estimate, for example when the classification
process is embedded in a more complex system. Within
the context of a two-class problem, the Receiver Operat-
ing Characteristics (ROC) curve is known to be a better
performance criterion. It represents the tradeoff between
False Rejection (FR) and False Acceptance (FA) rates, also
known as sensitivityvs. specificity tradeoff. Thus, for the
optimization of a two-class classification problem, two cri-
teria have to be minimized instead of the single predictive
accuracy criterion.

In this paper, SVM model selection is considered as a
Multi-Objective Optimization (MOO) problem. An Evo-



lutionnary Multi-Objective Optimization (EMOO) algo-
rithm called Non dominated Sorting Genetic Algorithm II
(NSGA-II) is applied to optimize the SVM hyperparameters
using both FA and FR as criteria. Such a strategy enables
to obtain in a single run a set of distinct classifiers which
are optimal from the FA/FR rates criteria point of view. The
performance of these classifiers cover a wide range of op-
timal FA/FR values. Consequently, it is possible to choose
the one that best fits the application constraints at the end of
the optimization process.

The proposed strategy is applied to a digit/outlier dis-
crimination problem which takes place in a global informa-
tion extraction system aiming at localizing and recognizing
numerical fields in a handwritten incoming mail document
[HIDDEN-REF]. Since the digit/outlier discrimination pro-
cess is embedded in this more complex system, misclas-
sification costs can not be estimateda priori and the best
FA/FR tradeoff from the global system performance point
of view (i.e. recallvs. precision of numerical field extrac-
tion) is unknown. The proposed strategy enables thus to
overcome this problem as the choice of the parameter values
is postponed after a single run of the optimization process.

The remainder of the paper is organized as follows. In
section 2, we discuss the problem of SVM model selection.
A brief introduction to support vector machines is proposed
before discussing the choice of the criteria to be optimized
in the model selection process. Section 3 describes the ap-
plication of NSGA-II to SVM model selection. Then, in
section 4, the application is described and some experimen-
tal results are given. In order to assess the performance of
our multi-objective approach, we compare it with a state-
of-the-art mono-objective one,i.e. using as criterion the
Area Under ROC Curve (AUC). We demonstrate that our
approach is a better solution for selecting the best SVM
models. Finally, a conclusion and future works are drawn
in section 5.

2 Problem Statement

2.1 SVM classifiers and their hyperpa-
rameters for model selection

As stated in [15], classification problems with asymmet-
ric and unknown misclassification costs can be tackled us-
ing SVM through the introduction of two distinct penalty
parametersC

−
andC+. In such a case, given a set ofm

training examplesxi in ℜn belonging to the classyi :

(x1, y1) . . . (xm, ym), xi ∈ ℜn, yi ∈ {−1, +1}

the maximisation of the dual lagrangian with respects to
theαi becomes :

Maxα

{

m
∑

i=1

αi −
1

2

m
∑

i,j=1

αiαjyiyjK(xi, xj)
}

subject to the constraints:







0 ≤ αi ≤ C+ for yi = −1
0 ≤ αi ≤ C

−
for yi = +1

∑m

i=1
αiyi = 0

whereαi denote the Lagrange multipliers andK(.) de-
notes the kernel. In the case of a Gaussian (RBF) kernel,
K(.) is defined as :

K(xi, xj) = exp
(

−γ × ‖xi − xj‖
2
)

Hence, in the case of asymmetric misclassification costs,
three parameters have to be determined to perform an opti-
mal learning of the SVM classifier:

• The kernel parameter of the SVM-rbf:γ.

• The penalty parameters introduced above:C
−

andC+.

In the following, we call “hyperparameter” set a set of
three given values forγ, C

−
andC+.

2.2 Criterion(a) for model selection

Considering model selection as an optimization process
requires the choice of an (several) efficient criterion(a) to
be optimized. As stated in the introduction, the ROC curve
of a given classifier is a better performance indicator than a
single predictive accuracy in the case of a two-class classifi-
cation problem with unknown misclassification costs. How-
ever, using ROC curve as indicator in a model selection pro-
cess involves to optimize two criteria, which is a much more
complex task than optimizing a single criterion.

In the literature, some approaches have already been pro-
posed in order to optimize the ROC curve, in the context of
classifier learning (i.e. in order to optimize the classifier
intrinsic parameters). Usually, such a problem is tackled
using a reduction of the FR and FA rates into a single crite-
rion such as the Area Under Curve (AUC) or the F-Measure
(FM). It is the case for example in [17], where an AUC cri-
terion is used to train the SVM classifier. In this work, the
set of support vectors and the relatedαi are found through
the minimization of the AUC. This method is used in sec-
tion 4 in comparison with the proposed approach. We refer
to [17] for the details concerning the optimization process
and the AUC computation. One can note that AUC based
approaches were also proposed in [7] and in [13] in the case
of non-SVM classifiers and that a similar approach based
on F-measure is proposed in [14].



In all of these works, the aim is to design a classifier
which is optimal with respect to the chosen performance
indicator (AUC or FM). However, the performance indica-
tor which is used is a resume of the ROC curve taken as a
whole. Consequently, given one specific value for FA rate
(resp. FR rate), such methods are enable to provide the clas-
sifier with the optimal value for the FR rate (resp. FA rate).
This means that one single classifier optimizing the ROC
curve is not guaranted to be the optimal classifier for any
specific desired value of FA (resp. FR).

The proposed approach encompasses such traditional
ROC curve optimization methods by searching for the set
of optimal classifiers over the parameter space (FA,FR), us-
ing a real multi-objective optimization framework. This in-
volves to use a multi-objective optimization algorithm in
order to search for a set of hyperparameter sets, each hy-
perparameter set optimizing a given FA/FR tradeoff. Since
the objective space dimension is greater than one, the dom-
inance concept used in the MOO field has to be introduced
to compare the performance of two classifiers.

2.3 Pareto dominance concept for SVM
model selection

The dominance concept has been proposed by Vilfredo
Pareto in the 19th century. A decision vector−→u (in our
case, a given(C+, C

−
, γ) set) is said to dominate another

decision vector−→v if −→u is not worse than−→v for any ob-
jective functions (FA and FR) and if−→u is better than−→v
for at least one objective function. This is denoted−→u ≺ −→v .
More formally, in the case of the minimization of all the ob-
jectives, a vector−→u = (u1, u2, . . . , uk) dominates a vector
−→v = (v1, v2, . . . , vk) if and only if:

∀i ∈ {1, . . . , k}, ui ≤ vi ∧ ∃j ∈ {1, . . . , k} : uj < vj

Using such a dominance concept, the objective of a
MOO algorithm is to search for the Pareto Optimal Set
(POS), defined as the set of all non dominated solutions of
the problem. Such a set is formally defined as the set :

POS =
{

−→u ∈ ϑ/¬∃−→v ∈ ϑ,
−−→
f(v) ≺

−−→
f(u)

}

whereϑ denotes the feasible region (i.e. the parameter
space regions where the constraints are satisfied) and

−→
f de-

notes the objective function vector. From a SVM model
selection point of view, this POS corresponds to the opti-
mal set of hyperparameter sets,i.e. the set of parametrized
classifiers that yield all the optimal FA/FR tradeoffs. In the
objective space, this set of optimal tradeoffs is called the
Pareto front. One can note that in the context of SVM model
selection, this Pareto front can be compared to a ROC curve

since it describes a set of obtained FA/FR rates. However,
in our context, it corresponds to the FA/FR rates obtained
using a set of distinct and parametrized classifiers whereas
a ROC curve is a performance indicator for a single clas-
sifier. A discussion concerning the relation between the
Pareto front and classifier ROC curves is proposed in sec-
tion 4 as an interpretation of the obtained results.

The approach described in this paper aims at approxi-
mating the Pareto optimal set corresponding to the opti-
mal hyperparameters of a two-class SVM classifier using
an EMOO. In the following section, a brief review of ex-
isting EMOO algorithms is proposed, the chosen algorithm
is described and the application to SVM model selection is
detailed.

3 EMOO for SVM model selection

As stated earlier, our objective is to search for a set of
parametrized SVM classifiers corresponding to the optimal
set of FA/FR tradeoffs. From a multiobjective optimization
point of view, this set can naturally be seen as the Pareto
optimal set and the set of corresponding FA/FR tradeoffs
is the Pareto front. To tackle such a problem of searching
a set of solutions describing the Pareto front, Evolutionary
Algorithms (EA’s) are known to be well-suited because they
are able to search for multiple Pareto optimal solutions con-
currently in a single run, through their implicit parallelism.
This is why we do not consider in the following the ap-
proaches that optimize a single objective using the aggre-
gation of different objectives into a single one (e.g. the use
of the AUC) or the transformation of some objectives into
constraints. For more details concerning these methods, see
for example [4].

In the context of SVM model selection, computation of
the objective values is very time consuming since it involves
learning and testing the SVM for each hyperparameter set.
Moreover, a good diversity of solutions is necessary since
there is noa priori information concerning the adequate op-
erating point on the Pareto front. That is why we have cho-
sen to use NSGA-II in the context of our study. For more
details about the NSGA-II algorithm, we refer to [5].

Application of NSGA-II for SVM model selection
In this subsection, the application of NSGA-II to SVM

model selection problem is detailed. Two particular points
have to be precised in such a context:

• the solution coding : as said before, three parame-
ters are involved in the learning of SVM for classifica-
tion problems with asymmetric misclassification costs:
C+,C

−
andγ. These three parameters constitute the

parameter space of our optimization problem. Con-
sequently, each individual in NSGA-II has to encode
these three real values. We have chosen to use a real



coding of these parameters in order to be as precise as
possible.

• the evaluation procedure : each individual in the pop-
ulation corresponds to some given values of hyperpa-
rameters. In order to compute the performance asso-
ciated to this individual, a classical SVM learning is
performed using the encoded parameter values on a
learning dataset. Then, this classifier is evaluated on
a test dataset with the classical FA and FR rates as per-
formance criteria.

4 Application and results

4.1 Digit/outlier discrimination

The work described in this paper is part of the design of
a more complex system that aims at extracting numerical
fields (phone number, zip code, customer code, etc.) from
incoming handwritten mail document images . The main
difficulty of such a task comes from the fact that handwrit-
ten digits may touch each other in the image while some
textual parts sometimes are made of separated or touching
characters. Figure 1 gives some examples of segmented
components to deal with. In such a variable context, seg-
mentation, detection and recognition of a digit and rejection
of textual components must be performed altogether.

Figure 1. Examples of “obvious” (a) and “am-
biguous” outliers (b), and digits (c).

In this paper, the proposed approach is applied to a
particular stage of the numerical field extraction system
[HIDDEN-REF].More precisely, the SVM to be optimized
is used as a fast two-class classifier prior to the digit recog-
nizer itself, aiming at filtering the “obvious outliers” (see fig
1.a) from all the other shapes (see fig 1.b and 1.c) in order
to avoid a costly digit recognition when it is not necessary.
The choice of the SVM classifier has been motivated by its
efficiency in a two-class context. Its objective is to rejectas
many outliers as possible, while accepting as many digits as
possible. Further stages of the system concern digit recog-
nition and ambiguous outliers rejection. This context is a
good example of a classification task with asymetric mis-
classification costs since the influence of a FA or a FR on
the whole system results is unknowna priori. In the next

subsection, the performance of the proposed system are as-
sessed.

4.2 Experimental results and discussion

In this section, the experimental results obtained using
the proposed approach are analysed. These results are com-
pared to those obtained using a state-of-the-art algorithm
([17]), where a SVM classifier is trained with respect to an
AUC criterion. Both NSGA and AUC-based approaches
have been applied on a learning database of 7129 patterns
(1/3 digit, 2/3 outliers), tested and evaluated on a test and
a validation database of resp. 7149 and 5000 patterns with
the same proportions of digits and outliers. In the case of
NSGA-II, the range values for SVM hyperparameters are
given in table 1. Concerning the NSGA-II parameters, we
have used some classical values, proposed in [5]. Among
them, one can note that the size of the population has been
set to 40 in order to have enough points on the Pareto front.
The resulting curves are presented in figure 2.

γ C
−

C+

0 − 1 0 − 500 0 − 5000

Table 1. Range values for γ, C
−

and C+.

Figure 2. FA/FR curves obtained using
NSGA-II and AUC.

Several comments can be made from the obtained re-
sults. First, one can remark that each point of the ROC
curve obtained for a single classifier trained with AUC cri-
terion is dominated by at least one of the point of the FA/FR
curve determined by NSGA-II. Such a result stem from the
fact that using an EMOO approach, FA and FR rates are
minimized simultaneously through the variation of the three
involved SVM hyperparameters whereas in the case of an
AUC approach, a single parametrized classifier is trained



to optimize every possible FA/FR trade-offs. Consequently,
one can argue that the Pareto front obtained using a multi-
objective optimization can be viewed as the envelope of all
the possible ROC curves. Such a result is interesting since
the envelope constitutes for the practitionner an information
a priori that can guide him for choosing a particular classi-
fier.

Another comment concerning the proposed approach is
that, for a given set of hyperparameters, the intrinsic param-
eters of the SVM classifiers (i.e. the position and weight
of support vectors) are fixed using a mono-objective opti-
mization algorithm well suited for such a task. Therefore,
the EMOO concentrates on the choice of the hyperparam-
eter values. This approach differs from other works us-
ing the EMOO to perform both intrinsic and hyperparam-
eter setting. In the context of ROC curve optimization we
can mention [1, 8, 6]. All these works are limited to non-
complex classifiers (with a few number of intrinsic parame-
ters) because EMOO algorithms rapidly become intractable
when the size of the parameter space increases. Within a
monoobjective context, such a limitation has been removed
by developping specific methods for specifics problems like
the Lagrangian maximisation for the SVM. Therefore, us-
ing the Lagrangian method for the tuning of SVM intrinsic
parameters enables the EMOO algorithm to concentrate on
a small number of hyperparameters.

Finally, let us point out that the EMOO may imply some
overfitting. This should be fixed using the strategy pre-
sented in [16].

5 Conclusion

In this paper, we have presented a strategy to tackle the
problem of SVM model delection with unknown misclassi-
fication costs. The approach is based on an Evolutionnary
Multi-Objective Optimization of the SVM hyperparameters
to depict an optimal FA/FR curve. Using such a curve, it
is possible to choose the FA/FR tradeoff that best fits the
application constraints.

The approach has been applied on a real classification
problem, and compared favourably to a state-of-the-art ap-
proach based on the Area Under ROC Curve criterion.

The approach we propose is simple and generic. It can
be applied to other parametric classifiers (KNN, Neural net-
work, etc.). Moreover, it can be easily extended through
the introduction of other parameters (kernel type) or objec-
tives (number of support vectors, decision time). In our fu-
ture works, we plan to apply a multi-objective optimization
strategy to the whole numerical field extraction system, us-
ing recall and precision as criteria.
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