N

N

Tunneling and Metastability of continuous time Markov
chains
Johel Beltran, Claudio Landim

» To cite this version:

Johel Beltran, Claudio Landim. Tunneling and Metastability of continuous time Markov chains. 2009.
hal-00425459

HAL Id: hal-00425459
https://hal.science/hal-00425459v1

Preprint submitted on 21 Oct 2009

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-00425459v1
https://hal.archives-ouvertes.fr

TUNNELING AND METASTABILITY OF CONTINUOUS TIME
MARKOV CHAINS

J. BELTRAN, C. LANDIM

ABSTRACT. We propose a new definition of metastability of Markov processes
on countable state spaces. We obtain sufficient conditions for a sequence of pro-
cesses to be metastable. In the reversible case these conditions are expressed in
terms of the capacity and of the stationary measure of the metastable states.

1. INTRODUCTION

In the framework of non-equilibrium statistical mechanics, metastability is a
relevant dynamical phenomenon taking place in the vicinities of first order phase
transitions. There has been along the years several proposals of a rigorous math-
ematical description of the phenomenon starting with Lebowitz and Penrose [16]
who derived the canonical free energy for Kac potentials in the Van der Waals limit.
The seminal paper of Cassandro, Galves, Olivieri and Vares [6] proposed a path-
wise approach to metastability which highlighted the underlying Markov structure
behind metastability which is exploited here. In the sequel, Scoppola [19] examined
the metastable behavior of finite state space Markov chains with transition proba-
bilities exponentially small in a parameter. More recently, Bovier and co-authors
([5] and references therein) presented a new approach based on the spectral prop-
erties of the generator of the process. We refer to [18] for a recent monograph on
the subject.

We propose in this article an alternative formulation of metastability for se-
quences of Markov processes on countable state spaces. Informally, a process is
said to exhibit a metastable behavior if it remains for a very long time in a state
before undergoing a rapid transition to a stable state. After the transition, the
process remains in the stable state for a period of time much longer than the time
spent in the first state, called for this reason metastable. In certain cases, there are
two or more “metastable wells” with the same depth, a situation called by physi-
cists “competing metastable states”. In these cases, the process thermalizes in each
well before jumping abruptly to another well where the same qualitative behavior
is observed.

To describe our approach, denote by En, N > 1, a sequence of countable spaces
and by (O : N > 1) a sequence of positive real numbers. For each N > 1, consider
a partition €L,,..., &%, Ay of Ex and a Ey-valued Markov process {n)¥ : ¢t > 0}.
Fix a state &Y in &%, 1 <z < k. We say that the sequence of Markov processes
{n}¥ :t >0}, N > 1, exhibits a tunneling behavior in the time scale (fx : N >
1) with metastates 8}\,, ..., &%, attractors EN .. €N and asymptotic behavior
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2 J. BELTRAN, C. LANDIM

described by the Markov process on S = {1,...,k} with rates {r(z,y) : z,y € S}
if the following three conditions are fulfilled:

(1) For every 1 < z < k, starting from a state % in &Ry, with overwhelming
probability, the process {n}¥ : ¢ > 0} reaches ¢ before attaining Uy e &Y.

(2) Let {XN :t > 0} be the process X = Uy (nf"), where {5~ : t > 0}
is the trace of the Markov process {n; : t > 0} on En = [J;c <, €% and
where Wn (1) = 21, <, 21{n € €% }. The speed up process { Xy : >0}
converges to the Markov process on S which jumps from = to y at rate
r(z,y).

(3) Starting from any point of €y, the time spent by the speed up Markov
process {nw, : t > 0} on the set Ay in any time interval [0,s], s > 0,
vanishes in probability.

All the terminology used in the previous definition is explained in the next sec-
tion. Condition (1) states that the process thermalizes in each set £%; before reach-
ing another metastate set €%, y # z. The assumption of the existence of an
attractor can clearly be relaxed, but is satisfied in several interesting examples,
as in the condensed zero-range processes [3, 4] which motivated the present work.
Condition (2) describes the intervalley dynamics and reveals the loss of memory of
the jump times from a well to another, put in evidence in [6]. In condition (3) we
assume that the starting point belongs to €. It may therefore happen that the
discarded set Ay hides wells deeper than the wells €%, 1 < 2 < &, but which can
not be attained from €. When we remove in this condition the assumption that
the starting point belongs to €y, we say that the process exhibits a metastable
behavior, instead of a tunneling behavior. In this case, the wells £%,, 1 <z < & are
the deepest ones.

In contrast with the pathwise approach to metastability [6], the present one
does not give a precise description of the saddle points between the wells nor of
the typical path which drives the system from one well to another. Its descrip-
tion of metastability is in some sense rougher, but keeps the main ingredients, as
thermalization and asymptotic Markovianity.

The main results of this article, stated in the next section, establish sufficient
conditions for recurrent Markov processes on countable state spaces to exhibit a
tunneling behavior. In the reversible case, these sufficient conditions can be ex-
pressed in terms of the capacity and of the stationary probability measure of the
metastates.

A theory is meaningless if no interesting example is provided which fits in the
framework presented. Besides the mean field models considered in [6] and the
Freidlin-Wentsell Markov chains proposed in [18], which naturally enter in the
present framework, we examine in [3, 4] a new class of processes which exhibit a
metastable behavior. This family, known as the condensed zero-range processes,
have been introduced in the physics literature [8, 13, 9] to model the Bose-Einstein
condensation phenomena. It has been proved in several different contexts [14, 10, 1]
that, above a critical density, all but a small number of particles concentrate on
one single site in the canonical stationary states of these processes. In [3, 4] we
prove that, in the reversible case, the condensed zero range processes exhibit a
tunneling behavior by showing that in an appropriate time scale the condensed site
evolves according to a random walk on S. We also prove that the jump rates of
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the asymptotic Markov dynamics can be expressed in terms of the capacities of the
underlying random walks performed by the particles.

The article is organized as follows. In Section 2, we introduce the notation, the
definitions and state the main theorems. In Section 3 we present some elementary
examples which justify the definitions proposed. In Sections 4, 5, we prove the
main results. Finally, in Section 6, we prove some results on the trace of Markov
processes needed in the article and which we did not find in the literature.

2. NOTATION AND RESULTS

Fix a sequence (En : N > 1) of countable state spaces. The elements of Ey
are denoted by the Greek letters n, £&. For each N > 1 consider a matrix Ry :
Enx x Ex — R such that Ry(n,§) > 0 for n # & —oo < Rn(n,17) < 0 and
>ccmy Bn(m,§) = 0 for all n € Ex. Denote by Ly the generator which acts on
bounded functions f: Exy — R as

(Lnf)m) = Z Rn(n, &) {f(&) = f(n)} - (2.1)

§EEN

Let {nN : t > 0} be the minimal right-continuous Markov process associated to
the generator Ly. We refer to [7, 11, 17] for the terminology and the main facts
on Markov processes alluded to in this article. It is well known, for instance, that
{n} :t > 0} is a strong Markov process with respect to the filtration {F} : ¢ > 0}
given by F¥ = o(nY : s < t). To avoid unnecessary technical considerations, we
assume throughout this article that there is no explosion.

Denote by D(Ry, En) the space of right-continuous trajectories e : Ry — Exy
with left limits endowed with the Skorohod topology. Let P,J;[, n € En, be the
probability measure on D(R,, Ex) induced by the Markov process {n} : t >
0} starting from 7. Expectation with respect to P,J;[ is denoted by Eév and we

frequently omit the index N in P,J;[ , Eév .
For every N > 1 and any subset A C Ey, denote by 74 : D(R4, Ex) — Ry the
hitting time of the set A:

TA = inf{s>0:es€A},

with the convention that 74 = oo if e; € A for all s > 0. When the set A is a
singleton {1}, we denote 7y, by 7,. This convention is adopted everywhere below
for any variable depending on a set. In addition, for each ¢ > 0, define the additive
functional 7,2 : D(R,, E) — Ry as the amount of time the process stayed in the
set A in the interval [0, ¢]:

¢
TA = / 1{e; € A}ds, t>0, (2.2)
0

where 1{B} stands for the indicator of the set B.

A sequence of states § = (n¥ € Ex : N > 1) is said to be a point in a sequence
A of subsets of Ex, A = (Ay C Ey : N > 1), if n’¥ belongs to Ay for every N > 1.
For a point n = (N € Exy : N > 1) and aset A= (Ay C Ex : N > 1), denote by
Ty, T, the hitting times of the sets {n}, A:

Tn:T,],V = TN, TA:TfJLV = TAy -
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For any sequence of subsets A = (Ay CEy: N> 1), F=(Fy C Ex: N > 1),
denote by T4 (F) the time spent on the set F before hitting the set A:

TW(F) = TN(F) = /OTAN 1{nY € Fy)ds.

2.1. Valley with attractor. We introduce in this subsection the concept of valley.
Intuitively, a subset W of the state space Ey is a valley for the Markov process
{n} : ¢t > 0} if the process starting from W thermalizes in W before leaving W at
an exponential random time.

To define precisely a valley, consider two sequences W, B of subsets of E, the
second one containing the first and being properly contained in Ey:

W:(WNQEN:N21), 3:(BNQEN2N21), WNQBN;EN. (23)

Fix a point & = (§xy € Wy : N > 1) in ‘W, a sequence of positive numbers
6 = (Oy : N > 1) and denote by B¢ the complement of B: B¢ = (BS : N > 1).

Definition 2.1 (Valley). The triple (W, B, &) is a valley of depth 8 and attractor
& for the Markov process {nl :t > 0} if for every point n = (nN : N >1) in W
(V1) With overwhelming probability, the attractor & is attained before the process
leaves B:
]\/li—I>nooPnN [Tg < Tgc} =1;

(V2) The law of Txe/0n under P~ converges to a mean 1 exponential distri-
bution, as N — oo;
(V3) For every 6 > 0,

lim P,]N[%TBC(A)M] =0,

N—o0

where A = (Ay : N > 1) and Ay is the annulus By \ Wy

We refer to W as the well, and B as the basin of the valley (W, B,€). We
present in Section 3 examples of Markov processes on finite state spaces and triples
(W, B, &) in which all conditions but one in the above definition hold.

Condition (V1). The first condition guarantees that the process thermalizes in ‘W
before leaving the basin B. We prove in Lemma 4.1 that conditions (V1), (V2)
imply that the attractor £ is reached from any point in the well W faster than 6 y:

lim sup Pn[iT5>(5} =0. (V1)
N—oo neEWnN 9]\[

Conversely, this condition and (V2) warrant the validity of (V1). We may therefore

replace (V1) by (V1’) in the definition.

Example 3.2 illustrates the fact that conditions (V2), (V3) may hold while (V1)
fails. In this example, with overwhelming probability, the process, starting from
one state in the well W, leaves the basin B at an exponential time before hitting
the attractor &.

Of course, the existence of an attractor is superfluous, as shown by Example
3.8, where we present a valley without an attractor. This requirement could be
replaced by weaker requisites on the spectrum of the generator in the reversible
case or on the total variation distance between the state of the process and the
invariant measure restricted to the well W. Nevertheless, in several non trivial
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examples, as in the case of condensed zero-range processes [3, 4] which motivated
this paper, attractors do exist.

Condition (V2). The second condition asserts that the process leaves the basin at
an exponential time of order given by the depth of the valley. Example 3.5 presents
a situation in which conditions (V1), (V3) hold but not (V2) nor (V1’). There,
the order of magnitude of the time needed for the process to reach B¢ from W
depends on the starting point of W.

Clearly, the depth of a valley is defined up to an equivalence relation: if 8’ = (8 :
N > 1) is another sequence of positive numbers such that limy_,o(0n/0%) = 1,
the valley has also depth @’. Moreover, the depth of a valley depends on the basin.
As we shall see in Example 3.3, two different valleys (W, B, ), (W, B, &), with
B C B’, may have depths of different order. Finally, the depth has not an intrinsic
character, in contrast with valleys, in the sense that it changes if we speed up or
slow down the underlying Markov process.

Condition (V3). The last condition requires the process starting from the well to
spend a negligible amount of time in the part of the basin which does not belong
to the well.

We prove in Lemma 4.2 that we may replace condition (V3) by the assumption
that for every point n = (¥ : N > 1) in W and every ¢ > 0,

min{t,0 ' T'e}
Jim B, [ / {0, € An}ds| = 0. (2.4)
— 00 0
Condition (V3) is necessary, as we shall see in Example 3.1, to ensure that W
is the well of the valley and not an evanescent set. The Markov process presented
in this example fulfills conditions (V1), (V2) but not condition (V3).

The definition of valley focus on paths of the Markov process starting from the
well W. Nothing is imposed on the process starting from the annulus A, which
may hide other wells, even deeper than the well W, as illustrated by example 3.7.
To rule out this eventuality, we replace condition (V3) by assumption (V3’) which
reads:

For every ¢ > 0,

1
lim sup P, | —Tg-(A)>d| = 0. (V3)
N_’OOWEBN 9]\]

Fix n in Ay and note that Twyugse = Twus<(A) < Tpe(A) P, almost surely.
Therefore, it follows from condition (V3’) that the process starting from A imme-
diately reaches W U B¢: For every 6 > 0,

1
lim  sup Pn[—Twugc > 5} - 0. (2.5)
N_’OOUGAN 6‘]\]

It also follows from conditions (V2), (V3’) that
min{t,0 T'pe}
lim sup En{/ 1{nsey € AN}dS} =0. (2.6)
N—=ooneBy 0

These remarks lead naturally to a more restrictive definition of valley.
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Definition 2.2 (S-Valley). The triple (W, B, &) is a S-valley of depth 8 and at-
tractor & for the Markov process {n¥ :t > 0} if, for every point p = (n™ : N > 1)
in W, assumptions (V1), (V2), (V3) are fulfilled.

In Example 3.7 we present a triple (W, B, £) satisfying assumptions (V1), (V2),
(V3) but not (V3’), (2.5) and (2.6) because A contains a well deeper than 'W.

In many cases, it is possible to transfer from A to B¢ all points in A which
do not reach immediately W U B¢, in the sense of condition (2.5), to obtain from
a valley (W, B, £) satisfying conditions (V1), (V2), (V3) a new valley (W, B’,€)
satisfying conditions (V1), (V2), (V3’). We refer to Example 3.7.

We present in Example 3.4 a triple which satisfies conditions (V1), (V2), (2.5)
but not (V3). In particular, the first three conditions do not imply (V3). In this
example, there is a state in the annulus Ay which immediately jumps to the well
Wi, but which is visited several times before leaving the basin By.

2.2. Tunneling and Metastability. Given a sequence of Markov processes {1} :
t > 0} with values in Ey, we might observe a complex landscape of valleys with a
wide variety of depths. We describe in this subsection the inter-valley dynamics.

Fix a finite number of disjoint subsets ..., &%, k > 2, of Ex: €% N & =g,
x#y. Let En = Ugeg€% and let Ay = En \ € so that

En = ENU---UENUAN .
———
EN

Denote by U : Ey — S ={1,2,...,x}, the projection given by

Un(p) = > zlfney}

zeS
and let

&% = en\ &%, & =(&%:N>1) and &= (&% :N>1).

For a subset A of Ey, let S{* be the generalized inverse of the additive functional
7,4 introduced in the beginning of this section:

Si(e.) = sup{s > 0: T (e.) < t}.

It is clear that S* < +oo for every ¢ > 0 if, and only if, 7,;* — 400 as t — +oc.
To circumvent the case S{‘ = 00, add an artificial point 9 to the subset A. For any
path e. € D(R,, Ey) starting at ey € A, denote by e the trace of the path e. on
the set A defined by ef' = ega if SA < +oo, and €' = 0 otherwise. Clearly, if
ef = 0 for some ¢, then ef =0, for every s > t.

Denote by {7~ : ¢ > 0} the &y U {0}-valued Markov process obtained as the
trace of {n; : t > 0} on €y, and by {X}¥ : ¢t > 0} the stochastic process defined
by XN = Wn(nE~) whenever nf~ € &y and XY = 0 otherwise. Clearly, besides
trivial cases, X is not Markovian.

Let 6 = (Oy : N > 1) denote a sequence of positive numbers and, for each
r €S, let &, = (€Y : N > 1) be a point in €*. In order to describe the asymptotic
behaviour of the Markov process on the time-scale 8 we use a Markov process
{P, : x € S} defined on the canonical path space D(R.,S).

Definition 2.3 (Tunneling). A sequence of Markov processes {nl¥ :t >0}, N > 1,
on a countable state space E = (En : N > 1) exhibits a tunneling behaviour on the
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time-scale 0, with metastates {E” : x € S}, metapoints {€, : € S} and asymptotic
Markov dynamics {P, : x € S} if, for each z € S,

(M1) The point &, is an attractor on E” in the sense that
lim inf P,[Te, <Ts | =1;

N—oon€eé%,
(M2) For every point m = (n¥ : N > 1) in &%, the law of the speeded up process
{X{, :t >0} under P,~x converges to Py as N T oo;
(M3) For every t > 0,

NEIEWHSG%% En{/0 Hng, € AN}dS} =0.

Let A denote the sequence (A : N > 1) and consider the triple (€%, E*UAE,)
for a fixed x in S. Clearly, if x is not an absorbing state for the asymptotic Markov
dynamics, the triple (€%, U A,€,) is a valley of depth of the order of 6. In
this case, it may happen that the triple (€%,E% U A,¢,) is an inaccessible valley
in the sense that once the process escapes from €% it never returns to £*. This is
illustrated in Example 3.6. In contrast, if x is an absorbing state for the asymptotic
Markov dynamics not much information is available on the triple (€%, E* U A E,).
Example 3.5 presents a Markov process which exhibits a tunneling behavior in
which a triple is not a valley. In this example the triple contains a well of larger
order depth than 6.

Suppose that property (M2) is satisfied for a sequence of Markov processes and
denote by S, C S the subset of non-absorbing states for {P, : z € S}. For the
states in S, we may replace requirement (M3) by property (V3) of valley, namely:
For each x € S,

1
lim sup P, | —T:.(A)>6| =0. (C1)
N—o0 neEEY, 9]\]
Proposition 2.4. Assume that (M2) is fulfilled for a sequence of Markov processes
{nN :t >0}, N > 1. If (M3) is satisfied for each x € S\ S, and if (C1) holds for
any x € Sy, then (M3) is in force for any x € S.

We arrive to the same conclusion in Proposition 2.4 if we assume instead that
(C1) holds for every state x € S. This is the content of Lemma 4.7. Actually, for
an absorbing state x, property (C1) is stronger than (IM3) because in this case
Hg,lTéz diverges.

The definition of tunneling examines the inter-valley dynamics between wells
with depths of the same order. It is far from a global description since it does
not exclude the possibility that A contains a landscape of valleys of depths of
larger order than @. This situation is illustrated in Example 3.7. We have also
just seen that if = is an absorbing state for the asymptotic Markov dynamics, the
set €% may also contain a landscape of valleys of larger order depth. In order to
exclude these eventualities, we impose more restrictive conditions in the definition
of metastability. We replace (M1) by (M1’) to ensure that there are no wells in £*
of depth of order 6 if x is an absorbing point for the asymptotic Markov dynamics;
and we replace (M3) by (M3’) to avoid wells in A of depth of order 6y or larger.

Definition 2.5 (Metastability). A sequence of Markov processes {nY :t > 0},
N > 1, on a countable state space E = (En : N > 1) exhibits a metastable behaviour
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on the time-scale 0, with metastates {E* : x € S}, metapoints {€, : x € S} and
asymptotic Markov dynamics {P, : x € S}, if for each x € S,

(MY’) The point €, is an attractor on E* in the sense that for every § > 0
lim sup Pn[ng > 591\/} =0;
neey

(M2) For every point p = (n : N > 1) in %, the law of the speeded up process
{x%, :t >0} under P,~x converges to P, as N T oo;
(M3’) For every t > 0,

. t N
Nlirfoonselﬁ En[ /0 H{nwe, € AN}dS} =0.
As for valleys, it follows from (IM3’) that A is evanescent in the sense that for
every 6 > 0,
lim sup P,[Tey, >0y ] = 0. (2.7)
N—o0 nEAN
Example 3.5 presents a Markov process which exhibits a tunneling behaviour
and fulfills condition (M3’) but violates assumption (M1’). Example 3.7 presents
a Markov process with the opposite properties. It fulfills conditions (M1’), (M2),
(M3) but violates assumption (M3’). This latter example is very instructive. It
shows that the same Markov process may have distinct metastable behaviors at
different time scales. This occurs when on one time scale there is an isolated point
in the asymptotic Markov dynamics. In longer time scales this metastate is reached
by other metastates, previous metastates coalesce in one larger metastate, and a
new metastable picture emerges.

We conclude this subsection observing that we may define metastability without
referring to trace processes. Indeed, consider the S-valued stochastic process X}V
defined as

where o(t) := sup{s < t : 7)Y € Ex}. Note that X} is well defined whenever n}¥
starts from a point in Ey.

Proposition 2.6. In condition (M2) of Definitions 2.3, 2.5, we may replace the
stochastic process {X}y :t >0} by {XJ] :¢>0}.

2.3. The positive recurrent case. The purpose of this subsection is to provide
sufficient conditions to ensure tunneling. Assume from now on that the Markov
process {n¥ : ¢t > 0} is irreducible and positive recurrent, and denote by ux its
unique invariant probability measure. It follows from these hypotheses that the
holding rates AV () = —Rx(n,n) are strictly positive, and that the discrete time
Markov chain on Ex which jumps from 7 to ¢ at rate Ry (1, €)/AN (n) is irreducible
and recurrent.

Furthermore, for every n € Exy and A C Ey, 7,4 diverges. Consequently, the
trace of the Markov process {n} : t > 0} on the set A, denoted by {n{* : t > 0},
is well defined and takes values in A. In fact, we prove in Proposition 6.1 that the
trace {n{* : ¢t > 0} is an irreducible and positive recurrent Markov process with
invariant probability measure equal to the measure py conditioned on the set A.



TUNNELING AND METASTABILITY OF CONTINUOUS TIME MARKOV CHAINS 9

Consider two sequences of sets W and B satisfying (2.3). To keep notation simple,
let AN:BN\WN, A = (AN:NZ 1), and (Q,N:WNUB}:V, &= (((:NINZ 1)
Denote by

R%(nag)u "77668]\77777567

the transition rates of the Markov process {nc™ : ¢t > 0}, the trace of {nN : ¢ > 0}
on &y. Let R}(y : Wn — Ry be the rate at which the trace process jumps to BY;:

RY () = > R{(n,€),

£eBS

and let 7n (W, B¢) be the average of RY) over Wy with respect to M%V , the measure
pn conditioned on Wi:

P9 B) 1= s 3 B ) ()

1 R e (2.8)
_mnezw:m;; X (m,€) v (n) -

Next theorem presents sufficient conditions for W and B to be the well and the
basin of a valley.

Theorem 2.7. Assume that there exists a point € = (€N : N > 1) in W such that
for every point n = (nN : N > 1) in W,

Te
Jim B,y [/ RY (M) 1{n"N € WN}ds} =0, (2.9)
—00 0
Jim iy (W, B) Byn [Te(W)] = 0 (2.10)
and
J\}iinoorN(W,Bc) E, v [Ts:(A)] = 0. (2.11)

Then, (W, B, &) is a valley with depth @ = (O : N > 1) where Oy = 1/rn(W, B¢),
N >1.

Conditions (2.9) and (2.10) clearly follow from the stronger condition
A}i_r}noosup{RW(n) n € Wn}E,n[Te] = 0.

To state sufficient conditions for a tunneling behaviour, recall the notation in-
troduced in Subsection 2.2. Let R]‘SV : En X Eny — Ry be the transition rates of the
trace process {n<~ : ¢ > 0}, let RYY : &% — Ry, z,y € S, x # y, be the rate at
which the trace process jumps to the set £

Ry () == Y RY(™,9),

ceey,
and let R%, : €5, — R4, x € S, be the rate at which it jumps to the set éfv Ry, =
> e BNY. Observe that R, coincides with RY if (W, By) = (EX, €% U An).
Let p%; stand for the probability measure py conditioned on €%;. Denote by
rn (€7, EY) the pk-expectation of RyY:

rn (€7, 8Y) = ﬁgm S R () i ()

neey
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and by ry (€7, éf\,) the p3-expectation of R%; so that
rn (87, E%) = > rn(E,EY).
y#T

To guarantee that the process {1 : t > 0} exhibits a tunneling behavior, we
first require that each subset {E : x € S} satisfies conditions (2.9) and (2.10): For
each z € 9, there exists a point €, = (¢ : N > 1) in €% such that

Te,
Jim B, [/ RE () 1nY € €5} ds] = 0 (C2)
—00 0
and )
Jim (€, E7) By [T (€°)] = 0 (C3)

for every point § = (n% : N > 1) in €%.

Theorem 2.8. Suppose (C2), (C3) and that there exists a sequence @ = (On :
N > 1) of positive numbers such that, for every pair x,y € S, x # y, the following
limit exists

r(z,y) = ]\}POOHNTN(SCE,Sy). (HO)

Assume, furthermore, that (M3) is satisfied for each absorbing state x of the
Markov process on S determined by the rates r and that (C1) holds for any non-
absorbing state. Then, the sequence of Markov processes {n :t > 0}, N > 1,
exhibits a tunneling behaviour on the time-scale 0, with metastates {E€* : x© € S},
metapoints {€, : © € S} and asymptotic Markov dynamics characterized by the
rates r(z,y), ,y € S.

Notice that in the previous theorem we might get

Z r(z,z9) = 0 and Z r(zg,z) > 0
z€S\{zo} zeS\{zo}
for some xz¢ € S.. In this case, the triple (€70, U A, &, ) turns out to be an
inaccessible valley, as it is illustrated in Example 3.6, even tough it has the same
depth than all the other wells involved in the tunneling.

2.4. The reversible case, potential theory. In addition to the positive recur-
rent assumption, let us now further assume that puy is a reversible probability
measure. In this case, we may list simple conditions, all of them expressed in
terms of the capacities and the reversible measure py, which ensure the existence
of valleys and the tunneling behaviour.

As we have already seen, we need good estimates for the mean of entry times.
In the reversible case, the mean of an entry time has a simple expression involving
capacities, which are defined as follows. For two disjoint subsets A, B of Ey define

Cn(A,B) == {feL*(un): f(n)=1VneAand f(§) =0V e B}.

Let (-,-),y stand for the scalar product in L?(un). Denote by Dy the Dirichlet
form associated to the generator L y:

DN(f) = <_LNf7f>HN )
for every f in L?(un). An elementary computation shows that

Dx(f) = 5 3wl R, ) {7(6) — )}

m,§€EEN
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The capacity of two disjoint subsets A, B of Ey is defined as
capy(A,B) = inf { Dn(f): f €Cn(A,B) } .

In the reversible context, the expressions appearing in Theorems 2.7 and 2.8
can be computed by using capacities. Denote by fi5 : Ex — R the function in
Cn(A, B) defined as

FAp(n) = Pylra<75].
In addition, for two points £ = (¢ : N >1)andn = (" : N > 1) in W, n’V # &V,
N > 1, set fn(n,€) = f{]nypeny and capy(n, §) = capy({n™}, {&™}).

Consider two sequences of sets W and B satisfying (2.3) and recall the notation

introduced in the previous subsection. By (6.16),

Te W, N N _ <Ry1{WN}7fN(n7£)>HN
B | /0 RY ) 1{nY € W} ds| = L L (212)
_ (H{Wn}, N E) s
E, ~[Te(W)] = capn (. €) , (2.13)
and, by Lemma 6.7,
(W, BS) = capy (W, B°) (2.14)

v (W)
In the last identity capy (W, B°) := capy(Wn, BS) and pun(W) := pun(Wnx). The
previous relations can be used to check conditions (2.9) and (2.10) in Theorem 2.7
as well as assumptions (C2) and (C3) in Theorem 2.8.
Furthermore, since 0 < fn(n,€) < 1, and since, by (2.8), (RY LH{Wx} .y =
pn (W)rn (W, B€), by (2.14),

Te W, B°)
W/ N N < capy (W,
EnN |:‘/0 RN (775 )1{775 € WN} ds = CapN(g)

. capy (W, B%)
and 1N (W, B) E, v [Te(W)] < capy (&)

where capy (€) = inf{capy(n,&Y) : n € W\ {¢V}}. Hence, conditions (2.9) and
(2.10) follow from the stronger condition

cap (W, B°)
N—co  capy(€)

Theorem 2.9. Assume that (2.15) holds for some point € = (¢ : N > 1) in W

and that
lim pn(By \ Wi)
N—oo NN(WN)
Then, for all points ¢ in W, (W, B,¢) is a valley of depth pun(W)/capy (W, BC),
N >1.

)

=0. (2.15)

=0. (2.16)

Assumption (2.15) is also powerful in the context of tunneling. Recall the nota-
tion introduced at the beginning of Subsection 2.2.

Theorem 2.10. Suppose that for each x € S, there exists a point &, = (€Y : N >
1) in % such that
capy (€7, é””)

N @) (FIL)



12 J. BELTRAN, C. LANDIM

Suppose, furthermore, that (HO) holds for some @ = (Oy : N > 1), that (M3) holds
for each absorbing state of the Markov dynamics on S determined by the rates r

and that
MN(A)
im
N—oo pn(E7)

=0, (H2)

for each non-absorbing state x. Then, the sequence of Markov processes {n} :t >
0}, N > 1, exhibits a tunneling behaviour on the time-scale 8, with metastates {E* :
x € S}, metapoints {€, : * € S} and asymptotic Markov dynamics characterized
by the rates r(z,y), x,y € S.

Remark 2.11. In the previous theorem, we may replace condition (M3) for ab-
sorbing states and condition (H2) for non-absorbing states by the assumption

. 1 pn(A)
1m ]
N—oo Oy ry (€%, Ex) un(ET)

=0 (H2’)

for all states x.

Note that condition (H2) and (H2’) are equivalent for non-absorbing states if
(HO) holds. This latter condition can be expressed in terms of capacities since, by
Lemma 6.8, puy (E%)rn (€7, EY) can be written as

1 ) .
5{ capy (€%, %) + capy (€Y, €Y) — capy (E7 U €Y, €\ (E7 U €Y)) }

for every z,y € S, x # y.

One of the main steps in the proof of metastability is the replacement result pre-
sented in Lemma 6.4 and in Corollary 6.5. This statement proposes a mathematical
formulation of the notion of thermalization by identifying this phenomenon with
the possibility of replacing the time integral of a function by the time integral of its
conditional expectation with respect to the o-algebra generated by the metastable
states. The existence of attractors allows a simple estimate, presented in Corollary
6.5, which plays a key role in all proofs.

The propositions stated above are proved in Section 4, while the theorems and
the remark are proved in Section 5.

3. SOME EXAMPLES

We present in this section some examples to justify the definitions of the previous
section and to illustrate some unexpected phenomena which may occur.

We start with a general remark concerning valleys on fixed state spaces. Consider
a sequence of Markov processes {n} : t > 0} on some given countable space E with
generator Ly described by (2.1). Denote by An(n) = > ¢, Bn(n,§) the rate at
which the process leaves the state n. Clearly, the triple ({n}, {n},n) is a well of
depth Ay (n)~! in the sense of Definition 2.1.

The first example highlights the role of condition (V3) in preventing some evanes-
cent sets to be called wells.

Example 3.1. Consider the sequence of Markov processes {nl¥ :t > 0} on E =
{—1,0,1} with rates given by

RN(_LO) = RN(LO) =N, RN(Oa_l) = RN(Oal) =1,
and Ry (j, k) = 0 otherwise.
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Obviously, we do not wish the triple ({—1},{—1,0},—1) to be a valley. Never-
theless, this triple satisfies conditions (V1) and (V2) of Definition 2.1. The first
one is satisfied by default. To check the second one, note that starting from —1

M
Ty = Y {S;+1Tj},
j=1
where {S; : j > 1}, {T} : j > 1} are independent sequences of i.i.d. exponential
random variables of parameter N, 1, respectively, and M is geometric random vari-
able of parameter 1/2, independent of the sequences. Hence, (1/2) Tc converges
in distribution, as N T oo, to a mean 1 exponential random variable.
It is condition (V3) which prevents the triple ({—1},{—1,0}, —1) to be a valley
since the time spent at 0 before reaching {—1,1} is a mean 1/2 exponential random
variable. O

Next example illustrates the fact that conditions (V2), (V3) may hold while
(V1) fails.

Example 3.2. Consider the Markov process on {0,1,2,3} with rates given by

Rn(1,0) = Ry(2,3) = 1—(1/N), Rn(1,2) = Rn(2,1) = 1/N,
Rn(0,0) = a, Rn(3,3) = b

for some a, b >0, and Ry (i,j) =0 otherwise.

Consider the tripe ({1,2},{1,2},1). It is clear that condition (V1) does not
hold since the process starting from 2 reaches B¢ = {0,3} before hitting 1 with
probability 1—(1/N). Condition (V2) is fulfilled for § = 1 because T. converges to

a mean one exponential time, independently from the starting point, and condition
(V3) is in force by default. O

The third example illustrates the fact that the depth of a valley depends on the
basin.

Example 3.3. Consider the sequence of Markov processes {ni¥ :t > 0} on E =
{—1,0, 1} with rates given by

RN(_LO) = RN(LO) =1, RN(Oa_l) = RN(Oal) = N,
and Ry (j, k) = 0 otherwise.

By the observation of the beginning of this section, the triple ({—1}, {—1},—1) is
a valley of depth 1. On the other hand, the triple ({—1},{—1,0},—1) is a valley of
depth 2. Condition (V1) is satisfied by default, and condition (V2) can be verified
by representing the time needed to reach B¢ as a geometric sum of independent

exponential random variables, as in Example 3.1. Requirement (V3) is readily
checked. (]

Next example shows that conditions (V1), (V2) and (2.5) do not imply (V3).

Example 3.4. Consider the sequence of Markov processes {nl¥ :t > 0} on E =
{1,2,3} with rates given by Rn(1,2) = N, Ry(2,1) = N —1, R(2,3) = 1 and
RN (i,j) = 0 otherwise.
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Let £ =1, W = {1} and B = {1,2}. Condition (V1) is fulfilled by default.
Condition (V2) is easily checked for fy = 2. In fact, the hitting time 74" of 3
starting from 1 can be written as 33, ;- {S;+T;}, where {S; : j > 1}, {T} : j > 1}
are independent sequences of i.i.d. mean 1 /N exponential random variables and M
is a geometric random variable of parameter 1/N, independent of both sequences.
It follows from this representation that 7' /2 converges in distribution to a mean 1
exponential random variable.

For similar reasons, conditions (V3) fails: With the notation just introduced,
starting from 1, the time spent at state 2 before hitting 3, denoted in Section 2 by
TN (2), converges to a mean 1 exponential random variable.

Condition (2.5), however, is in force, since the hitting time of the set {1,3}
starting from 2 is of order 1/N. O

The fifth example shows that metastates might not be wells of valleys. It presents
also a triple which fulfills condition (V1), (V3) but not (V2) nor (V1’).

Example 3.5. Consider the sequence of Markov processes {nl¥ :t > 0} on E =
{0, 1,2} with rates given by

Ry(1,0) = N—1, Ry(1,2) = 1, Ry(2,1) = N™' | Ry(0,1) = N?,
and Ry (j,k) =0 otherwise.

The triple ({1, 2}, {1, 2}, 2) is not a well because condition (V1) is violated. With
overwhelming probability the process starting from 1 leaves the set {1,2} before
reaching 2. The triple ({1,2}, {1, 2}, 1) is not a well either. While conditions (V1),
(V3) are clearly satisfied, it is not difficult to show that condition (V2) is violated.
In fact, starting from 1, Tz converges to a mean one exponential random variable,
while starting from 2, N~ !'T'z. converges to a mean one exponential random vari-
able. Tt is also clear that condition (V1’) fails in this case since on the scale of
order 1 the process starting from 2 never reaches 1.

At the scale N~2 the process exhibits a tunneling behaviour, as described in
Definition 2.3, with metastates €' = {0} and €2 = {1,2}, &, = 1, and asymptotic
Markov dynamics characterized by the rates 7(1,2) = 1, 7(2,1) = 0. It does not
exhibit a metastable behaviour, as described in Definition 2.5, because condition
(M1’) is violated. Starting from state 2 € €2, the process never reaches the attrac-
tor 1 in the time scale N~2. We have also here an example of an absorbing set for
the asymptotic dynamics which is not a valley due to the existence of the well {2}
in the the set &2 of depth N > N2, O

Next example shows that there might exist inaccessible valleys.

Example 3.6. Consider the sequence of Markov processes {ni¥ :t > 0} on E =
{1,...,5} with rates given by
Ry(j, k) = 1 ifj is even, k odd and |j — k| =1,
RN(172) :RN(374) = RN(534) :N717 RN(372) :N72a
RN (j, k) = 0 otherwise .
The triples ({1},{1,2},1), ({3},{3,4},3), ({5},{4,5},5) are valleys of depth
2N. Moreover, at the time scale N the process exhibits a metastable behaviour,

as described in Definition 2.5, with metastates &' = {1}, €2 = {3}, & = {5}
and asymptotic Markov dynamics characterized by the rates r(1,2) = r(2,3) =
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r(3,2) = 1/2, r(i,7) = 0, otherwise. Note that the metastate ! is inaccessible in
the sense that 7(2,1)+7(3,1) = 0. This means that in the time scale N the process
starting from 1 eventually leaves this state, never to return. ([

The penultimate example, very instructive, shows that different phenomena may
be observed on different scales. It also highlights the role of conditions (V3), (V3’).

Example 3.7. Consider the sequence of Markov processes {nl¥ :t > 0} on E =
{1,...,5} with rates given by

Ry(j, k) = 1 ifj is even, k odd and |j — k| =1,
Ry(1,2) = N™?, Rn(3,2) = N®, Rn(3,4) = Ry(5,4) = N',
Rn(j,k) = 0 otherwise .

A simple computation shows that the measure my on E given by my (1) = N2,
mn(2) =1, my(3) = N3, my(4) = N?, my(5) = N? is reversible for the Markov
process. We leave to the reader to check that ({3}, {3,4},3), ({5}, {4,5},5) are val-
leys of depth 2N, and that ({1},{1,2},1), ({3,4,5},{3,4,5},3), ({3,4,5},{2,3,4,
5},3) are valleys of depth 2N?2, 2N3, 4N3, respectively. The presence of valleys of
different depths leads to diverse tunneling behaviors at different time scales.

This example illustrates that we may have valleys satisfying conditions (V1),
(V2) and (V3), but not (V3’) and (2.5). This is the case of the triple ({3},{1,2, 3,
4},3). The latter conditions are violated because the annulus {1,2,4} contains
the valley ({1},{1,2},1) of depth 2N?, larger than 2N which is the depth of
({3},{3,4},3). On the scale N, the process starting from 1 never reaches 3 with
positive probability. However, condition (V3) holds because on the scale N the
process starting from 3 never reaches {1,2}.

Note that transferring the points 1, 2 from A to B¢, we transform the the valley
({3},{1,2,3,4},3) in the S-valley ({3}, {3,4},3).

At the scale N one observes a tunneling between &' = {3} and &% = {5},
characterized by the asymptotic Markov rates r(1,2) = r(2,1) = 1/2. Assumption
(M3’) is not satisfied because the set Ay contains a well of depth larger than the
depth of the metastates. However, this well is never visited if the process starts
from one of the metastates.

To turn the tunneling behavior into a metastable one, we may add the metastate
&3 = {1} and show that at scale N, the process exhibits a metastable behaviour
with metastates €' = {3}, €2 = {5}, €% = {1} and asymptotic Markov dynamics
characterized by the rates r(1,2) = 7(2,1) = 1/2, r(i,j) = 0, otherwise. Observe
that an isolated state has appeared in the asymptotic dynamics.

At scale N2, the metastates &' = {3}, €2 = {5} coalesce into one deeper well.
In this scale the process exhibits the metastable behaviour with metastates &' =
{1}, €2 = {3,4,5}, and asymptotic Markov dynamics characterized by the rates
r(1,2) = 1/2, #(2,1) = 0. Note that we have here an absorbing asymptotic state
and that {3,4,5} is not the well of a valley of depth of order N2, but the well of a
valley of depth of order N3. O

The last example shows that the existence of an attractor is superfluous in the
definition of a valley. Denote by Ey = (Z/NZ)? U (Z/NZ)? the union of two d-
dimensional torii of length N and denote by (x,j), = € (Z/NZ)4, j = &1, the
elements of Ey.
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Example 3.8. Consider the sequence of Markov processes {ni¥ : t > 0} on Ey
with rate jumps given by

R((w:), (,3)) = 5qUle—a'| =1}, R((@)s @ =) = 5-

for some rate Oy such that N? << Oy << N9, and Ry((x,1), (y,7)) = 0 otherwise.

It is well known that the spectral gap of the symmetric simple random walk on
the torus (Z/NZ)% is of order N~2. The evolution of the process 0} is therefore
quite clear. In a time scale of order N2, the process thermalizes in the torus where
it started from, and after an exponential time of order 6y it jumps to the other
torus, replicating there the same qualitative behavior.

Hence, each torus satisfies all reasonable conditions to be qualified as a valley of
depth 0. Nevertheless, there is no attractor in this example since a specific state
is visited by the symmetric simple random walk only in the scale N¢. (|

4. VALLEYS AND METASTABILITY

In this section we prove some results on valleys and on tunneling. The first lemma
states that we may replace condition (V1) by condition (V1’) in the definition of
a valley.

Lemma 4.1. In Definition 2.1, condition (V1) may be replaced by condition (V1’).

Proof. Let us denote by ©; := ©N, ¢ > 0, the time-shift operators on the path
space D(Ry, Ex). Let (W, B, &) be a valley of depth & = (fy : N > 1). Fix a point
n=(nny: N >1)inW as the starting point. Consider the pair of random variables
T, Tpe 0 O7,, which are independent by the strong Markov property. According
to assumption (V1), the event {T¢ < T} has asymptotic probability equal to
one. On this event Tg + Tc 0 O, = Tge . Since, by assumption (V1), 9;,1Tgc
converges to a mean one exponential random variable, 95,1{T€ + Tpe 0 Or, } also
converges to a mean one exponential random variable.
Suppose by contradiction that there exist §, € > 0 such that

limsuanN[iT5>6} = €. (4.1)
N—oo On
By assumptions (V1), (V2), 6" (T's: 0 ©r,) converges to a mean one exponential
random variable and, by (4.1), GJf,ng > § with strictly positive probability. In
particular, 9;,1 {T¢+Tpc0O7, } may not converge to an exponential random variable,
in contradiction with the conclusion reached above.

Conversely, the event {T¢ < T'z-} contains the event {Tg < d0n} N {Tp- > 00n}
for every 6 > 0. By assumptions (V1’), (V2), the P, - probability of this event
converges to 1 as N T oo and then § | 0. This concludes the proof of the lemma. [

The second result examines the assumptions (V3) and (V38’) in the definition of
valleys.

Lemma 4.2. In Definition 2.1, assumption (V3) may be replaced by (2.4), and in
Definition 2.2 assumption (V3’) may be replaced by (2.6).
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Proof. The time integral in (2.4) is bounded above by min{t,fy'Tsc(A)}. There-
fore, (2.4) follows from (V3).

Conversely, the time integral in (2.4) is bounded below by 05 Tpe(A)1{T5. <
t0n}. This expression is itself bounded below by min{fy'Tsc(A),a}1{Ts: < tdn}
for every a > 0. Therefore,

min{t,0y Tse}
min{65 T (A),a} < / nwn € Ay}ds + al{Tse > t0y}
0

for every a > 0. Fix a point n = (¥ : N > 1) in W. By (2.4), the expectation
with respect to P, ~ of the first term on the right hand side vanishes as N T oo
for every t > 0. By (V2), the expectation with respect to P,~ of the second term
vanishes as N T oo and then t T co. Therefore, for every a > 0

Jim B, min{@X,lTBc(A),a}} 0.

This proves (V3).
In the same way we prove that we may substitute assumption (V3’) by (2.6) in
Definition 2.2. This concludes the proof of the lemma. (|

Next lemma is needed in the proof of Proposition 4.4, one of the main results of
this section.

Lemma 4.3. Consider a subset A= (An: N > 1) of (En: N >1). Assume that
there exists t > 0 and € < 1 such that

limsup sup P, [T > t0n] < €. (4.2)
N—oo neWn

Then, sup, ey, Eny[Ta(W)] < [t/(1 —€)]0n for every N sufficiently large and

lim limsup sup E, [9§1TA(W) 1{T4(W) >K6‘N}] =0. (4.3)

K—oco Nooo neWn

Proof. The proof is a simple consequence of the strong Markov property and as-
sumption (4.2). Consider the sequence of stopping times {Ij, : k > 1}, {J : k > 1}
defined as follows. I; =0, J; = tly,

Iiyr = inf{t>JpnY €eWn}, Jop1 =D +t0n, k>1,

with the convention that Jy = Ixy1 = oo if I, = oo for some k > 1. Let M be the
first time interval [Ix, Ji] in which the process visits Ay:

M = min{kZl:niveAN for some t € [Ij, Ji] orIk:oo}.

Clearly, T4 (W) < tn M. On the other hand, for N sufficiently large, by definition
of the stopping times {Ij : & > 1} and by assumption (4.2), M is stochastically
dominated by a random variable M’ with geometric distribution given by P[M’ =
k] = (1 — €)e*=1, k > 1. This concludes the proof of the lemma. O

Next proposition gives an equivalent definition of a valley with attractor.

Proposition 4.4. Assume that (W, B, €) is a valley of depth 0 and attractor &.
Then, for any point n = (n : N > 1) in W,
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(i) The hitting time of the attractor & is negligible with respect to the escape
time from the basin B in the sense that

- B [Te(W)]
lim ———————=
N —oc0 EnN [Tgc(W)]
(i) Under P,~, the law of the random variable Tpe(W)/E,~[Tg-(W)] con-
verges to a mean-one exponential distribution ;
(ili) For every d > 0,

lim P~ To-(8)

N [EnN[Tgc(W)] >0] =0

Moreover, the sequences On and E,~[Tp:(W)] are asymptotically equivalent in the
sense that imy o0 O E,n [T (W)] = 1,

Conversely, if (W, B, &) is a triple satisfying (2.3) for which (i) — (iil) hold, then
for any point n = (n™ : N > 1) in W, the sequence E,n[Tg-(W)] is asymptotically
equivalent to E¢n [T'pe(W)]:

. E,~[Tp:(W)]

lim ————7—=

N —oc0 EfN [Tgc(W)]

and (W, B, €) is a valley of depth 6, where Oy = E¢n[Tp:(W)].

It is implicit in the statement of this proposition that the time spent in the well
‘W before leaving the basin B, T<(W), has finite expectation with respect to any
P, ~ for sufficiently large N, as well as the time spent in the well W before reaching
the attractor &, Tg(W).

Proof of Proposition 4.4. Assume that (W, B, £) is a valley of depth 8 and attractor
&. We first claim that

lim sup E, [0y Te(W)] = 0. (4.4)
N —oo neWn
This assertion follows from (V1’) and the previous lemma with A = {&}, t = 4,
e=1/2.
Fix a point n = (¥ : N > 1) in W. We claim that
Jim B~ [0y Tse(W)] = 1. (4.5)

Three ingredients are needed to prove this result. The convergence of 9;,1 Tpe to a
mean one exponential random variable, a bound on E, [0y Ts-(W)] provided by
the previous lemma, and the fact that the process does not spend too much time
in A.

We start with the proof of the lower bound. Fix § > 0, ¢t > 0. On the set
{Tp:(A) < §0x}, we have that Tpe(W) > Tge — 60y. Therefore,

Replacing Tge by min{Tg.,t0n} we obtain the estimate
Tgc(W) > —60n — teNl{Tgc(A) > 59]\[} + min{Tgc,tﬁN}

which holds for all 6 > 0, ¢t > 0.
By (V3), the expectation with respect to P,~ of the second term on the right
hand side divided by 0y vanishes as N 1 oo for any fixed § > 0, ¢t > 0. By (V2), the
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expectation with respect to P~ of the third term on the right hand side divided
by On converges to 1 as IV T co and then ¢ T co. Therefore,

lim inf B, v (05 Tsc(W)] > 1.
The proof of the upper bound is simpler. For every A > 0,
EnN [Tgc(W)} < EnN [min{Tgc,AﬁN}] + E,,]N [Tgc(W)l{Tgc(W) > A@NH .

By (V2), the first term on the right hand side divided by 6y converges to 1 as
N 7 oo and then A 1 co. By (V2), (4.2) holds with A = B¢, e = 1/2 and some
t < oo. Therefore, by (4.3), the second term divided by 6y vanishes as N | oo and
then A 1 co. This concludes the proof of (4.5).

Assertion (i) follows from (4.4) and (4.5), and assertion (iii) from (V3) and (4.5).
Finally, (W) = Tge — Tc(A). By (V2), 05 ' Tse converges in distribution to
a mean one exponential random variable, and, by (V3), ' Tx<(A) converges to
0 in probability. Assertion (ii) follows from these facts and from (4.5). The final
claim of the first part of the proposition has been proved in (4.4).

To prove the converse, suppose that conditions (i) — (iii) hold. We first prove
that (V1), (V2), (V3) are in force with 6y replaced by the sequence 8(n") =
E, ~ [T'sc(W)], which depends on the point n = (p” : N > 1). In this case, condition
(V3) corresponds to (iii). To prove (V2), note that T'pc = Tpe(W) + T (A). By
(ii), O(n™N) =1 T (W) converges in distribution to a mean one exponential random
variable and, by (iii), #(n™) !Tgsc(A) vanishes in probability. Therefore, (V2)
holds. Finally, on the set {T¢ < T'pe}, Te = Te(W) + Te(A) and Te(A) < Tpe(A).
By (i) and (iii), 0(n™ )" Te(W) and 0(n™ ) 1 Tg< (A) vanish in probability as N T oo.
On the other hand, by (V2), already proved, 6(n™)~!Tx. converges in distribution
to a mean one exponential variable. This proves (V1).

It remains to show that the sequences §(n™) = E, ~ [Tzc(W)] and E¢n [Tz (W)]
are asymptotically equivalent in the sense that their ratio converges to 1.

By (ii) and Lemma 4.3, the sequence 6(n¥)~1Tx:(W) is uniformly integrable
with respect to P, ~. Therefore, by (V1),

. 1

e B [T (W) 1{Te < Tae}] = 1.
By the strong Markov property and the explicit form of Tsc(W), the expectation
is equal to

1 1
WEUN Tg(W) l{Tg < Tgc}} + WEEN {Tg}c(W)} PnN [Tg < Tgc] .
By (i), the first term vanishes as NV 1 co. Since by (V1) P, ~[T¢ < T'pe] converges
to 1, B, ~ [T'pc(W)] and E¢~ [T's-(W)] are asymptotically equivalent. This concludes
the proof of the proposition. O

We conclude this section with the proofs of Propositions 2.4 and 2.6. Let us first
fix a metric in the path space D(R4, SU{d}) which induces the Skorohod topology.
In what follows, we identify the point d with 0 € Z so that SU{d} is a metric space
with the metric induced by Z.

For each integer m > 1, let A,,, denote the class of strictly increasing, continuous
mappings of [0, m] onto itself. If A € A,,, then \g = 0 and A,, = m. In addition,
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consider the function

1 ift<m—1,
gm(t) = m—t ifm—-1<t<m,
0 ift>m.

For any integer m > 1 and e, é € D(R4, SU{0}), define d,, (e, é) to be the infimum
of those positive € for which there exists in A, a A satisfying

sup |A—t] < €
te[0,m]

and

sup | gm(Ae) ex, —gm(t) ér| < €.
te[0,m]

Finally, we define the metric in D(R4, S U {d}) by
d(e,é) = Y 271 Adp(e, ) .
m=1

This metric induces the Skorohod topology in the path space D(Ry,S U {d}) (cf.
[2])-

For any path e € D(R4,S U {0}) denote by (7,(e) : n > 0) the sequence of
jumping times of e: Set 79(e) = 0 and, for n > 1, we define 7, (e) as

Ta(e) == inf{t > m_1(e) : e # eTnil(e)} ,

with the convention that 7,, = oo if 7,1 = oo and, as usual, inf & = 4o0.

Proposition 2.6 is a consequence of the following result.
Proposition 4.5. Suppose that {n¥ :t > 0}, N > 1, satisfies (M3) for any x € S.
Then, for any x € S and point n = (n™ : N > 1) in €7,

lim E,~[dXY,XV)] = 0.

N —o0

Proof. Fix arbitrary integers m > 1 and N > 1. To keep notation simple, set

Tp = To(XN) and 7, := Tn(XN), n > 0. Define the random variables

n = sup{j > 0:7; <m}
and

T(XYN) := raa Am .
In Lemma 4.6 below we show that P, ~-a.s.,
A (XN, XN < S| max {fy — 70 s m = T(XN)} . (4.6)

To estimate the right hand side in (4.6), observe that

o = TEY < AN,

where 7,%" is the time spent by {nY : ¢ > 0} in Ay in the time interval [0,],
introduced in (2.2). On the other hand, in the case 7441 < m, m — T(X") can be
written as m — {7y + [Tut1 — Tn]} + [fn — Tu]. Since 7, — 7, is the time spent by
{nY :t > 0} in Ay in the time interval [0, 7] and m — {#4 + [Tatr1 — Ta]} is the
time spent in Ay in the time interval [7,,, m],

m—T(XN) < T2~ .
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Therefore, by (4.6) we have just shown that

dXN,XN) < Y 2mAASITEY)
m=1

The desired result follows from this estimate and property (M3). (I
Lemma 4.6. For any integers N,m > 1, (4.6) holds P, ~ -almost surely.

Proof. Fix two integers N,m > 1. All assertions in what follows must be under-
stood in the P, ~-a.s. sense. Recall the notation introduced in the previous lemma.

Let us list some evident properties of X~ and XN First notice that for all
0 < 7 < n— 1, we have 7A'j+1 — 7A'j > Tji+1 — Tj and XSN = XtN for (S,t) S
(75, Tj41[x [, 7j+1[. Furthermore, 7, < T(XN) < m, XY # 0 and X = XN for
(5,t) € [T, T(XN)[X[F1, m].

In particular, since 7, < m, we may choose ¢ > 0 small enough such that
To < T(XN)—¢€ and 7, < m—e. Now, let A € A,, be given by: Ay, =75, for j <n,
Am—e = T(X"N) — €, Ay, = m and we complete A on [0,m] by linear interpolation.
Then,

sup A\ —t| < max{f, — 1o,m — T(XN)}.

te[0,m]
Moreover, since \; <t, 0 <t <m,
sup  [gm(A) XS = gm (XN < [S] sup |gm(Ae) — gm(t))]
te[0,m—e] te[0,m—e]
< |9 sup A — ¢
te[m—1,m—e]
and
t [sup ]|gm(>\t)X§Vt—gm(t)X§V\ < 19] ) [Sup ](Igm(At)—gm(t)l+2|9m(t)|)
e|lm—e,m €|lm—e,m

< |S] sup |A\ —t]+2ke.

te[m—e,m]
Since € may be taken arbitrary small, the claim is proved. (I

We now turn to the poof of Proposition 2.4. For every e € D(R4,S U {0}),
denote by J;(e) the number of jumps up to time :

Ji(e) = sup{j > 0:7;(e) <t}.
Proof of Proposition 2.4. Fix an arbitrary non-absorbing state x, € S for the
Markov process {P, : = € S}, a point n = (¥ : N > 1) in €% and a time
t > 0. It suffices to show that E,~ [T,2N] — 0 as N — oo.
For any integer K > 1,

TAY < {J(XN)> K}t + 1{J,(XN) < K} T2V, (4.7)

P, ~-almost surely. The subset {J; > K} C D(Ry,S U {d}) is closed for the
Skorohod topology. Therefore, by property (M2),

limsup P~ [J,(XY) > K] < limsup P, [J,(XN) > K] < P[], > K].
N—oo N—oo

The right hand side vanishes as K 1 oo. From this and (4.7), it follows that

limsup E, v [7,¥] < limsup lim sup E,~ 1{J,(XN) < K} T~V .
N —o0 KToo N —o0
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In consequence, in order to conclude the proof it is enough to show that

NnglooEnN[l{Jt(XN) =i} TAN] =0, Vi>0. (4.8)

Fix some integer i > 0. To keep notation simple, denote Jy = Jt(XN) and let
(7 : m > 0) stand for the jumping times of X~. Recall that we denote by S, the
set of non-absorbing states for {P, : € S} and set €% = Uzes. €% . On the event
{J; = i} let us define

e ; FLov N
I = mf{()ﬁjﬁz.Xﬂ, €S\ S},
so that I = oo if and only if X, e Sy, for all 0 < s <. On the one hand, P, ~—a.s.,
R R i+1 TiNt
1{Jt:i;I:OO}7;AN < 1{Jt:Z,I:OO}Z/ 1{77£VEAN}CZS
j=1"7i—1
i+1

‘IA'j/\t
< DA eert [ 1 e Avyds,
T]‘71

j=1
Thus, applying the strong Markov property we get

E,~ [l{jt =i; 1 =00} ’Z;AN} < (i+1) sup sup Eév [tATs. (A)] .
€S, nEEY,

The right hand side vanishes as N — 0 by assumption (C1) for the non-absorbing
states. On the other hand, for any 0 < ¢ < we have that, P, v —a.s., on the event

L RNt Fott
TAY < Z/ 1{nY € Anx}ds + / 1{nY € An}ds.
j=1 Tj—1 T

By applying the strong Markov processes as before, we show that E,~ [1{jt =
i; =1} 'Z;AN} is bounded above by

¢ sup sup EN[tAT: (A)] + sup EJ[T2].
z€S. NEEY, neS\ S«

As N 7 oo, the first term vanishes as before while the second one vanishes by
assumption (M3) for absorbing states. This concludes the proof. (I

The same proof yields the following version of Proposition 2.4 which does not
distinguish between absorbing and non-absorbing states.

Lemma 4.7. Assume that (M2) is fulfilled for a sequence of Markov processes
{n}N :t >0}, N > 1. Then, condition (M3) is satisfied if for each = in S,

1
lim sup P,| —T%.(A)>6d6| = 0.
N—)ooneglz]iv 77|:9N € ( ) :|

Proof. The proof is simpler than the previous one. We do not need to introduce
the variable I. We estimate 'Z;AN as in the case I = oo to get that

E, v [1{J; =i} T2¥] < (i+1)sup sup E) [t ATy, (A)] .
zESNEER,

This expression vanishes as N T co by assumption. ([
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5. PROOF OF THE MAIN THEOREMS

We prove in this section the main results of the article. The proofs rely on some
results on recurrent Markov processes presented in Section 6.

Proof of Theorem 2.7. Next statement plays a central role in the proof of The-
orem 2.7.

Proposition 5.1. Consider two sequences of sets W and B satisfying (2.3). As-
sume that there exists a point € = (€N : N > 1) in W such that for every point
n=mn":N>1)inW (2.9) and (2.10) hold. Then, condition (V1) is in force.
Moreover, the law of rn(W,B¢) Tge(W) under P, ~ converges to a mean-one ex-
ponential distribution, as N T oo, and

J\}gllw N (W, 'BC) EnN [Tgc(W)] =1 (51)

for any point n = (n™¥ : N > 1) in W

The proof of this proposition is divided in several lemmas. Recall that Ex =
Wy UBS, N > 1, and that {nS~ : ¢ > 0} stands for the trace of {n" : ¢ > 0} on
&x. For any @ = (fy : N > 1), properties (2.9) and (2.10) hold for {n&~ : ¢ > 0}
if and only if they do so for the speeded up process {7795 Y, +t > 0}. Furthermore,
condition (V1) remains invariant by any re-scale of time, while (5.1) and the as-
sertion preceding it are implied by the corresponding claims for {77;g pit=> 0}. In
consequence, speeding up the process appropriately, we may assume in Proposition
5.1 that

rn(W,B%) =1 VYN >1 (5.2)
and condition (2.10) becomes

lim sup E,[T¢(W)] = 0. (5.3)

N—oo nEWN

To prove the last two assertions of Proposition 5.1, we show that the law of Tg.(W)
under P, ~ converges to a mean-one exponential distribution and that

Jim B, v [Te(W)] = 1. (5.4)

n

We identify the trace process {nf" : t > 0} with the first marginal of the
&xn x {0, 1}—valued Markov process {(nf™, X¥) : t > 0} defined as follows. To keep
notation simple, let & = 1—z, = 0, 1. The transition rates for {(n°~, XN) : t > 0}
are the following:

e From each (n,z) € Wy x {0, 1}, the process jumps to (£, z) (resp. to (&, %))
with rate R% (0, €) for any € € Wy (resp. for any £ € BY,).

e From each (n,z) € B§ x {0,1}, the process jumps to (£,z) with rate
R& (n,€), for any € € Ex.

Let Py, 4, (n,2) € Enx{0, 1}, be the probability measure on D(R, Enx x{0,1})
induced by the Markov process {(n™,XN) : t > 0} starting from (n, ). Hence,
for any starting point (1,z) € Ex x {0,1}, the law of the marginal {n~ : ¢ > 0}
on D(Ry,Exn) under P, . is P,,.

By Proposition 6.3, the conditioned probability measure u§(-) := pun(-|En) is
the invariant probability measure for the trace process {#n°~ : ¢ > 0}. Define the
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probability measure on Ex x {0,1} by

my(n,z) = (1/2) piy(n), for (n,z) € Ex x {0,1} .

We may check that my is an invariant probability measure for {(nf NXNY it >0}
In particular, {(n°~, XN) : ¢t > 0} is positive recurrent.

Clearly, for any n € Wi, the law of Tze(W) under P,, coincides with the law of
the first jump

inf {t >0: X" # X{'}

under P, ., for any = € {0,1}. Hence, to prove that T-(W) converges to a mean
one exponential law it is enough to show that the second coordinate of the trace
of the process {(nS~, XN) :t > 0} on Wy x {0,1} converges to a Markov process
on {0,1} which jumps from z to 1 — z at rate 1. This is done in two steps. We
first prove in Lemma 5.3 that the sequence of processes { X}V : ¢t > 0} is a tight
family. Then, we characterize in Lemma 5.6 all limit points by showing that they
solve a martingale problem. Both statements rely on a replacement result, stated
in Lemma 5.2 and Lemma 5.5, which allows the substitution of a function by its

conditional expectation.
Conditions (2.9) and (5.3) imply that

Te(€)

lim sup En{/ {RN(nE¥) +1}1{ni~ € WN}ds} =0, (5.5)
N=oonewy 0

where T¢(€) = TV (€) :=inf{t >0 nEY = ¢V}, As a consequence of (5.5), we get

the following lemma.

Lemma 5.2. For every t > 0,

t
lim sup En{/ (RY (nf™) — 1) 1{nf~ € WN}dsH =0.
N—toopeey 0
Proof. Recall the notation introduced in Subsection 6.2. Let g : E5 — R be given
by g(n) = R} (n)1{n € Wx} so that the expectation of g with respect to u§ is
equal to pun (Wn)/pn(En) in view of (5.2). Consider the partition 7 = {Wx, B }
of €y and note that the conditional expectation (g|m),c =1{n € Wy}. Since g is
integrable with respect to u}g\,, the statement follows from (5.5) and Corollary 6.5
applied to the process {n~ :t > 0}. O

We use this lemma to show tightness for the sequence {X}¥ : t > 0}.

Lemma 5.3. Fiz an arbitrary point n = (n : N > 1) in W and z € {0,1}. For
each N > 1, denote by Qn the law of {X}" : t > 0} under P~ .. Then the
sequence of laws (Qn : N > 1) is tight.

Proof. For each T' > 0, let T7 denote the set of all stopping times bounded by T'.

By Aldous criterion (see Theorem 16.10 in [2]) we just need to show that
limlimsupsup sup P ) [| XN, — XN >e] =0 (5.6)
30 Nooo 0<6T€Sr ’

for every e > 0 and T > 0. Denote by L& the generator of (an,XtN)tZO and by

p: &v x {0,1} — {0,1} the projection on the second coordinate. Consider the

martingale

S

t
MY = XY= X - [ i ) as.
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It is therefore enough to show that (5.6) holds with X2, — XX replaced by
MY, — MY and by [TH(LEp)(nEN, XXN) ds.

Consider the integral term. By Chebychev inequality and by the strong Markov
property, we need to prove that

lim lim sup sup sup E(, m) / ‘ LNp XN ‘ds} =0,
010 N—oo 6<6 (n,x)€&nx{0,1}

where E(, ;) stands for the expectation with respect to P, .. A simple computa-
tion provides

(LYp)(n,z) = { -z} RN (n) 1{n € Wn}.
The proof is thus reduced to the claim
5
lim limsup sup E {/ RY (M) 1{ni~ € WN}ds} =0. (5.7)
30 N—oo neEN 0

Since the expectation above is less than or equal to

}En[/: (RW (™) — 1) 1{nf~ € WN}dsH + 4,

the limit (5.7) follows from Lemma 5.2.
We now turn to the martingale part { M} : ¢ > 0}, whose quadratic variation is
given by

Y / (L8, (p?) — 2pL&p} (™, XN) ds

= /R}(Y(nf”)l{anEWN}ds.
0

By Chebychev inequality
1
P o [[Mg = MY > ] < 5 B o [(M)2 = (M) ]

Finally, by the explicit formula for the quadratic variation and by the strong Markov
property, the right hand side above is less than or equal to

— sup E, / RYX(n )1{77581\’ € WN}ds} .
€ nEEN
It remains to use (5.7). O

As a consequence of Lemma 5.3 we obtain condition (V1) for the triple (W, W, £)
with respect to the trace process {nt™ : ¢t > 0}.

Lemma 5.4. For any point n = (nN : N > 1) in W,
lim P,~[Te(W) <Tp-(W)] = 1.

N—+o00

Proof. Fixn™ in Wy, N > 1. Consider the modified uniform modulus of continuity
D(RJM {Oa 1}) - RJr given by

ws(z.) = inf max sup |z — @],
{ti} 0<i<r ¢, <s<t<tit1
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where the first infimum is taken over all partitions {¢; : 0 < i < r} of the interval
[0, 1] such that

O=tog<ti1 <---<t,=T

ti—ti_1 >0, fori=1,...,r.
By the previous lemma (see e.g. Theorem 1.3 in Chapter 4 of [15]),

lélflolljbmsupP(nN 0)[”6(X )=1] =0.

Therefore, since for all § > 0 {Tpc(W) < 6} C {ws(XV) = 1} P~ ,)-almost
surely,

lim li fP,~|Tpc(W)>6| = 1. 5.8

lim lim inf Py [ Tipe(W) > 6] (5.8)
On the other hand, by (5.3), we have

th P, n[Te(W)>4d] =0 (5.9)

for any 6 > 0. The desired result follows from (5.9) and (5.8). O

Actually, since {T¢(W) < T-(W)} C {T¢ < T'sc}, Lemma 5.4 proves condition
(V1) for the triple (W, B, £) with respect to the process {n";t > 0}: For any point
n=m":N>1)nW,

lim P,n~[Te <Tpe] = 1.
N—4oc0

We now consider the trace of {(nS~¥, XN) : ¢ >0} on Wy x {0,1}, denoted by
{(n"~, X"~) . t > 0}. As we shall see in Section 6, since {(nE~, XN) : ¢ > 0} is
positive recurrent, the trace process {(n;'~, X¥¥) : t > 0} is positive recurrent as

well. Moreover, the invariant probability measure for the trace process, denoted by
m)/, coincides with my conditioned to Wy x {0,1}:

my (@) = (1/2)py (n), for (n,x) € Wi x {0,1}.

The marginal process {n}'~ : t > 0} corresponds to the trace of {nf™ : ¢t > 0} on
Wi

Let LY denote the Markov generator of {(n,"™,X}"™) : t > 0}. Define, in
addition, the Markov generator L as

LF(x) = F(z)— F(z), =ze€{0,1}, (5.10)
for every F': {0,1} — R. For each N > 1, let p = py be the projection function
on the second coordinate p : Wy x {0,1} — {0,1}. If RY/(-,-) stands for the
transition rates of {(n,"~, X"V) :t > O} we have that
LY (Fop)(nz) = {F(@) - F@)} > RY((n.2), (%))
EeWnN

for any (n,x) € Wy x {0,1}. By applying Corollary 6.2 to the Markov process
{(nE~,XN) : ¢ >0} and its trace on Wy x {0,1}, we get that

> RY((m,2), (&%) = RN (n)

EeWn

for all (n,z) € Wy x {0,1}. Therefore, by (5.2), the conditional expectation of
LY (F o p), under m}¥, given the o-field generated by the partition

Wy x {0,1} = (Wy x {0})U (Wy x {1}), (5.11)



TUNNELING AND METASTABILITY OF CONTINUOUS TIME MARKOV CHAINS 27

is (LF)op. Therefore, applying Corollary 6.11 to the trace process {(nXVN , XtWN) :
t > 0}, the function LYY (F o p) and the partition (5.11), we obtain the following
replacement lemma.

Lemma 5.5. For every x € {0,1}, function F : {0,1} — R and time t > 0,

¢
J\}im sup ‘E(n@)[/ {L}y(Fop)(n;’VN,XZVN) — LF(XZVN)}CZSH =0.
—neWn 0

Proof. Recall that the conditional expectation of LY (F o p) is (LF) o p. Since
LY (Fop)(nz) — LF(z)] < (RY (n) + 1) max{|F(0)], [F(1)]},

in view of Corollary 6.5, to prove the lemma we just need to check that for any
z €{0,1},

T2
lim sup Eg, ) {/ (RY (V™) + 1) 1{X"™ =2} ds} =0, (5.12)
N—=00 newy ' 0

where, for each N > 1,
Tlea) = Tiga(N) = f{t > 0: ("™, X"™) = (¥, )}
Fix an arbitrary « € {0, 1}. It follows from conditions (2.9) and (5.3) that
Te(W)
lim  sup E,,[/ (R}(y(nZVN)—i-l)ds} =0. (5.13)
N—oo neWn 0

To keep notation simple, let us denote
T
Ty = / (RY (") + 1) 1{X"¥ =2} ds .
0

Since {T¢(W) < Tp-(W)} C {Te(W) = T)¢ )}, by Lemma 5.4, (5.13) and Cheby-
chev inequality, for every t > 0,

lim sup P(n,w)[TN > t] = 0. (514)
N—oo neEWnN

By the strong Markov property, (5.14) and the arguments presented in the proof
of Lemma 4.3,

lim limsup sup E(,.)[Tnx 1{Ty > A}] = 0.
A—00 N_oo nEWN

Hence, by Lemma 5.4,

limsup sup E
N—oo neWn

On the other hand,

na) [T H{Te(W) > Tpe(W)}] = 0. (5.15)

Te(W)
Bl [T HTeW) < T (W) < B, [ [ (RN )+ 1)as].
Therefore, (5.12) follows from this estimate, (5.13) and (5.15). O

We now prove the convergence in law of {XtWN :t >0} as N | co. Fix an
arbitrary point 7 = (n : N > 1) in W. For each N > 1, denote by Py the law of
{XY~ .t >0} under P~ ). Following the same argument presented in the proof
of Lemma 5.3 we can show that (Py : N > 1) is tight.
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The uniqueness of limit points for this sequence is established as follows. Assume
without loss of generality that Py — P, as N — oo, for some probability measure P
on D(R4,{0,1}). For ¢ > 0, let X; denote the time-projection X; : D(R,,{0,1}) —
{0,1}. We shall prove in the following lemma that P solves the martingale problem
associated to the generator £ defined in (5.10). It is well known that this property
together with the distribution of Xy, characterize the measure P.

Lemma 5.6. Under P, Xg =0 a.s. and
t
MF = F(Xy) —F(Xo)—/ LF(X,)ds, fort>0,
0

is a martingale for any function F : {0,1} — R.

Proof. The first claim is trivial. For the last one, fix 0 < s < t, a function F' :
{0,1} — R and a bounded function U : D(R;,{0,1}) — R depending only on
{X, :0 <r < s} and continuous for the Skorohod topology. Denote by E and Ey
the expectation with respect to P and Py, respectively. We shall prove that

E[MfU] = E[MFU] . (5.16)

Recall that L)Y denotes the generator of {(n/'~, X*¥) : t > 0}. For N > 1,
consider the P(,~ o)-martingale {M}" : t > 0}, defined by

t
MY = F(XWN)—F(O)—/ LY (F o p)(nV™, XW~)ds, 13 0.
0

Denote UY := U(XW~). As {M} :t > 0} is a martingale,
B o) [MIUY] = By o)[MUN]
so that

T

t
B [U¥ {FOC) = PO = [ LYo p) ¥, X ar}] = 0,
On the other hand, since U" is bounded and F,-measurable, it follows from the

Markov property and Lemma 5.5 that

t
aim B, ) [UN/ {Lﬁ(FOP)(nXVN,XTWN)—cF(XTWN)}dT} _ 0.

Putting the last two assertions together we get
t
lim Ey [U{F(Xt) _F(X,) - / LF(X,) drH — 0. (5.17)

Now, since Py converges to P, time averages of Ey [F(Xt)U} and Exn [F(XS)U]
converge to time averages of E [F(Xt)U] and E [F(XS)U}, respectively. Hence,
from this last observation and (5.17) it follows that

1 t+r

- /0 drE [U{F(Xt+r) — F(Xs4r) -

€

. EF(XS)H )

for every € > 0. It remains to let € | 0 and use the right continuity of the process
to deduce (5.16), which concludes the proof of the lemma. O
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Under P, {X; : t > 0} is therefore a Markov chain on {0,1} with generator £
and starting at 0. We have thus shown that, the law of
Tge(W) = inf {t > 0: X;"¥ =1},

under P~ o), converges to a mean-one exponential distribution. To conclude the
proof of Proposition 5.1 it remains to check (5.4). By Lemma 5.4 and the conver-
gence in law of Txe(W), (W, W, £) is a valley for the trace process {n~ : ¢ > 0}
with depth 1. Therefore, applying item (i) of Proposition 4.4 to (W, W, &) and
{nf™ 1t >0} we get (5.4). This concludes the proof of Proposition 5.1 O

We are now in a position to prove Theorem 2.7. Condition (V1) follows from
Proposition 5.1 and Condition (V3) from (2.11) and Chebychev inequality. Con-
dition (V2) follows from (V3) and the convergence in law of ry (W, B¢) T'ge(W)
stated in Proposition 5.1.

Proof of Theorem 2.8. Next result is the main step in the proof of Theorem 2.8.

Proposition 5.7. Recall the notation introduced in Subsection 2.2. If conditions
(C2), (C3) and (HO) are in force, then so are (M1) and (M2).

The proof of this result is divided in three lemmas. As in the proof of Proposition
5.1, without loss of generality, we may assume that Oy = 1, VN > 1. In this way,
condition (HO) guarantees that, for every x,y € S, x # y,

A}im ry(E%,EY) = r(z,y), (5.18)

and we shall prove the convergence in law of the sequence {X} : ¢ > 0}, N > 0.
Clearly, conditions (C2) and (C3) imply

Te, o
lim sup En[/ (RG(n5%) +ra (85, E9) Y 1{nE™ € €} ds] = 0 (5.19)
0

N —o0 neg}r\r

for any x € S, where {nf" : t > 0} stands for the trace process of {; : t > 0} on
En. Let us define Vy : Ey — R as

Vv(n) == Y Ry 1{ne ek}, neén.
zeS

Let u}gv be the measure puy conditioned to € and denote by Vi the ,ujev—conditional
expectation of Viy given the o-algebra generated by the partition & = Uzes€%:

Vn(n) = ZTN(SI,EI) 1{ne X}, Vneln.
€S

Since Vyy is integrable with respect to ,ufv, it follows from Corollary 6.5 and from
(5.19) that, for any ¢ > 0,

lim sup En{/ot{VN—VN}(an)ds}

NHOO"]EEN

=0. (5.20)

In order to prove (M2), fix some z € S and a point n = (p% : N > 1) in *. For
each N > 1, denote by Py the law of {X7¥ : t > 0} under P, ~. The convergence of
the sequence (Py : N > 1) stated in (M2), follows from tightness and uniqueness
of limit points. We first examine the tightness.

Lemma 5.8. The sequence (Py : N > 1) is tight.
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Proof. For each T' > 0, let T7 denote the set of all stopping times bounded by T'.
By Aldous criterion (see Theorem 16.10 in [2]) we just need to show that

lim lim sup sup P XN, —XNI>e] =0 5.21
6~LON"O°0§1§TE‘IPT 77N[| T+6 T| } ( )

for every € > 0 and 7" > 0.
Let L% be the generator of the trace process {n°~ : ¢t > 0} and let {M}N : ¢ > 0}
be the martingale defined by

t
MY = XN - XY - /0 LEUn(nE) ds

To prove tightness, it is therefore enough to show that (5.21) holds with the differ-
ence X, — XY replaced by M2, , — MY and by [T L& XN ds.

T

Consider the integral term. By Chebychev inequality and by the strong Markov
property, we need to prove that

0
lim lim sup sup En[/ ’LJEV\IJN(nSEN)’dS} =0.
60 N—oo 0<5 neEn 0

An elementary computation shows that

L5Un(n) = > {y—a}Ry () 1{ne &y},
z,yeS

for any n € En. Since |L§ V| < £V, the proof is reduced to the claim

s
lim lim sup E {/ V fN ds] = 0.
510 Nooo ,765% "L Jo N Or)

The left hand side can be written as

lim lim sup {E,,[/;{VN —VN}(an)ds} + E,,{/O5 VN(an)ds}}.

50 N—oo peéy

The first term converges to zero as N 1 oo, for any § > 0, by (5.20). The second
term is bounded above by

lim lim § TN(gfv,éfv)a

which is equal to zero by (5.18).
We now turn to the martingale part, whose quadratic variation, denoted by
(M™),, is given by

t
(MY)y = / {LX (N2 (™) = 2X V(L UN)(n5Y) fds, 2 0.
0
An elementary computation shows that this expression is equal to

Y {y—2)? Ry () 1{n e &y}

z,yes
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By the explicit formula for the quadratic variation, by Chebychev inequality and
by the strong Markov property,

1
N[|MY,— MY > < G—QE,]N[<MN>T+9 — (M), ]

2

§

K

< 5 oswp En[/ VN(nf”)dS}-
neEN 0

It remains to repeat the arguments presented for the integral term of the decom-
position. O

Now we turn to the uniqueness of limit points. Assume without loss of generality
that the sequence Qy converges to a measure P. Denote by £5 and £ the Markov

generators on the state space S = {1,...,k} given by
(EnF)(z) = Z {F(y) — F(x)}rn (€7, EY)
yeS\{z}
and

(LF)(x) = Y {Fly) - F@)}r(zy).
yeS\{z}
For t > 0, let X; denote the projection D(R4,S) — S. The probability P is
completely determined by the properties stated in the following lemma.

Lemma 5.9. Under P, Xg =2z and
M; = F(X:) — F(Xo) / LF(X (5.22)

is a martingale for any function F : S — R.

The proof of this lemma follows closely the one of Lemma 5.6. It suffices, in par-
ticular, to show the following replacement lemma. Let L}C*V stand for the generator
of {nf™ 1t >0}.

Lemma 5.10. For anyt > 0,

lim sup E, / (L& (F o Wy) — (£F) 0 Uy} (nf ds} =0.

N‘}OOUGSN

Proof. First, by condition (HO), we have that
lim sup E, / {(enF)(XN) = (eF) (X))} ds} = 0.
N—o00 nEEN

It remains to prove that

lim sup B, / (L& (F o Wy) — (ExF) 0 Wy (1 ds} =0.  (5.23)

N—oo nEEN

The 1§ -conditional expectation of L (F o W) given the o-algebra generated by
the partition €y = Uyes€% is (CnF) oW . The expectation of | L (FoWy) | with
respect to pf; is bounded by C(F) Y, .o rn (€%, €Y) for some finite constant C(F),

depending only on F, and, for any n € &y, |L&(F o ¥y)(n) — (EnF) o Un(n)| is
bounded above by

2max|F )| Z {R%(n) —rn(E", &%)} 1{n e &X}.

zeS
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By Corollary 6.5, applied to g = L (F o Uy) and by (5.19), (5.23) holds, which
concludes the proof of the lemma. ([

This concludes the proof of condition (M2). Condition (M1) follows from Propo-
sition 5.1 with W = €%, B = €* U A, which concludes the proof of Proposition
5.7. O

For Theorem 2.8, it remains to check condition (M3) for non-absorbing states.
This follows from Proposition 2.4 since condition (M2) has already been deduced.

Proof of Theorem 2.9. We assume in this subsection that the process is reversible
and adopt all notation introduced in Section 2. The proof of Theorem 2.9 relies on
the following result which states the important fact that, under condition (2.15), the
capacity between W and B¢ is asymptotically equivalent to the capacity between
any point ¢ of W and B€.

Proposition 5.11. Consider two sequences of sets W and B satisfying (2.3).
Assume that condition (2.15) holds for some point € = (¢ : N > 1) in W.
Then, the assertions of Proposition 5.1 are in force. Moreover, for every point
C=(N:N>1)inW,
W, B¢
j BRxW. B (5.24)
N—oo CapN(Cv'BC)
and
li inf P,[Te <Tpc] = 1. 2
It n[Te < Tpe] (5.25)
Proof. We have shown just before the statement of Theorem 2.9 that conditions
(2.9), (2.10) follow from (2.15). In particular, the assertions of Proposition 5.1 hold.
Fix an arbitrary point ¢ = (¢~ : N > 1) in W. By (6.16) applied to {n™},
9= I{W}, {gN}7 and to {é.N}v 9= I{W}, {CN}v for any n = (77N iN 2 1) inW,

Epv[TcW)] < Epw[Te(W)] + Een[Te(W)]

pn (W) pn (W)

W) N Ny, BNWV) N N
S Gpyme T T oo et A
< 2un(W)

S carn(®

From this estimate, identity (2.14) and hypothesis (2.15), it follows that
]\}im TN(W, Bc) EnN [TC(W) ] =0 N

which, by (5.1) in Proposition 5.1, implies that
E, ~[Te(W

B [T(W)]

N —o0 EnN [Tgc (W)]

This limit corresponds to item (i) of Proposition 4.4 with the point ¢ instead of &.

Ttem (ii) of Proposition 4.4 follows from the last two assertions of Proposition 5.1.

From items (i) and (ii) we conclude that (W, W, ) is a valley for the trace process
{nf~ ¢ >0}. Hence,

=0. (5.26)

ngnoo PnN[Tc((Q,) < Tgc(g)] =1,

which implies condition (V1) for the triple (W, B¢, ) because {T¢(€) < T-(E)} C
{T¢ < T'gc}, proving (5.25).
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By Proposition 6.10 with A = {n}, B = B¢ and ¢ = 1{W}, and by identity
(2.14), the limit (5.1) can be re-written as

b (LW (B copy (W, B%)

N—oo pin (W) capy (0, BY)
Replace m by ¢ in this formula. By (5.25), the infimum of fy(¢,B¢) over Wy
converges to 1 as N T co. Therefore, (5.24) follows from this observation and the
previous identity. O

We are now in a position to prove Theorem 2.9. We first show that (W, B, £) is
a valley of depth O = rn (W, B¢)™1 = un(W)/capy (W, BC). Identity (2.14) and
Proposition 6.10 show that

rN (W, Bc) E,,N [T'Bc(A)] _ <1{AN}= fN(nv BC)>HN capn (W7 Bc) .

pun (W) capy (n, B°)

By Proposition 5.11, (5.24) holds. Since fn(n, B¢) is bounded by one, (5.24) along
with hypothesis (2.16) proves (2.11). Since (2.9) and (2.10) follow from (2.15), all
the hypotheses of Theorem 2.7 are fulfilled. Therefore, (W, B, £) is a valley of depth
On =1rn(W,B) "t = pun(W)/capy (W, B¢). Last identity follows from Lemma 6.7.

Fix now a point ¢ in W. To prove that (W, B, () is a valley, we check condi-
tions (i)—(iii) of Proposition 4.4. Property (i) has been proved in (5.26). Since
(W, B, €) is a valley, conditions (ii) and (iii) are in force due to the first part of
Proposition 4.4. Hence, by the second part of this proposition, (W, B, ¢) is a valley
of depth E¢n[Te(W)]. Finally, since (W, B, &) is a valley, by the first part of this
proposition, x5 and E¢~ [T'g.(W)] are asymptotically equivalent sequences.

Proof of Theorem 2.10. We need to check that all assumptions of Theorem 2.8
are satisfied. As in the proof of Theorem 2.9, conditions (C2), (C3) follow from
assumption (H1). It remains to show that (C1) is fulfilled for all non-absorbing
states. Fix such a state x. It is enough to prove that

1
limsup sup —E, [Téz (A)] =0. (5.27)
N—oo neéy, N
By Proposition 6.10 and since fnéﬂ” is bounded by 1, the expectation is less than or
equal to un(A)/cap(n, éx) By (5.24), we may replace asymptotically by €% in
the previous capacity. By Lemma 6.7, cap(€®,E") is equal to un(E%)rn(EF, ET).
In conclusion, we have shown that

1 1 A
limsup sup —En[Téz(A)] < limsup pv(A) (5.28)

N—oo neet, On N—oo Oy 1y (&7, &%) uN(ET)
Since x is a non-absorbing point, by assumptions (HO), (H2), the right hand side
is equal to 0. This concludes the proof.

Proof of Remark 2.11. We need to show that (H2) holds for non-absorbing
states and that (M3) holds for absorbing states. Clearly, (H2) follows from (H2?)
for non-absorbing states. On the other hand, by Proposition 5.7, (M2) is fulfilled.
Hence, by Lemma 4.7, (M3) for absorbing (and non-absorbing) states is a conse-
quence of (5.27). By (5.28), assumption (H2’) implies (5.27), which concludes the
proof.
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6. CONTINUOUS TIME MARKOV CHAINS

We state in this section several properties of continuous time Markov chains
used throughout the article. We start assuming that the holding rates are strictly
positive and finite and that the jump chain associated is irreducible and recurrent.
We add assumptions as we progress. At the end, we consider the case of positive
recurrent, reversible Markov chains whose holding times belong to L*(u), where u
is the unique invariant probability measure.

Consider a countable set E and a matrix R : F X E — R such that R(n,£) > 0,
n# & —oo < R(nym) < 0, Xy R, §) = 0,7 € E. Let A(n) = —R(n,n).
Since A(n) is finite and strictly positive, we may define the transition probabilities
{p(n,€) :n,§ € E} as

p(n,€) = ﬁR(n,Q for # ¢, (6.1)

and p(n,n) = 0 for n € E. We assume throughout this section that {p(n,&) :
n,§ € E} are the transition probabilities of a irreducible and recurrent discrete
time Markov chain.

We claim that there exists a unique stochastic semigroup {p; : ¢ > 0} on E
satisfying

£10 / and  po(n,§) = dne (6.2)

for every n, £ € E, where d,,¢ is the delta of Kroenecker. To prove the existence,
we construct a Markov process {n; : t > 0} on E whose Markov semigroup satisfies
(6.2). We shall use this construction in some of the proofs below.

Let Y = {Y, : n > 0} be an irreducible, recurrent, E-valued discrete time
Markov chain with transition probabilities {p(n,§) : n,§ € E} given by (6.1).
Let (e, : n > 0) be a sequence of i.i.d. mean one exponential random variables,
independent of Y. We associate to every sample path of Y the sequence of random
times T' = (T}, : n > 0) given by

en
T, = ———-
A(Yn)
Since Y is recurrent, > .., T; = oo a.s. In particular, the time-change
a(t) = min{n >0: ZTi >t} (6.3)
i=0

is a.s. finite for every ¢ > 0 and n; = Yo is a.s. well defined for all ¢ > 0. In
Theorem 2.8.1 of [17] it is proved that {n; : t > 0} is a strong Markov process with
respect to the filtration {F; : ¢t > 0}, Fy = o(ns : s < t). The stochastic semigroup
corresponding to {n; : ¢ > 0} fulfills (6.2), as follows from the proof of Theorem
2.8.4 in [17]. On the other hand, the uniqueness of the stochastic semigroup is a
consequence of Theorem (51) in Chapter 7 of [11] along with the recurrence of the
transition probabilities p(-,-). Note that there is no explosion since .., 7; = oo
a.s.

In conclusion, a collection of nonnegative numbers {R(n, &) : n, & € E} satisfying
the conditions listed at the beginning of this section determines uniquely the law of
a strong Markov process {n; : ¢ > 0}. We shall refer to R(-,-), A(-) and p(-,-) as the
transition rates, holding rates and jump probabilities of {n; : ¢ > 0}, respectively.
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The Markov chain Y = {Y,, : n > 0} is called the jump chain associated to {n: :
t>0}.

Of course, since the jump chain Y is irreducible and recurrent, so is the corre-
sponding Markov process {n; : ¢ > 0}. In consequence, {n; : t > 0} has an invariant
measure u which is unique up to scalar multiples. Moreover,

M(n) == Mnu(n), nekrE, (6.4)

is the invariant measure for the jump chain Y, also unique up to scalar multiples.
The proofs of these assertions can be found in Sections 3.4 and 3.5 of [17].

Recall that 74 : D(R4, F) — Ry, A C E, denotes the hitting time of the set A:
Tale.) = inf{t >0:¢, € A}.
Let T4 := 74(n.) and T}, := Ty,y, n € E. Define the stopping time 74 : DR}, E) —
R as the first return to A:
T:{(e.) = inf{t>0:e € A,e; # ey for some 0 < s < t},

and let T := 74 (n.), T, := T{t]},

Let P,, n € E, be the probability measure under which the jump chain {Y;, :
n > 0} and the Markov chain {n; : t > 0} start from 7. Expectation with respect
to P, is denoted by E,,. It follows from the proof of Theorem 3.5.3 in [17] that for
anyn € B

ne k.

T+

we) = B[ [ Tatn—g ], cer, (65)
is an invariant measure for {rn; : t > 0}.

6.1. The trace process. We present in this subsection some elementary properties
of trace processes and we state some identities used throughout the article.
Let h: E — R, be a nonnegative function with nonempty support F':

F:={neFE:h(n>0}#2. (6.6)
Define the additive functional {Z7,” : t > 0} as

t
Th = / h(ns)ds .
0

Notice that 7Z," € Ry, P,-a.s. for every € E and ¢t > 0. Denote by {S} : t > 0}
the generalized inverse of 7,":

Sh = sup{s >0:T" <t}.

Since {n; : t > 0} is irreducible and recurrent, lim; ., 7, = oo, P,-a.s. for every
n € E. Therefore, the random path {n? : ¢t > 0}, given by n = Nsp, is Pp-a.s. well
defined for all € E and takes value in the set F. We call the process {n! : t > 0}
the h-trace of {n; : t > 0}. Clearly, {n! : ¢ > 0} coincides with the trace of
{m :t >0} on F, defined in Section 2, if h = 1{F'}.

A change of variables shows that for any subset B of F' and for any function
f B — ]R-i-u

T

5(n")
/0 fayde = [ pm) o) (6.7)
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P,-a.s. for every n € E. This identity also holds if we replace 75(n"), T by
75 ("), T, respectively. Furthermore, for any two disjoint subsets A, B of F, it

follows from the construction of the Markov chain {5 : ¢ > 0} that

P,[ra(n™) <7m(")] = P,[Ta <Tg]

for all  in F. This identity needs to be reformulated if we replace the hitting times
by return times. Indeed, if the process starting from 7 returns to F' by 7, while in
the original version the process returned to 7, in the trace version the process never
left n. We claim that for all n € F' and all disjoint subsets A, B of F,

P, [Tj(n,h) < Tg(n,h)] = Pn[TX < Tg |T;f = TF\{,,}] . (6.8)

To derive this identity, intersect the event {71 (n") < 74 (n")} with the partition
{1} = Tr\fn} {1 = T,;L} and apply the strong Markov property to the second
piece to get that

Pn[T;{(??-h) < Tg(ﬁ-h)] = Pn[TX(ﬁ.h) < Tg(n.h); T;f = TF\{n}]
+ Pn[TI:f :Tr;r] Pn[TX(n-h) < 75(77.}1)} .
To conclude, observe that on the set {T+ = TF\{U}} we may replace n” by 7. in
the event {74 (n") < 73 (n")}.

Proposition 6.1. Under {P, : n € F}, {n} : t > 0} is an irreducible, recurrent,
strong Markov chain with transition rates given by

RYn§) = N p, (15 =17 ], n.€cF, nEE.
h(n) '
Proof. Recall the explicit construction of the Markov chain {#; : ¢ > 0} presented in
the previous subsection. To derive the h-trace from this construction, we consider
first the trace of the jump chain {Y;, : n > 0} on F.

Define the sequence of times {t, : nm > 0} as to =0, t; = inf{n > 1:Y, € F}
and tp41 = t, +t1 00, n > 1, where {Of : k > 1} are the discrete time shift
operators. Let Y? = {Y,9 : n > 0} be given by V) = Y; . When the jump chain
{Y,, :n > 0} starts in F, Y? = {VY : n > 0} defines a F-valued discrete time
Markov chain with transition probabilities

p(n,&) = Py[TH=TF], n,(cF.

Note that p(n,n) may be strictly positive and that Y'Y inherits the irreducibility
and the recurrence properties from Y.
Let TY = {T : n > 0} be the sequence

e
tn n>0.

T) = h(Y,)) e Z

n n

By definition, the h-trace of {n; : t > 0} is given by n}' = Yo?(t), t > 0, where a(-)
represents the time-change (6.3) with Y9 and 7" in place of Y and T, respectively.
Note that {e;, : n > 0} is a sequence of i.i.d. mean one exponential random
variables independent of the process {Y,9 : n > 0}. By this observation and by the
proof of Theorem 2.8.1 in [17], {n} : t > 0} is a strong Markov process on F.
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The irreducibility and the recurrence of {nl : t > 0} are inherited from the
process Y9. On the other hand, the transition rates {R"(n,&) : n,& € F} of the
strong Markov process {n/' : t > 0} are given by

Pyl =¢] _ pm,8) _ M)
R'(n, &) = lim -2 = Sl — P, [TH =17
(77 é-) 10 t En[T(?] h(n) 77[ F £ ]
for n,& € F, n # €. The second identity follows from the proof of Theorem 2.8.4 in
[17]. O

It follows from this proposition that the holding rates {\"(n) : € F} and the
jump probabilities {p"(n, &) : n,& € F} of the h-trace process {nf' : t > 0} are given
by

MNe(n) = ) P, [Ty =Th 0] (6.9)
and, for n # &,
P, [T} =T
h n-oF £
BT =77 n[ Ty = Te]

Note that p"(-,-) depends on h only through its support. The second identity is
obtained by intersecting the event {T\ (,;; = T¢} with the partition {77 = T\ (3},
{T} = T,;r } and applying the strong Markov property to the second piece as in the
proof of (6.8).

When £ is the indicator function of a set F', we obtain an explicit formula for
the transition rates of the trace process.

Corollary 6.2. Let R stand for the transition rates of {nl' : t > 0} when h =
1{F}. Then, forn, £ in F, n#¢,

R¥(n,€) = R(n,&) + > R, Q)Pc[Tr =T ] .
CEFe
Proof. By Proposition 6.1, RF (n,&) = AX(n)P,[T{ = Tg“ ]. Consider the stopping
time T;;C with the convention that TJ}"C = oo if F° = &. Decomposing the event
{T} = Tg } according to the event {7 < T.} and its complement, we get
RE(,) = NPy [Tf =T33 Tf < TE] + XY Py [TE = 723 T < 7]

The first probability on the right hand side is equal to P, [T/ = Tgr] = p(n,§),
while the second term, by the strong Markov property, is equal to

> R0, Q)P¢[Tr=T¢].
CEF*
This concludes the proof of the corollary. O

The previous corollary provides an explicit formula for the rates R in terms of
the holding times A and the transition probabilities p in the case where F' = E\{&}:

R¥(n,€) = R(n.€) + R(n,&)p(&o.€)

for n # &, {n, &} C E\ {&}. In particular, if E is a finite set, the rates R can be
obtained recursively.
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Since {7} : t > 0} is recurrent and irreducible, it has an invariant measure which
is unique up to scalar multiplies. Let p be an invariant measure for {n; : ¢ > 0}
and denote by u” the measure on F given by

ph(€) = hEuE), EeF.

Proposition 6.3. u" is an invariant measure for {n} : t > 0}. In particular, if h
is p—integrable then {nl : t > 0} is positive recurrent. Moreover, if  is a reversible
measure for {n; : t > 0} then u® is a reversible measure for {nl : t > 0}.

Proof. Without loss of generality, we may suppose that y is of the form (6.5) for
some 7 € F. Thus, by (6.7), for any £ € E,

hOu(e) = B[ [ " hnin =gy a = B, / Tt =y

This shows that pu” is an invariant measure for the h-trace process. The second
assertion follows from Theorem 3.5.3 in [17].

Suppose now that p is reversible for R(:,-). Then, the measure M defined in
(6.4) is a reversible measure for the jump chain Y = {Y,, : n > 0}. Since the events
{T} = Tgr} and {T}% =T} depend only on Y,

M) Py [T =T ] = MEPe[Ts =T, ],
for any 1,6 € F, n # & In consequence, by the formula for R"(-,-) obtained in
Proposition 6.1, u! is reversible for the h-trace process. O

6.2. Positive recurrent case. We assume from now on that the Markov chain
{nt : t > 0} is positive recurrent. Denote by p its unique invariant probability
measure.

Replacement Lemma. For any probability measure v on E, we denote by (-), the
expected value with respect to v.

Lemma 6.4. Fix a function g : E — R with nonempty support, integrable with
respect to p and such that (g), = 0. Fiz also some & in A = {n : g(n) # 0}. For
every t > 0,

t Te
sup En[/ 9(ns) ds] ‘ < 2 sup En[/ |g(n5)|d8] .
neE 0 neA 0

Proof. Let {©; : t > 0} stand for the time shift operators on D(R4, E). Define the
random times Hy = 0, H, = Tgr and Hj11 = H; —|—7-£+ 00Omy,(n.), j > 1. Fix an
arbitrary 7 € E and let h : E — R, be a nonnegative function, integrable with
respect to p. By Proposition 6.3, the trace process {nl* : t > 0} is positive recurrent
so that

En[/OTE h(ns) ds] = E, [Tg(’l],h)] < 00. (6.10)
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Write
En{/oth(ns)ds} =Y E, [/ () ds 1{H, <t<HJ+1}}
7>0
=Y E, [/ v h(ns) ds 1{H; §t<Hj+1}} (6.11)
7=>0
— ZE [/ o ’I]S)dS 1{Hj§t<Hj+1}}.
7>0

In the last equation, we used the fact that both terms on the right hand side are
finite. To prove it, notice first that the second term is bounded by the first one.
By Tonelli’s theorem, the first term is equal to

ZZE [/ " ns)ds1{Hj§t<Hj+1}}

7>0 k=0
Hi41
- Y E, {/ ns)dsl{Hkgt}}.
k>0

Taking conditional expectation with respect to Fp, , by the strong Markov property,
this sum is equal to

E,,{/OH h(ns)ds} n Eg{/OH h(ns)ds} ;Pn [Hy < 1]

The first term of this sum is finite by (6.10). In the second expectation, £ appears
instead of 7, and the expectation is equal to (h), by (6.5). Finally, the sum is finite
by the strong Markov property and because Pg[TJr < t] is strictly smaller than 1.
To estimate the last term in (6.11), note that the event {H; <t < H;4+1} belongs
to F; and that on this set Hj;1 = t—l—T5 00;(n.). Therefore, by the Markov property,

S E, [/ o hn)ds 1{H, <t < Hyi1}] = E,,[Em[/oHl hns)ds] ]

j>0

Putting together the previous identities, we get that the left hand side of (6.11)
is equal to

En{/Hl hns)ds| + (h), Y Py[He <1] — B, [En[/H n(n)ds| | -
0 k>1 0

Applying the previous identity to g™ and g, since (g),, = 0, we obtain that

En{/otg(ns)ds} = En{/OHl g(n,) ds| — E, [E,,{/O o(n.)ds] ]

We claim that we may replace the stopping time H; by T¢ in both terms of the
right hand side. Indeed, if n is different from &, H; = T P,-a.s. Conversely, if the
starting point 7 is equal to &, T = 0 so that, by (6.5),

En[/oHl g(ns)dS] =0= En[/ng g(ns)dS}-

H,
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Thus, taking the supremum over E, we have proved that

sup En{/otg(%)ds” < 2 sup En[/OTs g(ns)dSH'

ner nekE

Finally, since g vanishes outside A and since £ belongs to A, by the strong Markov
property,

En{/OTg g(ns) ds] = En[/TTE g(ns)ds} = E77|:E77TA [/OTg 9(ns) dsH )

Therefore,
Te Te
sup En[/ g(ns)dSH < sup En[/ g(ns)ds}
neE 0 neA 0
This concludes the proof of the lemma. (I

Let S be a finite set and let 7 = {A” : € S} be a partition of E. Denote by
u*, x € S, the stationary measure p conditioned on A%: p*(+) = u(:|A*). Also, for
each p-integrable function g denote by (g|m), : E — R the conditional expectation
of g, under u, given the o-algebra generated by m:

(glm)u = D (g)ue L{A"}.

zeS

The next result shows that if the process thermalizes quickly in each set of the
partition, we may replace time averages of a bounded function by time averages of
the conditional expectation. This statement plays a key role in our investigation of
metastability. It assumes the existence of an attractor, but similar versions should
exist under weaker assumptions on thermalization.

For each x € S and p-integrable function g : F — R, let

g = (9 —(g)us)1{A"}

and fix some state £, in A*, for each z in S. Next statement follows from Lemma
6.4 applied to each g*, x € S. Note that the right hand side does not depend on
time.

Corollary 6.5. Let g : E — R be an integrable function. Then,

sup En[/ot {9= tglm)u} () ds)| < 237 sup En[/ngz 19" (ns)] ds

neE zes NEA”
Clearly, the right hand side in the previous corollary is bounded above by
T{m
£ gl sup B[ [ 1n e a7y as].
zeSsS neA® 0

where [|g|. = sup{|g(n)|:n € A"}
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Mean set rates. Let h : E — Ry be a nonnegative function satisfying (6.6) and
belonging to L'(x). By Propositions 6.1 and 6.3, {n} : t > 0} is irreducible and
positive recurrent. Moreover, its invariant probability measure, denoted by u", is
given by

h
whe = Mg eer (6.12)
()
For each pair A, B of disjoint subsets of F', denote by r,(A, B) the average rate at
which the h-trace process jumps from A to B:

rn(A,B) = ﬁZu"(n)ZRh(n,é)

£eB

= Mn)P, [T =T
1{A} M EA F ]

where M has been introduced in (6.4). We used relation (6.12) and Proposition 6.1
in the last equality. We shall refer to 74 (-, ) as the mean set rates associated to the
trace process.

When h is the indicator function of a set F', we denote 7, by 7. In this case,

p(A)re(A,B) = > M) P,[T4 < T}

F\B] : (6.13)
neA

6.3. The reversible case. From now on, we shall assume in addition that the
process is reversible with respect to the invariant probability measure p and that
the measure M is finite:

S M@m) = > An)un) < oo (6.14)

ner neE

In particular, the mean set rates rj, (A, B) are finite.

Assumption (6.14) reduces the potential theory of continuous time Markov chains
to the potential theory of discrete time Markov chains. Recall from Subsection 2.4
that (-,-)as represents the scalar product in L?(M), that P : L*(M) — L*(M)
stands for the bounded operator defined by (Pf)(n) = >_¢cp p(n,€) f(§), and that
D(f)={((I—P)f, fym, f € L*>(M), is the Dirichlet form associated to the Markov
process {n; : t > 0}. A simple computation shows that for every f in L?(M),

D(f) = 5 > Mmpn,O{F(©) - fm)}*.

n,§EE

Fix two disjoint subsets A, B of E and recall that C(4,B) = {f € L*(M) :
fm)=1Vne Aand f(§) =0V £ € B}, and that the capacity of A, B is defined
by

cap(4,B) = inf { D(f): f €C(A,B) }.
As max{D(f A1),D(fV0)} < D(f), Vf € L>(M), we may restrict the infimum to

functions bounded below by 0 and bounded above by 1.
Denote by fap : E — R the function in C(A, B) defined as

fAB(n) = Pn[jh <TTB}.
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An elementary computation shows that fap solves the equation

(Lf)(n) =0 neE\(AUB),

fm) =1 neA, (6.15)

fn)=0 neB.
Clearly, we may replace the generator L by the operator I — P in the above equation.
It is not difficult to show that (6.15) has a unique solution in L?(M) given by fap.
Indeed, if f, g are solutions, D(f —g) = (I — P)(f — g9),(f —g))m = 0. In
particular, by the explicit expression of the Dirichlet form, f — g is constant. Since
the difference vanishes on AU B, f = g.

Lemma 6.6. For any two disjoint subsets A, B of E,

cap(A, B) = D(fap) = »_ M) P,[Tf <T1].
neA

Proof. We first claim that there exists a function f in C(A, B) whose Dirichlet
form is equal to the capacity cap(4, B). Indeed, we have already seen that we
may restrict the variational problem defining the capacity to functions bounded
below by 0 and bounded above by 1. Consider a sequence {f, : n > 1} in C(A, B)
such that 0 < f, < 1, lim,—o D(fn) = cap(4, B). Since the sequence f, is
uniformly bounded, there exist f in C(A, B), 0 < f < 1, and a subsequence, still
denoted by {f, : n > 1}, such that f(n) = lim,—c fn(n) for every n in E. By
Fatou’s lemma, D(f) < liminf, o, D(f,) = cap(4, B). Since f belongs to C(4, B),
D(f) = cap(A, B), which proves the claim.

We further claim that f solves (6.15). Fix n ¢ AU B. Since f solves the
variational problem for the capacity, it is clear that f(n) is the argument which
minimizes the convex function F': R — R defined by

= Y Mp(n,Off(€) —a}*.

&~
In this formula £ ~ 1 means that the underlying jump chain may jump from 7 to
&, i.e., that p(n,£) > 0. An elementary computation shows that the minimum is

attained at a = >, p(n,§) f(§) so that f(n) = (Pf)(n). Since fap is the unique
solution in L?(M) of (6.15), f = fap and cap(A, B) = D(fap). This proves
the first statement of the lemma. The second one follows from a straightforward
computation. (Il

In particular, by (6.13) we have the following very useful identity between ca-
pacities and mean set rates.

Lemma 6.7. Assume that F = AUDB and AN B = &. Then,
n(A)rr(A,B) = cap(4, B).
Next result shows that the mean set rates can be expressed in terms of capacities.

Lemma 6.8. Let A, B be subsets of F' such that AN B = &. Then,
w(A)rp(A,B) = %{cap(A, F\ A)+cap(B,F\ B) —cap(AUB,F\ [AU B)) } :

Proof. The proof is elementary and follows from Lemma 6.7 and the identity
2u(A)rp(A,B) = pw(A)rp(A, F\ A) + w(B)rp(B,F\ B)
— w(AUB)rr(AUB,F\ [AUB]).
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By assumption (6.14), the holding rates A : E — R, belong to L'(u). This
property extends to the holding rates {\*(n) : n € E} of the h-trace process if h
belongs to L'(u1). Indeed, by (6.12) and (6.9),

;Ah(n)uh(n) - ﬁ ;Mw P, [T} =T}, ] < o

Therefore, assumption (6.14) holds for the h-trace process whenever h belongs to
L'(p). In this case, its capacity, denoted by capy,(-, ), is well defined. Next result
shows a simple relation between cap,(+, ) and the capacity of the original process.

Lemma 6.9. Let h : E — Ry be a nonnegative p-integrable function with nonemp-
ty support denoted by F. Then, for every subsets A, B of F, ANB =g,

(h)u cap, (A, B) = cap(4, B).

Proof. Fix a function h : E — R, with the properties required in the statement of
the lemma and two subsets A, B of F such that ANB = &. By Lemma 6.6 applied
to the process {n}' : t > 0} and by identities (6.8), (6.12) and (6.9),

capy (A, B) = > p") X" () Py [ (") < 4 (") ]
neA
1
= m ZAM(ﬁ)Pn[TE < TX ’T}r :TF\{n}} P,][T;E :T;\{n}} :
ne

Since for n € A, the event {T}; < T} is contained in the event {T = T\ (3}
P,-almost surely, the previous expression is equal to

1

WZM(n)Pn[Tg <Tr].

neA

By Lemma 6.6 this expression is equal to <h>;1cap(A, B), which proves the lemma.
([

We conclude this subsection proving a relation between expectations of time
integrals of functions and capacities. Fix two disjoint subsets A, B of E. Define
the probability measure v4p on A as

M(n)Pn[TE < T;H
cap(4, B) ’

vap(n) = neA.

Denote by E,, , the expectation associated to the Markov process {n; : ¢ > 0} with
initial distribution v4p. The proof of the following proposition is an adaptation of
the proof of identity (4.28) in [12].

Proposition 6.10. Fiz two disjoint subsets A, B of E. Let g : E — R be a
w-integrable function. Then,

E,.p [/OTB 9(Wt>dt} - % '
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Proof. We first claim that the proposition holds for indicator functions of states.
Fix an arbitrary state £ € E. Counsider the random time tp := inf{n > 0:Y,, € B}
and the last exit time

Lag = sup{n>0:Y,€A and n<ip}
with the convention that sup @ = —oco. Then,

Pg[]%,<ff3] = E::Pf[LAB ::n]
n>0

= S PV =nin<ts] P, [T < 7]
n>0neA

— ZPn[T;’r <T;{} ZPg[Yn:n;n<tB] )
neA n>0

Since Y is reversible with respect to M, the last expression is equal to

M (n)
neA n>0
Recall from the beginning of this section that {e,, : n > 0} is a sequence of i.i.d.
mean one exponential random variables independent of the jump chain {Y,, : n > 0}.
By definition of the measure v4p, this sum can be rewritten as

tp—1

A(§) €n
cap(4,B) Y vap(n) —=E, 1Y, = ¢}
P ,;4 AP N (€) | 2 (E) }

ca , Ts
= %EMB[/O 1{775:5}615}-

This proves the assertion for g = 1{¢}. By linearity and the monotone convergence
theorem we get the desired result for positive and then p-integrable functions. [

In particular, taking A = {n} and B = {£} for n # £ we have that

T ~ {9 fane dn
E"[/o glne)ds | = S (6.16)

for any p-integrable function g.
This formula provides a more accurate estimate in Corollary 6.5 in the reversible
context. For each x € S, let

cap(&e) i=  _inf - cap({n}, {&})

n€A*\{&a

Lemma 6.11. Let g : E — R be a function integrable with respect to . If the
measure p is reversible then, for each x € S,

Teo T 2<|g|>ﬂm T
,ISEHEIE"[/O lg (ns)|d8} < mﬂ(!‘l ),
where |g|(n) = |g(n)| for all n in E.

Proof. By (6.16) and the fact that 0 < fr;1(,3 < 1, the left hand side is bounded
above by

U e~ (oD 2010l 1A% ),
e Teap(h 46D aplE) © caplE)
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for each x € S. This completes the proof. O
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