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#### Abstract

This paper deals with quadratic equivalence, normal forms of observability, characteristic matrices and normal quadratic numbers for nonlinear Single-Input Single-Output (SISO) systems. We investigated both cases; nonlinear systems linearly observable and nonlinear systems with one linear unobservable mode. Particularly, the effect of the normal quadratic numbers on the observer design is pointed out. Finally, a faster observability analysis is proposed using characteristic matrices and normal quadratic numbers. Throughout the paper, academic examples as well as bio-reactor example highlight our purpose.
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## 1 Introduction

The fact of being able to write down explicit solutions for linear differential equations allows a complete analysis of their behaviors. For this reason, the linearization problem of nonlinear systems, at least in the neighborhood of a singular point, is one approach for studying nonlinear systems. A rigorous mathematical technique which allows substantial progress in this approach is the normal form method. This method was first addressed by Poincaré (see [P]). Poincaré's theorem, which applies to analytic systems, shows that when certain non-resonance conditions are satisfied there is an analytic change of coordinates which transforms a nonlinear system into a linear one. For linearly controllable and uncontrollable systems, homogeneous approximation was first addressed by A. Krener in [K]. His idea is to apply Poincaré's technique by using not only a diffeomorphism but also a state feedback. Lately, linearization and Poincaré's method have been used for observability problems. More precisely, consider the following
system:

$$
\left\{\begin{array}{l}
\dot{x}=f(x)  \tag{1}\\
y=h(x)
\end{array}\right.
$$

where vector fields $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $h: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ are assumed to be smooth where $f(0)=0$ and $h(0)=0$.
The observability problem is whether we can estimate the current state $x(t)$ from past observations $y(s), s \leq t$ without measuring all state variables. It is well-known that, by appropriate signal processing, we are often able to obtain good estimates of all state variables from measured outputs. The algorithm that performs this signal processing is called an observer. In the case of observable linear systems: $f(x)=A x$ and $h(x)=C x$ where $A \in \mathbb{R}^{n \times n}$ and $C \in \mathbb{R}^{m \times n}$ coupling the internal model and the innovation correction leads to the observer equations:

$$
\left\{\begin{array}{l}
\dot{\widehat{x}}=A \widehat{x}+K(y-\widehat{y}) \\
\widehat{y}=C \widehat{x}
\end{array}\right.
$$

where $\widehat{x}$ is the estimate state and $\widehat{y}$ is the expected observation, $K$ is the observer gain matrix. The estimate error $e:=x-\widehat{x}$ is driven by the following equation:

$$
\dot{e}=(A-K C) e .
$$

If the pair $(A, C)$ is observable, then we can choose the observer poles of $A-K C$ such that : $e(t) \rightarrow 0$ as $t \rightarrow+\infty$.
Motivated by these considerations, the observer linearization problem was raised. Is it possible to find a state neighborhood $U$ of 0 in $\mathbb{R}^{n}$, and a change of state coordinates $z=\theta(x)$ such that dynamic (1) is linear driven by nonlinear output-injection:

$$
\begin{equation*}
\dot{z}=A z-\beta(y) . \tag{2}
\end{equation*}
$$

where $\beta: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is a smooth vector field. Note that the output-injection term is canceled in the observation error dynamic for system (2).

The diffeomorphism $\theta$ must satisfy the following first-order partial differential equation:

$$
\begin{equation*}
\frac{\partial \theta}{\partial x}(x) f(x)=A \theta(x)-\beta(h(x)) \tag{3}
\end{equation*}
$$

Krener and Isidori in [KI] showed that equation (3) has a solution if and only if the following two conditions are satisfied:
i) the codistribution $\operatorname{span}\left\{d h, d L_{f} h, \ldots, d L_{f}^{n-1} h\right\}$ is of rank $n$ at 0 ,
ii) $\left[\tau, a d_{f}^{k} \tau\right]=0$ for all $k=1,3, \ldots, 2 n-1$ where $\tau$ is the vector field which fulfils the following equations:

$$
\begin{aligned}
d L_{f}^{k} h(\tau) & =0 \text { for } 0 \leq k \leq n-2 \\
d L_{f}^{n-1} h(\tau) & =1
\end{aligned}
$$

Moreover in [KR], Krener and Respondek relax the above conditions by yielding a diffeomorphism on the output. Precisely, if

Condition 1 i) For $n$ even, it is necessary that for $k=1: n-1$

$$
\begin{aligned}
{\left[\tau_{1}, \tau_{k}\right] } & =0 \text { for } k=1: n-1 \text { and } \\
{\left[\tau_{1}, \tau_{n}\right] } & =\alpha(y) \tau_{1}
\end{aligned}
$$

ii) For $n$ odd, it is necessary that for $k=1: n-1$

$$
\begin{aligned}
& {\left[\tau_{1}, \tau_{n}\right]=\left[\tau_{1}, \tau_{k}\right]=\left[\tau_{2}, \tau_{k}\right]=0 \text { and }} \\
& {\left[\tau_{2}, \tau_{n}\right]-\alpha(y) \tau_{1} \in \operatorname{Span}\left(\tau_{1}\right)}
\end{aligned}
$$

these conditions enable us to find a local diffeomorphism on the output $\mathfrak{F}(y)$. Then, we consider the following dynamic system:

$$
\left\{\begin{array}{l}
\dot{x}=f(x)  \tag{4}\\
\bar{y}=\mathfrak{F}(y)
\end{array}\right.
$$

where the dynamic is the same as in (1) and the output replaced by $\mathfrak{F}(y)$. Therefore, we say that system (1) is linearizable in the sense of Krener-Respondek if and only if system (4) is linearizable in the sense of Krener-Isidori.

Remark 2 This paper deals with system (1) when the Condition 1 is not verified and with system (4) when the Condition 1 is verified. Consequently, the proposed approach considers systems (1) or (4) which is not exactly linearizable.

An analytical approach to solve equation (3) is used by Kazantzis and Kravaris [KK2]. They considered the restricted form of this problem, where the outputinjection is linear, $\beta(y)=B y$. They showed, using
a particular form of the Lyapunov Auxiliary Theorem [L] that (3) has a unique solution under certain assumptions. Recently, under very general conditions and for $\beta(y)$ unspecified, Krener and Xiao [KX] proved the existence and uniqueness of this solution. This allows us to design an observer for a larger class of nonlinear systems.

In this paper and in the preliminary version [BBBT1], by using quadratic transformations modulo input-output injection, we put linearly observable and linearly unobservable in one direction systems in particular normal forms. In particular, we are interested in the characterization of quadratic equivalence modulo input-output injection of systems for which we can design an observer. We show that every system lies in an equivalence class and is characterized by a list of relatively easy computable numbers. Rigorously speaking, our problem statement is as follows:

1) How can we characterize the fact that a system is quadratically linearizable modulo an input-output injection? If it is not the case, then what is its quadratic normal form?

The answer to both questions is given in Theorem 12 for nonlinear systems linearly observable and in Theorem 14 for nonlinear systems with one linear unobservable mode.
2) How can we compute normal quadratic numbers, i.e. quadratic coefficients which are not equal to zero in the quadratic normal form?

The answer to this question is given in Proposition 21 for nonlinear systems linearly observable and in Proposition 27 for nonlinear systems with one linear unobservable mode.
Our motivations to use this kind of observability normal forms are:

If the linear approximation is observable the proposed observability normal form highlights the structural obstruction to transform the system in well known injection form. Obviously the approximation is only valid locally, but thanks to this form, it is possible to analyse which type of obstructions we have. Nevertheless, the main interest of the proposed observability normal form is when the linear approximation is unobservable, in this case thanks to the normal form and more particularly due to the resonant terms it is possible to determine if or not the system is observable thanks to high order terms (see Remark 15). So from this analysis in the paper it is shown that it is possible to design an observer (obviously only locally valid). We think that such observability bifurcation (or more simply observability singularity) may be very well analysed by the observabilty normal form and this not only at the point $x=0$ and $u=0$ but around all observabilty singularity point thanks
to a coordinate change and output set up. The study of such normal form around a manifold of observabilty singularity must be one of our future works. Nevertheless, the possibility to design an observer of the same dimension as that of the system, instead of searching for the information in the extra derivative (see the definition of weakly locally observability), is to keep the consistence with respect to a global observer design (we have just to switch off such observer close to the singularity, but without dimension problem). The normal form may be also used to analyse if the system stays or not in observability singularity domain.

The paper is organized as follows. Notations and the definition of the quadratic equivalence modulo an input-output injection are presented in section 2. In section 3, we give homological equations and quadratic normal forms for nonlinear systems in both cases: nonlinear systems linearly observable and nonlinear systems with one linear unobservable mode. In the same section, we give two illustrative examples. In the last section, we give an algorithm to compute normal quadratic numbers directly and an example to check the efficiency of this algorithm.

## 2 Notations and definitions

Throughout this paper, we consider in a state neighborhood $U \subset \mathbb{R}^{n}$ of the origin, a nonlinear SISO system in the following form:

$$
\left\{\begin{array}{l}
\dot{\xi}=f(\xi)+g(\xi) u  \tag{5}\\
y=C \xi
\end{array}\right.
$$

where, vector fields $f, g: U \subset \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ are assumed to be real and analytic. We assume that 0 is an equilibrium point i.e. $f(0)=0$. We set by definition $A:=\frac{\partial f}{\partial \xi}(0)$ and $B:=g(0)$. Then, system (6) can be rewritten in the following form:

$$
\left\{\begin{array}{l}
\dot{z}=A z+B u+f^{[2]}(z)+g^{[1]}(z) u+O^{3}  \tag{6}\\
y=C z
\end{array}\right.
$$

where:

$$
\begin{aligned}
f^{[2]}(z) & =\left(\begin{array}{c}
f_{1}^{[2]}(z) \\
f_{2}^{[2]}(z) \\
\vdots \\
f_{n}^{[2]}(z)
\end{array}\right), \\
g^{[1]}(z) & =\left(\begin{array}{c}
g_{1]}^{[1]}(z) \\
g_{2}^{[1]}(z) \\
\vdots \\
g_{n}^{[1]}(z)
\end{array}\right) \text { and } \\
O^{3} & =O^{3}(z, u)
\end{aligned}
$$

where for all $1 \leq i \leq n, f_{i}^{[2]}(z)$ and $g_{i}^{[1]}(z)$ are respectively homogeneous polynomials of degree 2 , respectively 1 in components of $z$.

## Definition 3

i) The component $f^{[2]}(z)+g^{[1]}(z) u$ is the quadratic part of system (6).
ii) A quadratic transformation is a diffeomorphism of the form:

$$
x=z-\Phi^{[2]}(z)
$$

where $\Phi^{[2]}(z)=\left(\Phi_{1}^{[2]}(z), \ldots \ldots, \Phi_{n}^{[2]}(z)\right)^{T} \quad$ and for all $1 \leq i \leq n, \Phi_{i}^{[2]}(z)$ is a homogeneous polynomial of degree two with respect to $z$.

Now consider the following vector spaces

$$
E_{1}=\mathbb{R}^{n}[y] \text { and } E_{2}=\mathbb{R}^{n}\left[y^{2}\right]
$$

whose elements are respectively

$$
\left(d_{1}, \ldots, d_{n}\right)^{T} y \text { and }\left(e_{1}, \ldots, e_{n}\right)^{T} y^{2}
$$

where

$$
\left(e_{1}, \ldots, e_{n}\right)^{T} \text { and }\left(d_{1}, \ldots, d_{n}\right)^{T} \in \mathbb{R}^{n}
$$

Finally, for a fixed input $u$ we set $E=E_{2}+u E_{1}$.
For solving the problem stated above, we need the following assumption:

Assumption 4 The output is always taken equal to the first state component. Consequently, the diffeomorphism $\left(x=z-\Phi^{[2]}(z)\right)$ is such that $\Phi_{1}^{[2]}(z)=0$.

This assumption is legitimate as soon as for (1) does not fulfil Krener-Respondek conditions. However, for system which fulfils Condition 1 we do the assumption for the new output $\bar{y}=\mathfrak{F}(\mathfrak{y})$

## Definition 5

1) Consider a second system:

$$
\left\{\begin{array}{l}
\dot{x}=A x+B u+\bar{f}^{[2]}(x)+\bar{g}^{[1]}(x) u+O^{3}  \tag{7}\\
y=C x
\end{array} .\right.
$$

If here exists a quadratic transformation

$$
x=z-\Phi^{[2]}(z)
$$

such that, $\bar{f}^{[2]}(x)+\bar{g}^{[1]}(x) u$ equals $f^{[2]}(z)+g^{[1]}(z) u$ modulo $E$, then we say that (7) and (6) are quadratically equivalent modulo input-output injections.
2) If $\bar{f}^{[2]}(x)+\bar{g}^{[1]}(x) u$ is defined modulo an element of $E$ then we say that (6) and (7) are quadratically equivalent modulo an input-output injection.
3) If $\bar{f}^{[2]}(x)+\bar{g}^{[1]}(x) u \in E$ we say that system (6) is quadratically linearizable modulo an input-output injection.

Remark 6 If $(A, C)$ is an observable pair, then we can transform system (6) into the following form [B]:

$$
\left\{\begin{align*}
\dot{z}= & A_{o b s} z+B_{o b s} u+f^{[2]}(z)+g^{[1]}(z) u+O^{3}  \tag{8}\\
& +O^{3}(z, u) \\
y= & C_{o b s} z
\end{align*}\right.
$$

where:

$$
\begin{aligned}
& A_{o b s}=\left(\begin{array}{ccccc}
a_{1} & 1 & 0 & \cdots & 0 \\
\vdots & 0 & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
a_{n-1} & 0 & \cdots & 0 & 1 \\
a_{n} & 0 & \cdots & 0 & 0
\end{array}\right), \\
& B_{o b s}=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
\vdots \\
b_{n}
\end{array}\right) \text { and } \\
& C_{o b s}=\left(\begin{array}{llll}
1 & 0 & \ldots & 0
\end{array}\right)
\end{aligned}
$$

Remark 7 If $(A, C)$ has one unobservable real mode, then we can transform system (6) into the following form [B]:

$$
\left\{\begin{align*}
\dot{\tilde{z}}= & A_{o b s} \tilde{z}+B_{o b s} u+\tilde{f}^{[2]}(z)+\tilde{g}^{[1]}(z) u  \tag{9}\\
& +O^{3}(z, u) \\
\dot{z}_{n}= & \alpha_{n} z_{n}+\sum_{i=1}^{n-1} \alpha_{i} z_{i}+b_{n} u+f_{n}^{[2]}(z) \\
& +g_{n}^{[1]}(z) u+O^{3}(z, u) \\
y= & C_{o b s} \tilde{z}
\end{align*}\right.
$$

where:

$$
\begin{aligned}
\tilde{z}= & \left(\begin{array}{c}
z_{1} \\
z_{2} \\
\vdots \\
\vdots \\
z_{n-1}
\end{array}\right), z=\binom{\tilde{z}}{z_{n}}, \\
A_{o b s}= & \left(\begin{array}{cccccc}
a_{1} & 1 & 0 & \cdots & 0 \\
\vdots & 0 & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
a_{n-2} & 0 & \ldots & 0 & 1 \\
a_{n-1} & 0 & \cdots & 0 & 0
\end{array}\right), \\
B_{o b s} & =\left(\begin{array}{llll}
b_{1} & b_{2} & \ldots & b_{n-1}
\end{array}\right)^{T} \text { and } \\
C_{o b s} & =\left(\begin{array}{llll}
1 & 0 & \ldots & 0
\end{array}\right) .
\end{aligned}
$$

Throughout the paper, we deal with systems in forms (8) and (9).

The following gives a definition of what we will call quadratic normal forms throughout this paper.

## Definition 8

1) We say that system (8) is in its quadratic normal form if:
for $1 \leq j \leq n-1$ :

$$
\left\{\begin{align*}
\Delta_{f g_{j}}^{[2]} & =\sum_{i=2}^{n} k_{1, i} x_{i} u \text { and }  \tag{10}\\
\Delta_{f g_{n}}^{[2]} & =\sum_{j \geq i=2}^{n} h_{i, j} x_{i} x_{j}+\sum_{i=2}^{n-1} k_{n, i} x_{i} u
\end{align*}\right.
$$

where $\Delta_{f g_{j}}^{[2]}=f_{j}^{[2]}(z)+g_{j}^{[1]}(z) u$.
Coefficients: $h_{i, j}$ for $2 \leq i \leq j \leq n$ and $k_{n, i}$ for $2 \leq i \leq n-1$ are called normal quadratic numbers.
2) Through an abuse of language ${ }^{1}$, we say that system (9) is in its normal form if:
for $1 \leq j \leq n-2$, :

$$
\left\{\begin{align*}
\Delta_{f g_{j}}^{[2]}= & \sum_{i=2}^{n} k_{1, i} x_{i} u \text { and }  \tag{11}\\
\Delta_{f g_{n-1}}^{[2]}= & \sum_{j \geq i=2}^{n} h_{i, j} x_{i} x_{j}+h_{1, n} x_{1} x_{n} \\
& +\sum_{i=2}^{n} k_{n-1, i} x_{i} u \\
\Delta_{f g_{n}}^{[2]}= & \sum_{j \geq i=2}^{n} l_{i, j} x_{i} x_{j}+\sum_{j=2}^{n} l_{1, j} x_{1} x \\
& +\sum_{i=2}^{n} k_{n, i} x_{i} u
\end{align*}\right.
$$

Coefficients: $h_{i, j}$ for $2 \leq i \leq j \leq n$ and $k_{n-1, i}$ for $2 \leq i \leq n-1$ are called normal quadratic numbers.

Throughout this work we will use matrix calculus to compute normal quadratic numbers, for this reason we adopt the following notations:

[^0]$$
\Phi_{i}^{[2]}(z)=z^{T} \Phi_{i} z \quad \text { and } \quad f_{i}^{[2]}(z)=z^{T} f_{i} z
$$
where for all $1 \leq i \leq n, \Phi_{i}$ and $f_{i}$ are symmetric matrices. We make the notational $\Phi_{i}^{[2]}(z)$ and $f_{i}^{[2]}(z)$ for all $1 \leq i \leq n$ of indicating quadratic functions and the notational $\Phi_{i}$ and $f_{i}$ of indicating the corresponding matrices. In the same way, for all $1 \leq i \leq n$, the $1 \times n$ vectors $g_{i}=\left(g_{i, 1}, \ldots, g_{i, n}\right)$ are associated with functions $g_{i}^{[1]}(z)$ i.e. $g_{i}^{[1]}(z)=z^{T} g_{i}=g_{i}^{T} z$. With those notations, we have:
\[

$$
\begin{aligned}
& \Phi=\left(\Phi_{1}, \ldots ., \Phi_{n}\right)^{T}, f=\left(f_{1}, \ldots, f_{n}\right)^{T} \\
& \text { and } g=\left(g_{1}, \ldots ., g_{n}\right)^{T}
\end{aligned}
$$
\]

## 3 Quadratic Normal Forms

In this section we will state two theorems concerning the setting of systems (8) and (9) in their normal forms (10) and (11) respectively. Each theorem is followed by an illustrative example. The end of this section is devoted to the necessary and sufficient conditions to cancel the quadratic terms in the last dynamic of normal form (11). With these intentions, we will start by giving the necessary and sufficient algebraic conditions under which two systems in the form of (6) are quadratically equivalent modulo an input-output injection.

Proposition 9 System (6) is quadratically equivalent modulo an input-output injection to system (7), if and only if the following two homological equations are satisfied:
i) $\quad A \Phi^{[2]}(z)-\frac{\partial \Phi^{[2]}}{\partial z} A z=\bar{f}^{[2]}(z)-f^{[2]}(z)$ modulo $E_{2}$
ii) $\quad-\frac{\partial \Phi^{[2]}}{\partial z} B=\bar{g}^{[1]}(z)-g^{[1]}(z)$ modulo $E_{1}$
where $\frac{\partial \Phi^{[2]}}{\partial z} A z:=\left(\frac{\partial \Phi_{1}^{[2]}(z)}{\partial z} A z, \ldots \ldots, \frac{\partial \Phi_{n}^{[2]}(z)}{\partial z} A z\right)^{T}$ and for all $1 \leq i \leq n \frac{\partial \Phi_{i}^{[2]}(z)}{\partial z}$ is the Jacobian matrix of $\Phi_{i}^{[2]}(z)$.

Now we will express these homological equations in terms of matrices, this allows us to compute in section 4 normal quadratic numbers. For this, we set by definition

$$
\left\{\begin{array}{c}
A^{T} \Phi:=\left(A^{T} \Phi_{1}, \ldots ., A^{T} \Phi_{n}\right) \\
B^{T} \Phi:=\left(B^{T} \Phi_{1}, \ldots ., B^{T} \Phi_{n}\right) \\
\text { and } \Phi A:=\left(\Phi_{1} A, \ldots ., \Phi_{n} A\right)
\end{array}\right.
$$

Let $\beta=\left(\beta_{1}, \ldots ., \beta_{n}\right)^{T}$ and $\gamma=\left(\gamma_{1}, \ldots ., \gamma_{n}\right)^{T}$ where for all $1 \leq i \leq n$, we shall frequently make the notational abuse

$$
\begin{aligned}
& \beta_{i}: \\
&=\left(\begin{array}{cccc}
\beta_{1, i} & 0 & \ldots & 0 \\
0 & 0 & \ddots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right) \text { and } \\
& \gamma_{i}::=\left(\gamma_{1, i}, 0, \ldots ., 0,0\right)
\end{aligned}
$$

where $\beta_{i}$ and $\gamma_{i} \in \mathbb{R}$. With this notation we have: $\beta_{1, i} y^{2}=z^{T} \beta_{i} z \in E_{2}$ and $\gamma_{1, i} y=\gamma_{i} z \in E_{1}$.

The next result gives the matrix version of Proposition 9.

Corollary 10 System (6) is quadratically equivalent modulo an output-input-injection to system (7), if and only if there exist $\beta$ and $\gamma$ such that:

$$
\begin{aligned}
\bar{\Phi}-\left(A^{T} \Phi+\Phi A\right) & =\bar{f}-f+\beta \\
-2 B^{T} \Phi & =\bar{g}-g+\gamma
\end{aligned}
$$

where
i) in the observable case

$$
\bar{\Phi}=\left(\Phi_{2}, \ldots ., \Phi_{n}, 0\right)
$$

ii) in the unobservable case

$$
\bar{\Phi}=\left(\Phi_{2}, \ldots ., \Phi_{n-1}, 0, \bar{\Phi}_{n}\right)
$$

with $\bar{\Phi}_{n}=\sum_{i=2}^{n} \alpha_{i} \Phi_{i}$.
Proof. Consider the homological equations:
i) $\quad \bar{f}^{[2]}(z)-f^{[2]}(z)+\beta^{[2]}\left(z_{1}\right)=A \Phi^{[2]}(z)-\frac{\partial \Phi^{[2]}}{\partial z} A z$
ii) $\bar{g}^{[1]}(z)-g^{[1]}(z)+\gamma^{[1]}\left(z_{1}\right)=-\frac{\partial \Phi^{[2]}}{\partial z} B$

Using matrix notations:

$$
\begin{aligned}
\Phi^{[2]}(z) & =\left(z^{T} \Phi_{1} z, \ldots ., z^{T} \Phi_{n} z\right)^{T} \text { and } \\
\bar{\Phi}^{[2]}(z) & =A \Phi^{[2]}(z)
\end{aligned}
$$

i) As in the linearly observable case

$$
A=\left(\begin{array}{ccccc}
a_{1} & 1 & 0 & \cdots & 0 \\
\vdots & 0 & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
a_{n-1} & 0 & \cdots & 0 & 1 \\
a_{n} & 0 & \cdots & 0 & 0
\end{array}\right)
$$

then $\bar{\Phi}^{[2]}(z)=\left(\Phi_{2}^{[2]}(z), \ldots ., \Phi_{n}^{[2]}(z), 0\right)$ because $\Phi_{1}^{[2]}(z)=0$.
ii) For the unobservable case

$$
A=\left(\begin{array}{ccccc}
a_{1} & 1 & 0 & \cdots & 0 \\
\vdots & 0 & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
a_{n-2} & 0 & \cdots & 0 & 1 \\
a_{n-1} & 0 & \cdots & 0 & 0 \\
a_{1} & \alpha_{2} & \cdots & \cdots & \alpha_{n}
\end{array}\right)
$$

we obtain

$$
\bar{\Phi}(z)=\left(\Phi_{2}^{[2]}(z), \ldots ., \Phi_{n-1}^{[2]}(z), 0, \bar{\Phi}_{n}^{[2]}(z)\right)
$$

where

$$
\bar{\Phi}_{n}^{[2]}=\sum_{i=2}^{n} \alpha_{i} \Phi_{i}^{[2]}
$$

Now,

$$
\frac{\partial \Phi^{[2]}(z)}{\partial z} A z=\left(\frac{\partial \Phi_{1}^{[2]}(z)}{\partial z} A z, \ldots, \frac{\partial \Phi_{n}^{[2]}(z)}{\partial z} A z\right)^{T}
$$

as for all $i \in[1, n]$;

$$
\Phi_{i}^{[2]}(z)=z^{T} \Phi_{i} z
$$

then

$$
\frac{\partial \Phi^{[2]}(z)}{\partial z} A z=\left(\begin{array}{c}
z^{T} A^{T} \Phi_{1} z+z^{T} \Phi_{1} A z \\
\vdots \\
z^{T} A^{T} \Phi_{n} z+z^{T} \Phi_{n} A z
\end{array}\right)^{T}
$$

which by definition is:

$$
\frac{\partial \Phi^{[2]}(z)}{\partial z} A z=z^{T}\left(A^{T} \Phi+\Phi A\right) z
$$

In the same way we have

$$
\frac{\partial \Phi_{i}^{[2]}(z)}{\partial z} B=B^{T} \Phi_{i} z+z^{T} \Phi_{i} B=2 B^{T} \Phi_{i} z
$$

because $\Phi_{i}$ is symmetric. Using previous results, in homological equations of Proposition 9, we obtain equations stated in Corollary 10:

$$
\begin{aligned}
& \bar{f}-f+\beta=\bar{\Phi}-\left(A^{T} \Phi+\Phi A\right) \\
& \bar{g}-g+\gamma=-2 B^{T} \Phi
\end{aligned}
$$

### 3.1 Nonlinear systems linearly observable case

In this subsection, we will compute quadratic normal form for linearly observable systems. It is clear from the structure of the quadratic normal form (10) that a system is quadratically linearizable if and only if all its normal quadratic numbers are equal to zero. Thus, a system in the form (8) is quadratically linearizable if and only if its quadratic part satisfies the homological equations of Corollary 10 where $\bar{f}=0$ and $\bar{g}=0$. Now, under the Assumption 4 and thanks to the structure of matrix $A_{o b s}$, homological equations for a quadratically linearizable system which is linearly observable are:

$$
\begin{aligned}
& \begin{cases}\text { (a.1) } & \text { for } i \in[2, n] \\
& \Phi_{i}=\left(A_{o b s}^{T} \Phi_{i-1}+\Phi_{i-1} A_{o b s}\right)+\Delta_{f_{i-1}} \\
\text { (a.2) } & 0=\left(A_{o b s}^{T} \Phi_{n}+\Phi_{n} A_{o b s}\right)+\Delta_{f_{n}}\end{cases} \\
& \begin{cases}\text { and } \\
(\text { b.1 }) & -g_{1}+\gamma_{1}=0 \\
\text { (b.2) } & \text { for } i \in[2, n], 2 B^{T} \Phi_{i}+\Delta_{g_{i}}=0\end{cases}
\end{aligned}
$$

where $\Delta_{f_{j}}=-f_{j}+\beta_{j}$ and $\Delta_{g_{j}}=-g_{j}+\gamma_{j}$.
Equation (a.1) gives explicitly $\Phi_{i}$ for all $2 \leq i \leq n$. Then all quadratic terms in the $(n-1)$ first dynamics are deleted.

Remark 11 Moreover, equation (a.2) is equivalent to the following equation:

$$
\sum_{s=0}^{n-1}\left(\sum_{j=0}^{s} C_{j}^{s}\left(A^{T}\right)^{s-j}\left(\Delta_{f_{n-s}}\right) A^{j}\right)=0
$$

and equations (b.1) and (b.2) are re-written as follows:

$$
\left\{\begin{array}{l}
(b .1)-g_{1}+\gamma_{1}=0 \\
\text { (b.2) for } i \in[2, n] \\
2 B^{T} \sum_{k=0}^{i-2} \sum_{j=0}^{k} C_{j}^{k}\left(A^{T}\right)^{k-j} \Delta_{f_{i-1-k}} A^{j}+\Delta_{g_{i}}=0
\end{array}\right.
$$

Under Assumption 4, using Proposition 9, we obtain the following theorem which gives normal forms for nonlinear linearly observable systems.

Theorem 12 There exists a quadratic diffeomorphism which transforms the quadratic part of system (8) into the quadratic normal form (10) modulo $E$.

Let us consider an example to illustrate the above theorem:

Example 13 Consider the following system:

$$
\left\{\begin{array}{l}
\dot{z}_{1}=a_{1} z_{1}+z_{2}+k_{1} z_{2}^{2}+l_{1} z_{3}^{2}  \tag{12}\\
\dot{z}_{2}=a_{2} z_{1}+z_{3}+k_{2} z_{2}^{2}+l_{2} z_{3}^{2} \\
\dot{z}_{3}=a_{3} z_{1}+k_{3} z_{2}^{2}+l_{3} z_{3}^{2} \\
y=z_{1}
\end{array}\right.
$$

Homological equations of Proposition 9 for system (12) are:

$$
\left\{\begin{aligned}
\Phi^{[2]}(z)= & 0 \\
\Phi_{2}^{[2]}(z)= & -k_{1} z_{2}^{2}-l_{1} z_{3}^{2}+\beta_{1,1} z_{1}^{2} \\
\Phi_{3}^{[2]}(z)= & 2 \beta_{1,1} z_{1}\left(a_{1} z_{1}+z_{2}\right)-2 k_{1} z_{2}\left(a_{2} z_{1}+z_{3}\right) \\
& -2 l_{1} a_{3} z_{1} z_{3}-k_{2} z_{2}^{2}-l_{2} z_{3}^{2}+\beta_{1,2} z_{1}^{2}
\end{aligned}\right.
$$

then by choosing:

$$
\begin{aligned}
& \beta_{1,1}=l_{1} a_{3} a_{1}+2 k_{1} a_{2}+l_{2} a_{3} \\
& \text { and } \\
& \beta_{1,2}=-3 \beta_{1,1} a_{1}+k_{1} a_{2} a_{1}+k_{2} a_{2}+k_{1} a_{3}
\end{aligned}
$$

the quadratic normal form of system (12) is:

$$
\left\{\begin{aligned}
\dot{x}_{1}= & a_{1} x_{1}+x_{2}+\beta_{1,1} x_{1}^{2}+O^{3} \\
\dot{x}_{2}= & a_{2} x_{1}+x_{3}+\beta_{1,2} x_{1}^{2}+O^{3} \\
\dot{x}_{3}= & a_{3} x_{1}+\left(k_{3}-2 \beta_{1,1}+2 k_{1} a_{2}\right) x_{2}^{2}+\beta_{1,3} x_{1}^{2} \\
& +\left(2 l_{1} a_{3}+2 k_{2}\right) x_{2} x_{3}+\left(l_{3}+2 k_{1}\right) x_{3}^{2}+O^{3} \\
y= & x_{1} .
\end{aligned}\right.
$$

### 3.2 Nonlinear systems with one linear unobservable mode case

In the same way as in the above subsection, under Assumption 4 and Proposition 9 we obtain the following result.

Theorem 14 There is a quadratic transformation which transforms the quadratic part of system (9) in to the quadratic normal form (11).

Now we are ready to highlight the the usefulness of our normal form to analyze the observability.

## Remark 15

1) We call the unobservability submanifold the subset $S_{n-1}$ of $U$ given by:

$$
S_{n-1}=\left\{\begin{array}{l}
x \in U, \text { such that } \\
\sum_{i=1}^{n-1} h_{i, n} x_{i}+2 h_{n, n} x_{n}+k_{n-1, n} u=0
\end{array}\right\}
$$

Thus, for a fixed input $u$, when system evolves on $S_{n-1}$ we lose the linear and quadratic observability.
2) If $x \in S_{n-1}$ and $k_{n-1, n} \neq 0$, then with an appropriate change of input $u$ (universal input [GB]), we can modify $S_{n-1}$ to locally restore the quadratic observability. Moreover if $k_{n-1, n}=0$ and if there
exists $i \in[1, n]$ such that $k_{i, n} \neq 0$, then quadratic observability is restored.
3) If $x \in S_{n-1}$ such that $u$ is not a function of $x_{n}$ and for all $i \in[1, n]$ we have $k_{i, n}=0$, then we use coefficient $\alpha_{n}$ to study the detectability propriety. For this we distinguish three cases:
a) if $\alpha_{n}<0$ then the state $x_{n}$ is detectable,
b) if $\alpha_{n}>0$ then $x_{n}$ is unstable and consequently undetectable,
c) if $\alpha_{n}=0$ we can use the center manifold theory in order to analyze stability or instability of $x_{n}$ and consequently its detectability or undetectability.

Remark 16 Let $\Phi^{[2]}(x)=\left(0, \ldots, \Phi_{n}^{[2]}(x)\right)$ be the quadratic part of the diffeomorphism which gives the above theorem. The diffeomorphism $\Phi_{2}^{[2]}(x)$ is well determined from $f_{1}^{[2]}(x)$ and for all $3 \leq i \leq n-1$, $\Phi_{i}^{[2]}(x)$ is determined from $f_{i}^{[2]}(x)$ and the derivatives of $\Phi_{j}^{[2]}(x)$ and $f_{j}^{[2]}(x)$ for $2 \leq j \leq i-1$. However, the choice of $\Phi_{n}^{[2]}(x)$ is free. So it is interesting to use $\Phi_{n}^{[2]}(x)$ to cancel quadratic terms in the last $\dot{x}_{n}$ dynamic. For this $\Phi_{n}^{[2]}(x)$ must fulfil the following equation:

$$
\begin{equation*}
\alpha_{n} \Phi_{n}^{[2]}(x)+\sum_{i=1}^{n-1} \alpha_{i} \Phi_{i}^{[2]}(x)=\frac{\partial \Phi_{n}^{[2]}}{\partial x} A_{o b s} x+\Delta_{f_{n}}^{[2]} \tag{13}
\end{equation*}
$$

where $\Delta_{f_{j}}^{[2]}=-f_{j}^{[2]}(x)+\beta_{j}^{[2]}\left(x_{1}\right)$.
Unfortunately, the above equation is not fulfilled for arbitrary $\alpha_{n}$ and $\left(a_{i}\right)_{1 \leq i \leq n}$, as we will show in the next example.

Example 17 Consider the following system:

$$
\left\{\begin{align*}
\dot{z}_{1}= & a_{1} z_{1}+z_{2}+k_{1} z_{2}^{2}+l_{1} z_{3}^{2}  \tag{14}\\
\dot{z}_{2}= & a_{2} z_{1}+k_{2} z_{2}^{2}+l_{2} z_{3}^{2} \\
\dot{z}_{3}= & \alpha_{1} z_{1}+\alpha_{2} z_{2}+\alpha_{3} z_{3}+k_{3} z_{2}^{2} \\
& +l_{3} z_{3}^{2} \\
y= & z_{1}
\end{align*}\right.
$$

The homological equations of Proposition 9 for system (14) are:

$$
\left\{\begin{array}{l}
\Phi_{1}^{[2]}(z)=0 \\
\Phi_{2}^{[2]}(z)=-k_{1} z_{2}^{2}-l_{1} z_{3}^{2}+\beta_{1,1} z_{1}^{2}
\end{array}\right.
$$

rewriting $\Phi_{3}^{[2]}(z)=z^{T} \Phi_{3} z$ where:

$$
\Phi_{3}=\left(\begin{array}{lll}
\phi_{1,1} & \phi_{1,2} & \phi_{1,3} \\
\phi_{1,2} & \phi_{2,2} & \phi_{2,3} \\
\phi_{1,3} & \phi_{2,3} & \phi_{3,3}
\end{array}\right)
$$

then, if $\alpha_{3} \neq 0$ and $a_{2} \neq 0$ we obtain:

$$
\left(\begin{array}{c}
\phi_{1,3} \\
\phi_{2,3} \\
\phi_{3,3}
\end{array}\right)=\left(\begin{array}{c}
\alpha_{2} \frac{l_{3}+\alpha_{1} l_{1}}{\alpha_{3}} \\
\frac{l_{3}+\alpha_{1} l_{1}}{\alpha_{3} a_{2}}\left(-a_{1} \alpha_{2}-\alpha_{1}\right) \\
-\frac{l_{3}+\alpha_{1} l_{1}}{\alpha_{3}}
\end{array}\right) .
$$

If $\alpha_{3} \neq 0, a_{2} \neq 0$ and $\left(\alpha_{3}-a_{1}\right)\left(\alpha_{3}^{2}-2 \alpha_{3} a_{1}-4 a_{2}\right) \neq 0$, then:

$$
\begin{aligned}
\left(\begin{array}{l}
\phi_{1,1} \\
\phi_{1,2} \\
\phi_{2,2}
\end{array}\right)= & \left(\begin{array}{ccc}
\left(\alpha_{3}-2 a_{1}\right) & -2 a_{2} & 0 \\
-1 & \left(\alpha_{3}-a_{1}\right) & -a_{2} \\
0 & -2 & \alpha_{3}
\end{array}\right)^{-1} \times \\
& \left(\begin{array}{l}
2 \alpha_{1} \phi_{1,3}-\alpha_{2} \beta_{1,1}+\beta_{1,2} \\
\alpha_{2} \phi_{1,3}+\alpha_{1} \phi_{2,3} \\
2 \alpha_{2} \phi_{2,3}+\alpha_{2} k_{1}+k_{3}
\end{array}\right)
\end{aligned}
$$

and $\Phi_{3}^{[2]}(z)$ cancels all quadratic terms in $\dot{z}_{3}$. Finally, choosing $\beta_{1,1}=k_{1} a_{2}$ we obtain:

$$
\left\{\begin{aligned}
\dot{x}_{1}= & a_{1} x_{1}+x_{2}+\beta_{1,1} x_{1}^{2}+O^{3} \\
\dot{x}_{2}= & a_{2} x_{1}+k_{2} x_{2}^{2}+\left(2 l_{1} \alpha_{3}+l_{2}\right) x_{3}^{2}+2 l_{1} \alpha_{1} x_{1} x_{3} \\
& +2 l_{1} \alpha_{2} x_{2} x_{3}+\left(-2 a_{1} \beta_{1,1}+\beta_{1,2}\right) x_{1}^{2}+O^{3} \\
\dot{x}_{3}= & \alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}+O^{3} \\
y= & x_{1}
\end{aligned}\right.
$$

Thus, for $\alpha_{3} \neq 0, a_{2} \neq 0$ and

$$
\left(\alpha_{3}-a_{1}\right)\left(\alpha_{3}^{2}-2 \alpha_{3} a_{1}-4 a_{2}\right) \neq 0
$$

there is $\Phi_{3}^{[2]}(x)$ which fulfils (13).

## 4 Computation algorithm of normal quadratic numbers

In this section, we give an easily implementable algorithm in order to compute normal quadratic numbers of quadratic normal forms (10) and (11). This allows us to define the observability quadratic equivalence class of a system without formally solving homological equations 9 . For this, we introduce what we call characteristic matrices, of which some coefficients are the normal quadratic numbers. We consider again Example 13 to show the power of this algorithm. Moreover, for the linearly unobservable case we point out normal quadratic numbers which allow us to recover, at least locally, the quadratic observability, and so to be able to design an observer. At the end of this section, we highlight our purpose by the bio-reactor example.

### 4.1 Nonlinear systems linearly observable case

The next theorem explicitly gives the matrix family $\left(\beta_{i}\right)_{1 \leq i \leq n}$ and $\left(\Phi_{i}\right)_{1 \leq i \leq n}$ which transforms the system into its quadratic normal form.

## Theorem 18

i) The family $\left(\beta_{i}\right)_{1 \leq i \leq n}$ viewed as real numbers, is the solution of the following algebraic linear system:

$$
D\left(\begin{array}{c}
\beta_{1,1}  \tag{15}\\
\beta_{1,2} \\
\vdots \\
\vdots \\
\beta_{1, n}
\end{array}\right)=(C F)^{T}
$$

where

$$
\begin{aligned}
D & =\left(\begin{array}{ccccc}
d_{1,1} & \cdots & \cdots & d_{1, n-1} & 1 \\
\vdots & \cdot & \cdot & 1 & 0 \\
\vdots & \cdot & \cdot & 0 & 0 \\
d_{n-1,1} & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right) \\
F & :=\sum_{s=0}^{n-1}\left(\sum_{j=0}^{s} C_{j}^{s}\left(A^{T}\right)^{s-j} f_{n-s} A^{j}\right) \text { and } \\
C & =(1,0 \ldots ., 0),
\end{aligned}
$$

and for all $1 \leq k \leq n$ we have

$$
\begin{aligned}
\left(\begin{array}{c}
d_{1, k} \\
d_{2, k} \\
\vdots \\
1 \\
0 \\
\vdots \\
0
\end{array}\right) & =\left(\begin{array}{c}
d_{1, k} \\
d_{2, k} \\
\vdots \\
d_{n-(k-1)}, k \\
0 \\
\vdots \\
0
\end{array}\right) \\
& =\sum_{j=0}^{n-k} C_{j}^{n-k}\left(A^{T}\right)^{j} E A^{n-k-j} C^{T}
\end{aligned}
$$

where

$$
E=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 0 & \ddots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right)
$$

ii) For $2 \leq i \leq n$, matrices $\Phi_{i}$ which fulfilled equation (a.1) are:

$$
\begin{equation*}
\Phi_{i}=\sum_{k=0}^{i-2} \sum_{j=0}^{k} C_{j}^{k}\left(A^{T}\right)^{k-j}\left(\Delta_{f_{i-1-k}}\right) A^{j} \tag{16}
\end{equation*}
$$

Remark 19 If matrix family $\left(\beta_{i}\right)_{1 \leq i \leq n}$ and $\left(\Phi_{i}\right)_{1 \leq i \leq n}$ which are given in Theorem 18 below fulfil equations (a.2), (b.1) and (b.2) then system (8) is fully quadratically linearizable. However, in general these equations do not admit solutions. We use their left members to give the following definition:

Definition 20 We call characteristic matrices associated with system (8) the following matrices:

$$
\begin{align*}
& M=\sum_{s=0}^{n-1}\left(\sum_{j=0}^{s} C_{j}^{s}\left(A^{T}\right)^{s-j}\left(\Delta_{f_{n-s}}\right) A^{j}\right) \\
& N_{1}=-g_{1}+\gamma_{1},  \tag{17}\\
& \text { and for } i \in[2, n] \\
& N_{i}=2 B^{T} \sum_{k=0}^{i-2} \sum_{j=0}^{k} C_{j}^{k}\left(A^{T}\right)^{k-j} \Delta_{f_{i-1-k}} A^{j} \\
& \quad+\Delta_{g_{i}}
\end{align*}
$$

We call characteristic numbers; coefficients of characteristic matrices which are not generically equal to zero.

Now we can state the link between normal quadratic numbers and elements of characteristic matrices.

We know from Remark 19 that $M=0$ and $N_{l}=0$ for $1 \leq l \leq n$ are the conditions of the full quadratic linearization, thus we have:

Proposition 21 Quadratic normal numbers of normal form (10) are given by:
$\forall i, j \in[2, n]$ and $l \in[2, n]$

$$
\left\{\begin{array}{l}
h_{i, j}=-2 M_{i, j} \text { for } i \neq j \\
h_{i, i}=-M_{i, i} \\
k_{1, j}=-N_{1, j} \\
k_{l, j}=-N_{l, j}
\end{array}\right.
$$

where $M_{i, j}$ is the $i^{\text {th }}$ row and the $j^{\text {th }}$ column element of characteristic matrix $M$, and $N_{l, j}$ is the $j^{\text {th }}$ element of the row vector $N_{l}$.

## Remark 22

1) The fact that $M_{1, j}=0$ for all $1 \leq j \leq n$ is equivalent to the algebraic linear system (15).
2) In the normal form (10) we have at most $\frac{n(n-1)}{2}$ normal quadratic numbers $x_{i} x_{j}$ and $n(n-1)$ normal quadratic numbers $x_{i} u$. In fact, we have
i) $n \frac{n(n+1)}{2}$ constraints given by the $n$ symmetric matrices $\left(f_{i}\right)_{1 \leq i \leq n}$,
ii) $n^{2}$ constraints given by the $n$ matrices $\left(g_{i}\right)_{1 \leq i \leq n}$,
iii) $(n-1) \frac{n(n+1)}{2}$ symmetric matrices $\phi_{i} \quad 2 \leq i \leq$ $n$ which are completely given by the $(n-1)$ first dynamics and
iv) $n$ degrees of freedom given by output injections $\left(\beta_{i}\right)_{1 \leq i \leq n}$,
v) $n$ degrees of freedom given by output injections $\left(\gamma_{i}\right)_{1 \leq i \leq n}$.

Thus, the number of normal quadratic numbers is:
$n \frac{n(n+1)}{2}-(n-1) \frac{n(n+1)}{2}-2 n+n^{2}=\frac{3}{2} n(n-1)$.

Example 23 Let us consider again (12) to highlight the power of the characteristic matrices to compute quadratic normal forms.

$$
\left\{\begin{array}{l}
\dot{z}_{1}=a_{1} z_{1}+z_{2}+k_{1} z_{2}^{2}+l_{1} z_{3}^{2}  \tag{18}\\
\dot{z}_{2}=a_{2} z_{1}+z_{3}+k_{2} z_{2}^{2}+l_{2} z_{3}^{2} \\
\dot{z}_{3}=a_{3} z_{1}+k_{3} z_{2}^{2}+l_{3} z_{3}^{2} .
\end{array}\right.
$$

From Theorem 18, we obtain:

$$
\left\{\begin{aligned}
\beta_{1,1}= & l_{1} a_{3} a_{1}+2 k_{1} a_{2}+l_{2} a_{3} \\
\beta_{1,2}= & -3 \beta_{1,1} a_{1}+k_{1} a_{2} a_{1}+k_{2} a_{2}+k_{1} a_{3} \\
\beta_{1,3}= & -3 a_{1}^{2} \beta_{1,1}-\beta_{1,1} a_{2}-2 a_{1} \beta_{1,2} \\
& -\left(a_{1}^{2}+a_{2}\right) \beta_{1,1}+2 a_{2}^{2} k_{1}+2 a_{3}^{2} l_{1}
\end{aligned}\right.
$$

then

$$
\left\{\begin{array}{ll}
M_{1, j} & =0 \text { for all } 1 \leq j \leq 3 \\
M_{2,2} & =-2 a_{2} k_{1}-k_{3}+2 \beta_{1,1} \\
M_{2,3}=M_{3,2} & =-a_{3} l_{1}-k_{2} \\
M_{3,3} & =-l_{3}-2 k_{1}
\end{array} .\right.
$$

By Proposition 21 the normal quadratic numbers are:

$$
\left\{\begin{array}{l}
h_{1,1}=h_{1,2}=h_{1,3}=0 \\
h_{2,2}=2 a_{2} k_{1}+k_{3}-2 \beta_{1,1} \\
h_{2,3}=2 a_{3} l_{1}+2 k_{2} \\
h_{3,3}=l_{3}+2 k_{1}
\end{array}\right.
$$

So, the quadratic normal form associated to (18) is:

$$
\left\{\begin{aligned}
\dot{x}_{1} & =a_{1} x_{1}+x_{2}+\beta_{1,1} x_{1}^{2}+O^{3} \\
\dot{x}_{2} & =a_{2} x_{1}+x_{3}+\beta_{1,2} x_{1}^{2}+O^{3} \\
\dot{x}_{3} & =a_{3} x_{1}+\left(k_{3}-2 \beta_{1,1}+2 k_{1} a_{2}\right) x_{2}^{2} \\
& +\left(l_{3}+2 k_{1}\right) x_{3}^{2}+\left(2 l_{1} a_{3}+2 k_{2}\right) x_{2} x_{3}+O^{3} .
\end{aligned}\right.
$$

Conditions of the full quadratic linearization are
$M_{i, j}=0$ for all $2 \leq i \leq j \leq 3$.

### 4.2 Nonlinear systems with one linear unobservable mode case

In this subsection, as previously for the linear observable case, firstly we introduce and compute characteristic matrices of (11), we deduce normal quadratic numbers and finally we discuss the quadratic observability and stability properties. For this, setting $\bar{f}=0$ and $\bar{g}=0$ in homological equations of Corollary 10, we obtain:

$$
\begin{aligned}
\Phi_{i} & =\underbrace{}_{\text {and for }{ }_{i \in[2, n-2]}^{\left(A^{T} \Phi_{i-1}+\Phi_{i-1} A\right)+\Delta_{f_{i-1}}}} \\
0 & =\left(A^{T} \Phi_{n-1}+\Phi_{n-1} A\right)+\Delta_{f_{n-1}} \\
& =\sum_{s=0}^{n-2} \sum_{j=0}^{s} C_{j}^{s}\left(A^{T}\right)^{s-j}\left(\Delta_{f_{n-s}}\right) A^{j} \\
\alpha_{n} \Phi_{n} & =-\sum_{i=1}^{n-1} \alpha_{i} \Phi_{i}+\left(A^{T} \Phi_{n}+\Phi_{n} A\right)+\Delta_{f_{n}}
\end{aligned}
$$

The following is corresponding result to Theorem 18 for linearly unobservable case.

## Theorem 24

i) The family $\left(\beta_{i}\right)_{1 \leq i \leq n-1}$ viewed as real numbers, is the solution of the following algebraic linear system:

$$
\bar{D}\left(\begin{array}{c}
\beta_{1,1} \\
\beta_{1,2} \\
\vdots \\
\vdots \\
\beta_{1, n-1}
\end{array}\right)=(C F)^{T}
$$

where

$$
\begin{aligned}
\bar{D} & =\left(\begin{array}{ccccc}
d_{1,1} & \cdots & \cdots & d_{1, n-1} & 1 \\
\vdots & \cdot & \cdot & 1 & 0 \\
\vdots & \cdot & . & 0 & 0 \\
d_{n-1,1} & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right) \\
F & :=\sum_{s=0}^{n-2}\left(\sum_{j=0}^{s} C_{j}^{s}\left(A^{T}\right)^{s-j} f_{n-1-s} A^{j}\right) \text { and } \\
C & =(1,0 \ldots ., 0)
\end{aligned}
$$

and for all $1 \leq k \leq n-1$, we have

$$
\begin{aligned}
\left(\begin{array}{c}
d_{1, k} \\
d_{2, k} \\
\vdots \\
1 \\
0 \\
0
\end{array}\right) & =\left(\begin{array}{c}
d_{1, k} \\
d_{2, k} \\
\vdots \\
d_{n-1-(k-1)}, k \\
0 \\
0
\end{array}\right) \\
& =\sum_{j=0}^{n-1-k} C_{j}^{n-1-k}\left(A^{T}\right)^{j} \pm A^{n-1-k-j} C^{T}
\end{aligned}
$$

where

$$
E=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 0 & \ddots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right)
$$

ii) For $2 \leq i \leq n-1$, matrices $\Phi_{i}$ which satisfy equation (a.1) are:

$$
\Phi_{i}=\sum_{k=0}^{i-2} \sum_{j=0}^{k} C_{j}^{k}\left(A^{T}\right)^{k-j}\left(\Delta_{f_{i-1-k}}\right) A^{j}
$$

Remark 25 If $\Phi_{n-1}$ satisfies the equation (a.2) i.e.

$$
\sum_{s=1}^{n-2} \sum_{j=0}^{s-1} C_{j}^{s-1}\left(A^{T}\right)^{s-j}\left(\Delta_{f_{n-s}}\right) A^{j+1}+\Delta_{f_{n-1}}=0
$$

and $\Phi_{n}$ satisfies the following equation

$$
\alpha_{n} \Phi_{n}=-\sum_{i=1}^{n-1} \alpha_{i} \Phi_{i}+\left(A^{T} \Phi_{n}+\Phi_{n} A\right)+\Delta_{f_{n}}
$$

and if

$$
\begin{aligned}
& \text { (b.1) }-g_{1}+\gamma_{1}=0 \\
& \text { (b.2) and for } i \in[2, n] \\
& 2 B^{T} \sum_{k=0}^{i-2} \sum_{j=0}^{k} C_{j}^{k}\left(A^{T}\right)^{k-j} \Delta_{f_{i-1-k}} A^{j}+\Delta_{g_{i}}=0
\end{aligned}
$$

then system (9) is fully quadratically linearizable.
Definition 26 Characteristic matrices of the observable part of (9) are given by:

$$
\begin{aligned}
& M=\sum_{s=0}^{n-2} \sum_{j=0}^{s} C_{j}^{s}\left(A^{T}\right)^{s-j}\left(\Delta_{f_{n-1-s}}\right) A^{j}, \\
& N_{1}=-g_{1}+\gamma_{1} \\
& \text { and for } i \in[2, n-1] \\
& N_{i}=2 B^{T} \sum_{k=0}^{i-2} \sum_{j=0}^{k} C_{j}^{k}\left(A^{T}\right)^{k-j} \Delta_{f_{i-1-k}} A^{j}+\Delta_{g_{i}}
\end{aligned}
$$

Now, from the previous definition we present relations between normal quadratic numbers of (11) and elements of its characteristic matrices.

Proposition 27 Quadratic normal numbers associated with the observable part of normal form (11) are: $\forall i, j \in[2, n]$ and $l \in[2, n-1]$

$$
\left\{\begin{aligned}
h_{1, n} & =-2 M_{1, n} \\
h_{i, j} & =-2 M_{i, j} \quad \text { for } \quad i \neq j \in[2, n] \\
h_{i, i} & =-M_{i, i} \\
k_{1, j} & =g_{1}-\gamma_{1} \\
k_{l, j} & =-N_{l, j}
\end{aligned}\right.
$$

Remark 28 In the same way as for Remark 22; in the $(n-1)$ first dynamics of normal form (11) we have at most $\frac{n(n-1)}{2}+1$ normal quadratic numbers $x_{i} x_{j}$ and $(n-1)^{2}$ normal quadratic numbers $x_{i} u$.

Thus, the number of normal quadratic numbers is:

$$
\begin{aligned}
\frac{n(3 n-5)}{2}+2= & (n-1) \frac{n(n+1)}{2}-(n-2) \frac{n(n+1)}{2} \\
& -(n-1)+n(n-1)-(n-1) .
\end{aligned}
$$

Now, in order to highlight the usefulness of normal form in the observability analysis and the observer design, we chose to deal with the following bio-reactor dynamics.

Example 29 Consider the following bio-reactor dynamics [R]:

$$
\left\{\begin{array}{l}
\dot{\xi}=\binom{1}{\frac{-1}{k}} \mu\left(\xi_{2}\right) \xi_{1}  \tag{19}\\
y=\xi_{1}
\end{array}\right.
$$

where state $\xi=\left(\xi_{1}, \xi_{2}\right)^{T}$ represent respectively the concentration of biomass $\left(\xi_{1}\right)$ and of substrate $\left(\xi_{2}\right)$, and the $\mu\left(\xi_{2}\right)=r \xi_{2}\left(1-\frac{\xi_{2}}{c}\right)$ is the growing function. In this example, the interesting equilibrium point with respect to the observability singularity is not at $\xi=$ $(0,0)$ but at $\xi_{0}=(0, c)^{T}$.

After changing coordinate $z=\xi-\xi_{0}$, we obtain:

$$
\left\{\begin{array}{l}
\dot{z}_{1}=-r z_{1} z_{2}+O^{3}(z) \\
\dot{z}_{2}=\frac{r}{k} z_{1} z_{2}+O^{3}(z) \\
y=z_{1}
\end{array}\right.
$$

This system is not linearly observable. Using the above notations

$$
\begin{aligned}
A & =\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), \theta_{1}=\left(\begin{array}{cc}
\beta_{1,1} & \frac{r}{2} \\
\frac{r}{2} & 0
\end{array}\right) \\
\text { and } \theta_{2} & =\left(\begin{array}{cc}
\beta_{1,2} & -\frac{r}{2 k} \\
-\frac{r}{2 k} & 0
\end{array}\right),
\end{aligned}
$$

then the characteristic matrix of the first dynamic is

$$
M=\left(\begin{array}{cc}
\beta_{1,1} & \frac{r}{2} \\
\frac{r}{2} & 0
\end{array}\right) \text { with } \beta_{1,1}=0
$$

and normal quadratic numbers are:

$$
h_{1,2}=-r \quad \text { and } \quad h_{2,2}=0 .
$$

For the last dynamic we obtain:

$$
l_{1,2}=\frac{r}{k} \quad \text { and } \quad l_{2,2}=0
$$

Then, observable normal form associated to the bioreactor is:

$$
\left\{\begin{array}{l}
\dot{x}_{1}=-r x_{1} x_{2}+O^{3}(x) \\
\dot{x}_{2}=\frac{r}{k} x_{1} x_{2}+O^{3}(x) \\
y=x_{1}
\end{array}\right.
$$

In $[R]$ a solution was proposed, here our purpose is just to highlight the efficiency of the observable normal form, for this we propose the following sliding mode observer:

$$
\left\{\begin{array}{l}
\dot{\hat{x}}_{1}=-r x_{1} \hat{x}_{2}+\lambda_{1} \operatorname{sign}(y-\hat{y})+\beta(y-\hat{y})^{3} \\
\hat{\hat{x}}_{2}=\frac{r}{k} \hat{x}_{2} x_{1}+E_{1} \lambda_{2}\left(\tilde{x}_{2}-\hat{x}_{2}\right)
\end{array}\right.
$$

where $\tilde{x}_{2}=\hat{x}_{2}+E_{1} E_{s} \frac{\lambda_{1} \operatorname{sign}(y-\hat{y})}{r x_{1}}, \hat{y}=\hat{x}_{1}$ and if $\left|x_{1}\right|<\varepsilon$ then $E_{1}=0$ else $E_{1}=1$, in the same way if $e_{1}=x_{1}-\hat{x}_{1}$ is not on the constrained manifold $\left(e_{1}=0\right)$ then $E_{2}=0$ else $E_{2}=1$. Moreover, $\beta$, $\lambda_{1}$ and $\lambda_{2}$ are chosen in order to ensure at least the stability. However using the Remark 15, the submanifold observability singularity is $S_{1}=\{x \in U$, such that $\left.h_{1,2} x_{1}=0\right\}$. So, the asymptotic stability is not
guaranteed for $x_{1}(t)=0$ for all $t$, then in order to take into account, we set $E_{s}=1$ if $x_{1} \neq 0$ else $E_{s}=0$.

This example shows that the observability singularity can be overcome thanks to quadratic normal form and its normal quadratic numbers which may contain information for the observer design. Here, observation information is given by rx$x_{1} x_{2}$ (the term $h_{1, n} x_{1} x_{n}$ of the normal form).

## 5 Conclusion

In this paper, for nonlinear systems linearly observable and nonlinear systems with one linear unobservable mode, a particular quadratic normal form is given for observer design and detectability analysis around an equilibrium point. Using Poincaré's normal forms, we point out normal quadratic numbers that ensure the local observability. Moreover, in order to analyze the observability without transforming the systems in their normal forms, we have introduced what we have called characteristic matrices. Some of them are linked to the quadratic part of the drift and they characterize the quadratic observability without input. Others are linked to the so-called universal input and define the choice of this input to preserve the observability. These matrices inform us about the quadratic observability before we begin the design of an observer. There are many areas where this study may be implemented; the synchronization of chaotic systems [NM], sensorless control of induction motors [CYBMM].

Nevertheless, some of these cases need an extra development of our method. For the synchronization of chaotic systems [BBBT2, BBBT3] some modifications to the output-injection will be considered and for the sensorless control of induction motors a generalization of the approach to multi-output systems will be necessary.
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[^0]:    ${ }^{1}$ The linear unobservable part has not yet been reduced.

