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#### Abstract

We study some classes of generalized convex functions, using a generalized differential approach. By this we mean a set-valued mapping which stands either for a derivative, a subdifferential or a pseudodifferential in the sense of Jeyakumar and Luc. We establish some links between the corresponding classes of pseudoconvex, quasiconvex and another class of generalized convex functions we introduced. We devise some optimality conditions for constrained optimization problems. In particular, we get Lagrange-KuhnTucker multipliers for mathematical programming problems.


Key words: colinvex, generalized differential, mathematical programming, optimality conditions, protoconvex function, pseudoconvex function, quasiconvex function.
Mathematics Subject Classification: 26B25, 46G05, 49K27, 90C26, 90C32

## 1 Introduction

Various needs have led mathematicians to introduce and study several notions of generalized convexity or concavity. Among the tools used to define or study these notions are the various subdifferentials of nonsmooth analysis ([1], [17], [16], [24], [29], [32], [34], [39], [35]...), the convexificators of [11], the pseudo-differentials of Jeyakumar and Luc ([18]), the normal cones to sublevel sets ([2], [4], [5], [6]) and the generalized directional derivatives $([19],[20],[22],[40])$. In the present paper we use a concept of generalized derivative which can encompass all these notions but the last one. We call it a generalized differential in contrast with the notion of subdifferential because it is not necessarily a one-sided concept. It allows much flexibility. It also leads us to get rid of some assumptions required in previous works such as smooth renorming of the space. We establish comparisons with the notions obtained using directional derivatives or their substitutes.

The case of pseudo-affine functions (also called pseudo-linear functions) is studied elsewhere ([23]) with similar concepts and methods. It requires some results of the present paper.

In the two last sections of the paper, we investigate some necessary and sufficient optimality conditions for constrained problems and mathematical programming problems.

## 2 Characterizations of generalized convex functions

We devote this preliminary section to review some concepts of generalized convexity; we also introduce new ones. Some elementary properties and characterizations are given.

In the sequel $X, Y$ are normed vector spaces, $X^{*}$ is the dual space of $X, C$ is a nonempty subset of $X$ and $f: C \rightarrow \mathbb{R}_{\infty}:=\mathbb{R} \cup\{+\infty\}$. We extend $f$ to $X \backslash C$ by $+\infty$; alternatively, we may consider $f: X \rightarrow \mathbb{R}_{\infty}$ and take for $C$ a subset of $X$ containing the domain of $f$. We denote by $\mathbb{P}$ (resp. $\mathbb{R}_{+}$) the set of positive numbers (resp. non negative numbers) and $\overline{\mathbb{R}}$ stands for $\mathbb{R} \cup\{-\infty,+\infty\}$. We assume that a set-valued map $\partial f: C \rightrightarrows X^{*}$ is given which stands as a substitute to the derivative of $f$; we call it a generalized differential of $f$. Among possible choices for $\partial f$ are the subdifferentials of $f$ in the various senses of nonsmooth analysis
and the pseudo-differentials of $f$ in the sense of [18]. These cases will be considered below. We also deal with some other cases, such as normal cones set-valued maps.

We recall that the visibility cone $V(C, x)$ of $C$ at $x \in C$ is the cone generated by $C-x$ :

$$
V(C, x):=\mathbb{P}(C-x):=\{r(c-x): r \in \mathbb{P}, c \in C\}
$$

It contains the radial tangent cone to $C$ at $x$ which is the set

$$
T^{r}(C, x):=\left\{u \in X: \exists\left(r_{n}\right) \rightarrow 0_{+}, x+r_{n} u \in C \forall n\right\} .
$$

The visibility bundle (resp. the radial tangent bundle) of $C$ is the set

$$
\begin{gathered}
\qquad C:=\{(x, u) \in C \times X: \exists r \in \mathbb{P}, w \in C, u=r(w-x)\}=\bigcup_{x \in C}\{x\} \times V(C, x) \\
\text { (resp. } \quad T^{r} C:=\left\{(x, u) \in C \times X: \exists\left(r_{n}\right) \rightarrow 0_{+}, x+r_{n} u \in C \forall n\right\}=\bigcup_{x \in C}\{x\} \times T^{r}(C, x)
\end{gathered}
$$

If $C$ is starshaped at $x$ (in the sense that for all $w \in C$ and $t \in[0,1]$ one has $(1-t) w+t x \in C$ ) one has $V(C, x)=T^{r}(C, x)$. Thus, if $C$ is convex, $V C=T^{r} C$.

The upper and the lower radial derivatives (or upper and lower Dini derivatives) of $f$ at $x \in C$ in the direction $u \in T^{r}(C, x)$, are defined by

$$
\begin{aligned}
D^{+} f(x, u) & =\limsup _{t \rightarrow 0+, x+t u \in C} \frac{1}{t}[f(x+t u)-f(x)] \\
D_{+} f(x, u) & =\liminf _{t \rightarrow 0+, x+t u \in C} \frac{1}{t}[f(x+t u)-f(x)]
\end{aligned}
$$

The upper and the lower radial subdifferentials are defined by

$$
\begin{array}{ll}
\partial^{r} f:=\left\{x^{*}:\left\langle x^{*}, u\right\rangle \leq D^{+} f(x, u)\right. & \left.\forall u \in T^{r}(C, x)\right\} \\
\partial_{r} f:=\left\{x^{*}:\left\langle x^{*}, u\right\rangle \leq D_{+} f(x, u)\right. & \left.\forall u \in T^{r}(C, x)\right\}
\end{array}
$$

The definitions of $\partial f$-pseudoconvexity and $\partial f$-quasiconvexity we adopt here for a generalized subdifferential $\partial f$ of $f$ are similar to the ones used for a subdifferential by several authors; see [29], [34] and the references therein. We also introduce definitions of $\partial f$-protoconvexity and strict $\partial f$-pseudoconvexity of $f$ as natural variants of the two preceding concepts.

Definition 1 Let $f: C \rightarrow \mathbb{R}_{\infty}, x \in \operatorname{domf}$. A function $f$ is said to be
(i) $\partial f$-pseudoconvex at $x$ if for all $w \in C$ :

$$
\begin{equation*}
f(w)<f(x) \Rightarrow \text { for all } x^{*} \in \partial f(x):\left\langle x^{*}, w-x\right\rangle<0 \tag{1}
\end{equation*}
$$

(ii) $\partial f$-quasiconvex at $x$ if for all $w \in C$ :

$$
\begin{equation*}
f(w)<f(x) \Rightarrow \text { for all } x^{*} \in \partial f(x):\left\langle x^{*}, w-x\right\rangle \leq 0 \tag{2}
\end{equation*}
$$

(iii) $\partial f$-protoconvex at $x$ if for all $w \in C$ :

$$
\begin{equation*}
f(w) \leq f(x) \Rightarrow \text { for all } x^{*} \in \partial f(x):\left\langle x^{*}, w-x\right\rangle \leq 0 \tag{3}
\end{equation*}
$$

(iv) strictly $\partial f$-pseudoconvex at $x$ if for all $w \in C \backslash\{x\}$ :

$$
\begin{equation*}
f(w) \leq f(x) \Rightarrow \text { for all } x^{*} \in \partial f(x):\left\langle x^{*}, w-x\right\rangle<0 . \tag{4}
\end{equation*}
$$

We add the word "eventually" when in the preceding implications "for all" is changed into "there exists". Thus, for instance, $f$ is eventually $\partial f$-pseudoconvex at $x$ if for all $w \in C$ satisfying $f(w)<f(x)$ there exists $x^{*} \in \partial f(x)$ such that $\left\langle x^{*}, w-x\right\rangle<0$.

Remark that the definition of $\partial f$-strict pseudoconvexity is irrealistic if $x$ is a non unique minimizer of $f$.
Clearly

$$
\begin{align*}
f \text { is strictly } \partial f \text {-pseudoconvex at } x & \Longrightarrow f \text { is } \partial f \text {-protoconvex and } \partial f \text {-pseudoconvex at } x,  \tag{5}\\
f \text { is } \partial f \text {-pseudoconvex at } x & \Longrightarrow f \text { is } \partial f \text {-quasiconvex at } x,  \tag{6}\\
f \text { is } \partial f \text {-protoconvex at } x & \Longrightarrow f \text { is } \partial f \text {-quasiconvex at } x . \tag{7}
\end{align*}
$$

We say that $f$ is $\partial f$-pseudoconvex on $C$ (in short $\partial f$-pseudoconvex) if it is $\partial f$-pseudoconvex at every $x \in C$. We use a similar convention for the other concepts introduced above.

Let us observe that $\partial f$-quasiconvexity is different from full $\partial f$-quasiconvexity (in the terminology of [29]) in the sense (due to D. Aussel [1]) that dom $f$ is convex and for any $w, x \in C, x^{*} \in \partial f(x)$ with $\left\langle x^{*}, w-x\right\rangle>0$, one has $f(w) \geq f(z)$ for any $z \in[x, w]$. Clearly, if $f$ is $\partial f$-quasiconvex and quasiconvex then $f$ is fully $\partial f$-quasiconvex while a fully $\partial f$-quasiconvex function is obviously $\partial f$-quasiconvex.

The following examples show that versatility is gained by taking for $\partial f$ a multimap which may differ from usual subdifferentials such as the Fenchel, the Fréchet or the Dini-Hadamard subdifferentials.
Example 1. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be given by $f(x)=2 x$ for $x \in[-1,1], f(x)=x+1$ for $x>1, f(x)=x-1$ for $x<-1$. We can take $\partial f(x)=\partial^{D} f(x)$ when $x \neq 1$ and $\partial f(1)=-\partial^{D}(-f)(1)$ (where $\partial^{D} f$ is the Dini-Hadamard subdifferential of $f$ ). Observe that $\partial^{D} f(1)=\varnothing$.
Example 2. Let $f: X \rightarrow \mathbb{R}$ be such that for some generalized differential $\partial^{\sharp}$ one has $\partial^{\sharp}(-f)(x) \neq \varnothing$ for all $x \in X$. Then it may be convenient to take $\partial f:=-\partial^{\sharp}(-f)(x)$.
Example 3. Let $f: X \rightarrow \mathbb{R}$ be such that $f=f_{1}+f_{2}$. Then one may take $\partial f:=\partial^{\sharp} f_{1}+\partial^{\sharp} f_{2}$, where $\partial^{\sharp}$ is some generalized differential, althougth it may be different from $\partial^{\sharp}\left(f_{1}+f_{2}\right)$.
Example 4. Let $f: X \rightarrow \mathbb{R}$ be such that $f=g-h$ for some functions $g$, $h$. Then one may take $\partial f(x):=$ $\partial^{\sharp} g(x) \boxminus \partial^{\sharp} h(x)$, where $\partial^{\sharp}$ is some generalized differential, and for subsets $A, B$ of $X^{*}, A \boxminus B:=\left\{x^{*} \in X^{*}\right.$ : $\left.B+x^{*} \subset A\right\}$, althougth $\partial f$ may be different from $\partial^{\sharp}(g-h)$.

For some subdifferentials the preceding definitions may be automatically satisfied. This is the case if $\partial f$ is the Fenchel-Moreau subdifferential $\partial^{F M} f$ given by $\partial^{F M} f(x):=\left\{x^{*} \in X^{*}: f \geq x^{*}+f(x)-x^{*}(x)\right\}$. Let us consider some other classical subdifferentials. We recall that the original Greenberg-Pierskalla's subdifferential is defined by

$$
\partial^{G P} f(x)=\left\{x^{*} \in X^{*}:\left\langle x^{*}, w-x\right\rangle \geq 0 \Rightarrow f(w) \geq f(x)\right\} .
$$

The lower subdifferential, or Plastria subdifferential of $f$ at some point $x$ of its domain $\operatorname{dom} f:=\{x \in X$ : $f(x) \in \mathbb{R}\}$ is the set

$$
\partial^{<} f(x):=\left\{x^{*} \in X^{*}: \forall w \in S_{f}^{<}(x), f(w)-f(x) \geq\left\langle x^{*}, w-x\right\rangle\right\}
$$

where $S_{f}^{<}(x):=S_{f}^{<}(f(x)):=f^{-1}((-\infty, f(x)))$ is the strict sublevel set of $f$ at $x$. We also recall the following variant, called the infradifferential or Gutiérrez subdifferential:

$$
\partial^{\leq} f(x):=\left\{x^{*} \in X^{*}: \forall w \in S_{f}(x), f(w)-f(x) \geq\left\langle x^{*}, w-x\right\rangle\right\},
$$

where $S_{f}(x):=S_{f}(f(x)):=f^{-1}((-\infty, f(x)])$ is the sublevel set of $f$ at $x$. For such subdifferentials one has the following obvious statement.

Lemma 2 Let $f: X \rightarrow \mathbb{R}_{\infty}$ and $x \in \operatorname{domf}$. Then
(a) $f$ is $\partial^{G P} f$-pseudoconvex at $x$;
(b) $f$ is $\partial^{<} f$-pseudoconvex at $x$;
(c) $f$ is $\partial \leq f$-protoconvex and $\partial \leq f$-pseudoconvex at $x$.

We denote by $N(C, x)$ the normal cone at $x \in X$ to a subset $C$ of $X$ given by

$$
N(C, x):=\left\{x^{*} \in X^{*}:\left\langle x^{*}, w-x\right\rangle \leq 0 \quad \forall w \in C\right\}
$$

even when $C$ is nonconvex; of course, such a cone is mainly of interest in the case $C$ is convex. Some normal cone operators can be associated to a function $f: X \rightarrow \mathbb{R}_{\infty}$ as follows: for $x \in \operatorname{dom} f$,

$$
\begin{array}{cc}
N_{f}(x):=N\left(S_{f}(x), x\right):=\left\{x^{*} \in X^{*}:\left\langle x^{*}, w-x\right\rangle \leq 0 \quad \forall w \in S_{f}(x)\right\} \\
N_{f}^{<}(x):=N\left(S_{f}^{<}(x), x\right):=\left\{x^{*} \in X^{*}:\left\langle x^{*}, w-x\right\rangle \leq 0 \quad \forall w \in S_{f}^{<}(x)\right\}
\end{array}
$$

(see for example [4], [6], [29] for the case $f$ is quasiconvex). Clearly, any function $f$ is $N_{f}$-protoconvex and $N_{f}^{<}$quasiconvex at any $x \in \operatorname{dom} f$. Moreover, for any function $f, \partial^{G P} f$ (resp. $N_{f}, N_{f}^{<}$) is the greatest generalized differential $\partial f$ of $f$, such that $f$ is $\partial f$-pseudoconvex (resp. $\partial f$-protoconvex, $\partial f$-quasiconvex).

Recall that $f$ is said to be semi-strictly quasiconvex if it is quasiconvex and for all $w, x, y \in C, x \in(w, y)$ one has $f(x)<f(y)$ whenever $f(w)<f(y)$.

Lemma 3 Let $f: X \rightarrow \mathbb{R}_{\infty}$ be a quasiconvex function and let $x \in C$ such that $f(x)>\inf f(X)$. If there is no local minimizer of $f$ on $L_{f}(x):=f^{-1}(f(x))$, in particular $f$ is semi-strictly quasiconvex, then $N_{f}^{<}(x)=N_{f}(x)$.

Moreover, if $f$ is radially upper semicontinuous, then $f$ is $N_{f} \backslash\{0\}$-pseudoconvex at $x$.
This last assertion is given in [2, Proposition 3] and [5, Proposition 2.7]; we give a direct, simple proof for the convenience of the reader.

Proof. Since there is no local minimizer of $f$ on $L_{f}(x)$ (that occurs when $f$ is semi-strictly quasiconvex), $S_{f}^{<}(x)$ is dense in $S_{f}(x)$, hence $N_{f}^{<}(x)=N_{f}(x)$.

Then, for all $x^{*} \in N_{f}(x) \backslash\{0\}$ and $w \in S_{f}^{<}(x)$ we have $\left\langle x^{*}, w-x\right\rangle<0$ since if $\left\langle x^{*}, w-x\right\rangle=0$, taking $u \in X$ with $\left\langle x^{*}, u\right\rangle>0$ we would have $w+t u \in S_{f}^{<}(x)$ for $t>0$ small enough, and $\left\langle x^{*}, w+t u-x\right\rangle>0$, a contradiction. Thus $f$ is $N_{f} \backslash\{0\}$-pseudoconvex at $x$.

We say that $\partial f$ is a valuable generalized differential if for all $a \in X$ and $b \in X$ with $f(b)>f(a)$ there exist $c \in[a, b):=[a, b] \backslash\{b\}$ and sequences $\left(c_{n}\right),\left(c_{n}^{*}\right)$ such that $\left(c_{n}\right) \rightarrow_{f} c, c_{n}^{*} \in \partial f\left(c_{n}\right)$ for each $n$ and

$$
\left\langle c_{n}^{*}, d-c_{n}\right\rangle>0 \quad \text { for all } d \in b+\mathbb{R}_{+}(b-a) \text { and all } n \in \mathbb{N}
$$

The following result shows that for a valuable subdifferential, quasiconvexity, $\partial f$-quasiconvexity and $\partial f$ protoconvexity coincide under a mild continuity assumption. The last assertion follows from [34].

Proposition 4 (a) If $f: X \rightarrow \mathbb{R}_{\infty}$ is quasiconvex and $\partial f \subseteq \partial^{r} f$, then $f$ is $\partial f$-protoconvex hence $\partial f$ quasiconvex.
(b) Let $f: X \rightarrow \mathbb{R}_{\infty}$ be a radially continuous l.s.c. function and let $\partial f$ be a valuable generalized differential. If $f$ is $\partial f$-quasiconvex, then it is quasiconvex.

Proof. (a) Let $w, x \in C$ and $x^{*} \in \partial f(x)$ be such that $\left\langle x^{*}, w-x\right\rangle>0$. Then there exists $\left(t_{n}\right) \rightarrow 0_{+}$such that $f\left(x+t_{n}(w-x)\right)>f(x)$. Since $f$ is quasiconvex, one has $f(w)>f(x)$.
(b) It follows from [34] with a similar proof.

The following proposition is well known when $\partial f$ is the derivative of $f$ or a subdifferential of $f$.
Proposition 5 Let $C$ be open, let $f: C \rightarrow \mathbb{R}$ be radially upper semicontinuous and $0 \notin \partial f(x)$.
(a) If $f$ is $\partial f$-quasiconvex at $x$ then it is $\partial f$-pseudoconvex at $x$.
(b) If $f$ is eventually $\partial f$-quasiconvex at $x$ then it is eventually $\partial f$-pseudoconvex at $x$.

Proof. Let $w, x \in C$ be such that $f(w)<f(x)$.
(a) If $f$ is $\partial f$-quasiconvex at $x$ then for all $x^{*} \in \partial f(x),\left\langle x^{*}, w-x\right\rangle \leq 0$. Suppose that there exists $x^{*} \in \partial f(x)$ such that $\left\langle x^{*}, w-x\right\rangle=0$. Since $x^{*} \neq 0$, we can find $u \in X$ such that $\left\langle x^{*}, u\right\rangle=1$. By radial upper semicontinuity of $f$, there exists $\varepsilon>0$ such that $y:=w+\varepsilon u \in C$ and $f(y)<f(x)$. Since $f$ is $\partial f$-quasiconvex,

$$
0 \geq\left\langle x^{*}, y-x\right\rangle=\left\langle x^{*}, w-x\right\rangle+\varepsilon\left\langle x^{*}, u\right\rangle=\varepsilon>0
$$

a contradiction. Hence, one has $\left\langle x^{*}, w-x\right\rangle<0$ for all $x^{*} \in \partial f(x)$ : $f$ is $\partial f$-pseudoconvex at $x$.
(b) If $f$ is eventually $\partial f$-quasiconvex at $x$, there exists $x^{*} \in \partial f(x)$, such that $\left\langle x^{*}, w-x\right\rangle \leq 0$. With a similar proof to the one in (a), one gets $\left\langle x^{*}, w-x\right\rangle<0$.

A comparison between $\partial f$-pseudoconvexity, quasiconvexity (in the usual sense) and semi-strict quasiconvexity is given in the next proposition. Similar comparisons have been made in [17, Prop. 11.5], [30], [40], [34] in case $\partial f$ is contained in the dag subdifferential $\partial^{\dagger} f$ defined there. We use the conditions:
(C) if for some $w, x \in C, f$ is constant on $[w, x]$, then one has $\left\langle x^{*}, w-x\right\rangle \leq 0$ for some $x^{*} \in \partial f(x)$.
(M) if $x$ is a local minimizer of $f$, then $0 \in \partial f(x)$.

Condition (C) is satisfied when $\partial f(x) \cap \partial^{D} f(x) \neq \varnothing$, where $\partial^{D} f$ is the Dini-Hadamard subdifferential of $f$, in particular when $f$ is Gâteaux-differentiable at each point of $C$ and $f^{\prime}(x) \in \partial f(x)$. Condition (M) is a natural condition which is satisfied by all sensible generalizations of the derivative used for minimization problems.

Let us recall that a function $f$ is radially nonconstant if one cannot find any line segment on which $f$ is constant.

The first assertion of the following proposition can be given when $f$ is a radially continuous l.s.c. function and $\partial f$ is a valuable generalized differential since if $f$ is $\partial f$-pseudoconvex, then it is $\partial f$-quasiconvex and, by Proposition 4, it is quasiconvex; see also in [1, Theorem 4.1] for the case $X$ admits a smooth renorming. A comparison of assertions (b) and (c) with [1, Proposition 5.2] is made in the example below. The proof of the last assertion is similar to the one of [1, Proposition 5.2]; note that one does not need that $\partial$ be valuable.

Proposition 6 Let $C$ be convex, let $f: C \rightarrow \mathbb{R}_{\infty}$ be $\partial f$-pseudoconvex and $\partial f(x) \neq \varnothing$ for all $x \in C$. Then
(a) $f$ is quasiconvex.
(b) If $f$ satisfies condition ( $C$ ), then it is semi-strictly quasiconvex.
(c) If $f$ satisfies condition $(M)$, then every local minimizer is a global minimizer. Moreover, if $f$ is radially continuous and l.s.c., then it is semi-strictly quasiconvex.
(d) If $f$ is radially nonconstant, then $f$ is strictly $\partial f$-pseudoconvex.

Proof. (a) Let $f$ be $\partial f$-pseudoconvex. Suppose that $f$ is not quasiconvex. Then there exist $w, x, y \in C$ such that $x \in(w, y)$ and $f(x)>f(w), f(x)>f(y)$. By $\partial f$-pseudoconvexity of $f$, for all $x^{*} \in \partial f(x)$ one has $\left\langle x^{*}, w-x\right\rangle<0$ and $\left\langle x^{*}, y-x\right\rangle<0$, a contradiction with the linearity of $x^{*}$.
(b) Now, suppose that $f$ is $\partial f$-pseudoconvex and satisfies condition (C). If $f$ is not semi-strictly quasiconvex then there exist $w, x, y \in C$ with $x \in(w, y)$ such that $f(w)<f(y) \leq f(x)$. Thus, by (a), $f(x)=f(y)$ and $x$ is a maximizer of $f$ on $[w, x]$. Now, if $f([x, y])$ is not constant then there exists $z \in(x, y)$ such that $f(z)<f(x)$, a contradition with the quasiconvexity of $f$ and $f(w)<f(x)$. Hence, $f([x, y])$ is constant. Since $f$ is $\partial f$ pseudoconvex and $f(w)<f(x)$, one has $\left\langle x^{*}, w-x\right\rangle<0$ for all $x^{*} \in \partial f(x)$. On the other hand, by condition (C), there exists $\bar{x}^{*} \in \partial f(x)$ such that $0 \geq\left\langle\bar{x}^{*}, y-x\right\rangle$ : a contradiction.
(c) The first assertion follows from the definition of $\partial f$-pseudoconvexity of $f$ and condition (M). For the second assertion, see [17, Prop. 11.5 (iii)]. Note that for this implication, one does not need that $\partial$ be valuable.
(d) See [1, Proposition 5.2].

Example 5. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be given by $f(x)=0$ for $x \leq 0$ and $f(x)=x$ for $x>0$. Since $f$ is not radially nonconstant, we cannot use [1, Proposition 5.2]. However, appropriate choices of $\partial f$ allow to apply Proposition 6:
(a) Let $\partial f(x)=\mathbb{R}$ for $x<0$ and $\partial f(x)=\mathbb{P}$ for $x \geq 0$. Then $f$ is $\partial f$-pseudoconvex and condition (C) is satisfied. Thus, $f$ is semi-strictly quasiconvex. Note that condition (M) is not satisfied since 0 is a local minimizer of $f$ but $0 \notin \partial f(0)$.
(b) If $\partial f(x)=\mathbb{R}$ for $x \leq 0$ and $\partial f(x)=\mathbb{P}$ for $x>0$, then condition (M) is satisfied.

A simple stability property is given in the following lemma (here the convexity of $C$ is not needed).
Lemma 7 Let $I$ be a finite set. For $i \in I$, let $f_{i}: C \rightarrow \mathbb{R}_{\infty}$, let $\partial f_{i}: C \rightrightarrows X^{*}$ and let $f:=\sup _{i \in I} f_{i}$. For $x \in C$, let $I(x):=\left\{i \in I: f_{i}(x)=f(x)\right\}$ and $\partial f(x):=\operatorname{co}_{i \in I(x)} \partial f_{i}(x)$.

If for $i \in I(x), f_{i}$ is $\partial f_{i}$-pseudoconvex (resp. $\partial f_{i}$-protoconvex, $\partial f_{i}$-quasiconvex) at $x$, then $f$ is $\partial f$ pseudoconvex (resp. $\partial f$-protoconvex, $\partial f$-quasiconvex) at $x$.

Proof. Let $w \in C$ be such that $f(w)<f(x)$. Then for all $i \in I(x)$ one has $f_{i}(w)<f_{i}(x)$. Since $f_{i}$ is $\partial f_{i}$-pseudoconvex, for all $x^{*} \in \cup_{i \in I(x)} \partial f_{i}(x)$, one has $\left\langle x^{*}, w-x\right\rangle<0$. Now, let $x^{*} \in \partial f(x)$. Then there exist $t_{i} \in[0,1], \sum_{i \in I(x)} t_{i}=1$ and $x_{i}^{*} \in \partial f_{i}(x)$ for $i \in I(x)$ such that $x^{*}=\sum_{i \in I(x)} t_{i} x_{i}^{*}$, hence $\left\langle x^{*}, w-x\right\rangle<0$.

A similar proof can be given to show that $f$ is $\partial f$-protoconvex or $\partial f$-quasiconvex at $x$.

## 3 Links with previous works

In [22], assuming a generalized directional derivative $h: V C \rightarrow \overline{\mathbb{R}}$ of $f$ is given, we defined concepts which seem to be related to the present notions. Let us make a precise comparison. Recall that $f$ is $h$-pseudoconvex (resp. $h$-quasiconvex, $h$-protoconvex) at $x$ if for all $w \in C$

$$
\left.\left.\begin{array}{rl}
f(w)<f(x) & \Rightarrow h(x, w-x)<0 \\
\text { (resp. } f(w)<f(x) & \Rightarrow h(x, w-x) \leq 0 \\
\text { resp. } f(w) & \leq f(x)
\end{array}\right) h(x, w-x) \leq 0\right) . ~ \$
$$

Let us first consider the case we dispose of a general differential $\partial f$ which is a generalized pseudo-differential of $f$. The concept of pseudo-differential of $f$ has been introduced by Jeyakumar and Luc in [18] when $h^{+}$and $h_{+}$are the Dini derivatives of $f$. We introduce a slight variant which enables to encompass $[14$, Definitions 2.1, 2.2] and [18].

Definition 8 Let $f: C \rightarrow \overline{\mathbb{R}}$ and $h: V C \rightarrow \overline{\mathbb{R}}$. We say that a subset $\partial f(x)$ of $X^{*}$ is:
(a) an upper $h$-pseudo-differential of $f$ at $x$ if for all $(x, u) \in V C$, we have

$$
\begin{equation*}
h(x, u) \leq \sup \left\{\left\langle x^{*}, u\right\rangle: x^{*} \in \partial f(x)\right\} . \tag{8}
\end{equation*}
$$

(b) a lower $h$-pseudo-differential of $f$ at $x$ if for all $(x, u) \in V C$, we have

$$
\begin{equation*}
h(x, u) \geq \inf \left\{\left\langle x^{*}, u\right\rangle: x^{*} \in \partial f(x)\right\} . \tag{9}
\end{equation*}
$$

(c) an $\left(h^{+}, h_{+}\right)$-pseudo-differential of $f$ at $x$, where $h^{+}, h_{+}: V C \rightarrow \overline{\mathbb{R}}$, if it is an upper $h^{+}$-pseudo differential of $f$ at $x$ and a lower $h_{+-}$pseudo differential of $f$ at $x$.

We say that $\partial f(x)$ is upper exact (resp. lower exact) if for all $u \in X$ one has

$$
\sup \left\{\left\langle x^{*}, u\right\rangle: x^{*} \in \partial f(x)\right\}=\max \left\{\left\langle x^{*}, u\right\rangle: x^{*} \in \partial f(x)\right\}
$$

(resp. $\inf \left\{\left\langle x^{*}, u\right\rangle: x^{*} \in \partial f(x)\right\}=\min \left\{\left\langle x^{*}, u\right\rangle: x^{*} \in \partial f(x)\right\}$ ) whenever the supremum (resp. infimum) is finite. Clearly, if $\partial f(x)$ is weak ${ }^{*}$ compact then $\partial f(x)$ is upper exact and lower exact.

Proposition 9 Let $f: C \rightarrow \mathbb{R}_{\infty}, h: V C \rightarrow \overline{\mathbb{R}}$ and let $\partial f(x)$ be an upper h-pseudo-differential of $f$ at $x$. If $f$ is $\partial f$-quasiconvex (resp. $\partial f$-protoconvex) at $x$, then $f$ is $h$-quasiconvex (resp. $h$-protoconvex) at $x$.

If $f$ is $\partial f$-pseudoconvex at $x$ and if $\partial f(x)$ is upper exact, then $f$ is $h$-pseudoconvex at $x$.
Proof. Let $f$ be $\partial f$-quasiconvex (resp. $\partial f$-protoconvex) at $x$ and let $w \in C$ be such that $f(w)<f(x)$ (resp. $f(w) \leq f(x))$. Since $h(x, w-x) \leq \sup \left\{\left\langle x^{*}, w-x\right\rangle: x^{*} \in \partial f(x)\right\} \leq 0, f$ is $h$-quasiconvex (resp. $h$-protoconvex) at $x$.

Now let $f$ be $\partial f$-pseudoconvex at $x$ and let $w \in[f<f(x)]$. Then for all $x^{*} \in \partial f(x)$, one has $\left\langle x^{*}, w-x\right\rangle<0$. Thus, if $\partial f(x)$ upper exact, one has $\max \left\{\left\langle x^{*}, u\right\rangle: x^{*} \in \partial f(x)\right\}<0$, hence $h(x, w-x)<0$ and so $f$ is $h$ pseudoconvex at $x$.

We have a kind of converse.
Proposition 10 Let $\partial f(x)$ be a lower h-pseudo-differential of $f$ at $x$. If $f$ is h-pseudoconvex then $f$ is eventually $\partial f$-pseudoconvex.

If $f$ is h-quasiconvex (resp. h-protoconvex) at $x$ and if $\partial f(x)$ is lower exact, then $f$ is eventually $\partial f$ quasiconvex (resp. eventually $\partial f$-protoconvex) at $x$.

Proof. Since $f$ is $h$-pseudoconvex at $x$, for any $w \in C, f(w)<f(x)$, one has

$$
0>h(x, w-x) \geq \inf \left\{\left\langle x^{*}, w-x\right\rangle: x^{*} \in \partial f(x)\right\}
$$

Hence, there exists $x^{*} \in \partial f(x)$ such that $\left\langle x^{*}, w-x\right\rangle<0: f$ is eventually $\partial f$-pseudoconvex at $x$.
Now, let $f$ be $h$-quasiconvex (resp. $h$-protoconvex) at $x$. For any $w \in C, w \in[f<f(x)]$ (resp. $w \in[f \leq$ $f(x)]$ ), one has

$$
0 \geq h(x, w-x) \geq \inf \left\{\left\langle x^{*}, w-x\right\rangle: x^{*} \in \partial f(x)\right\}
$$

Since $\partial f(x)$ is lower exact, there exists $x^{*} \in \partial f(x)$ such that $\left\langle x^{*}, w-x\right\rangle \leq 0$. Hence, $f$ is eventually $\partial f$ quasiconvex (resp. eventually $\partial f$-protoconvex) at $x$.

Now, let us assume that $\partial f$ is the generalized differential of $f$ associated with a bifunction $h$ in the following way:

$$
\partial f(x):=\partial^{h} f(x):=\partial h(x, \cdot)(0):=\left\{x^{*} \in X^{*}: \forall u \in X,\left\langle x^{*}, u\right\rangle \leq h(x, u)\right\} .
$$

We will use the following conditions on $h$ :

$$
\begin{array}{ll}
\forall w, x \in C & h(x, w-x)=\sup \left\{\left\langle x^{*}, w-x\right\rangle: x^{*} \in \partial^{h} f(x)\right\} \\
\forall w, x \in C & h(x, w-x)=\max \left\{\left\langle x^{*}, w-x\right\rangle: x^{*} \in \partial^{h} f(x)\right\} \tag{S'}
\end{array}
$$

Condition (S) (resp. ( $\left.\mathrm{S}^{\prime}\right)$ ) is satisfied when $C$ is open and for all $x \in C$ the function $h(x, \cdot)$ is sublinear and l.s.c. (resp. continuous).

Proposition 11 (a) If $f$ is h-pseudoconvex (resp. h-quasiconvex, h-protoconvex) at $x$, then $f$ is $\partial^{h} f$-pseudoconvex (resp. $\partial^{h}$ f-quasiconvex, $\partial^{h}$ f-protoconvex) at $x$.
(b) Conversely, if $f$ is $\partial^{h} f$-pseudoconvex at $x$ and if $h$ satisfies condition ( $S^{\prime}$ ), then $f$ is $h$-pseudoconvex at $x$.
(c) If $f$ is $\partial^{h} f$-quasiconvex (resp. $\partial^{h} f$-protoconvex) at $x$ and if $h$ satisfies condition (S), then $f$ is $h$ quasiconvex (resp. h-protoconvex) at $x$.

Proof. (a) If $f$ is $h$-pseudoconvex at $x$, then for $w \in[f<f(x)]$ and $x^{*} \in \partial^{h} f(x)$ one has $\left\langle x^{*}, w-x\right\rangle \leq$ $h(x, w-x)<0$. Thus $f$ is $\partial^{h} f$-pseudoconvex. Now, if $f$ is $h$-quasiconvex (resp. $h$-protoconvex) at $x$ then for $w \in[f<f(x)]$ (resp. $w \in[f \leq f(x)]$ ), $x^{*} \in \partial^{h} f(x)$, one has $\left\langle x^{*}, w-x\right\rangle \leq h(x, w-x) \leq 0$ and then $f$ is $\partial^{h} f$-quasiconvex (resp. $\partial^{h} f$-protoconvex) at $x$.
(b) It follows from Proposition 9, since when $h$ satisfies condition ( $\mathrm{S}^{\prime}$ ), $\partial^{h} f(x)$ is an upper $h$-pseudodifferential of $f$ at $x$ which is upper exact.
(c) Since $h$ satisfy condition (S), $\partial^{h} f$ is an upper $h$-pseudo-differential of $f$ at $x$. Thus, the conclusion follows from the first assertion of Proposition 9.

## 4 Optimality conditions for problems with constraints

In the present section, we apply the preceding concepts to the constrained minimization problem

$$
(\mathcal{C}) \quad \min f(x) \text { subject to } x \in C,
$$

where $C$ is a subset of $X$, and $f: C \rightarrow \mathbb{R}_{\infty}$. Let $S$ be the set of solutions to $(\mathcal{C})$ and let $\partial f: C \rightrightarrows X^{*}$ be a generalized differential of $f$.

Let us give a sufficient condition for $(\mathcal{C})$.
Proposition 12 (a) Let $f$ be $\partial f$-pseudoconvex at $a \in C$. If $0 \in \partial f(a)+N(C, a)$, then $a$ is a solution to (C).
(b) Let $f$ be eventually $\partial f$-pseudoconvex at $a \in C$. If $-\partial f(a) \subset N(C, a)$, then $a$ is a solution to $(\mathcal{C})$.
(c) If $f$ is $\partial f$-pseudoconvex at $a$, if $\partial f(a)$ is upper exact and if the following condition holds, then $a$ is $a$ solution to $(\mathcal{C})$ :

$$
\begin{equation*}
\sup _{a^{*} \in \partial f(a)}\left\langle a^{*}, u\right\rangle \geq 0 \quad \forall u \in V(C, a) . \tag{10}
\end{equation*}
$$

Proof. (a) Let us note that the assumption of (a) is stronger than the assumption of (c). However, we give a direct proof. If $0 \in \partial f(a)+N(C, a)$, then there exists $a^{*} \in \partial f(a)$ such that $\left\langle a^{*}, x-a\right\rangle \geq 0$ for all $x \in C$. Since $f$ is $\partial f$-pseudoconvex at $a$, one has $f(x) \geq f(a)$ for all $x \in C: a \in S$.
(b) Suppose $-\partial f(a) \subset N(C, a)$ and $f$ is eventually $\partial f$-pseudoconvex at $a$. If for some $x \in C$ one has $f(x)<f(a)$ then there exists $a^{*} \in \partial f(a)$ such that $\left\langle a^{*}, x-a\right\rangle<0$, a contradiction with $-a^{*} \in N(C, a)$.
(c) Supposing that $a \notin S$ we show that (10) does not hold. Let $x \in C$ be such that $f(x)<f(a)$. Since $f$ is $\partial f$-pseudoconvex at $a$, for all $a^{*} \in \partial f(a)$, we have $\left\langle a^{*}, x-a\right\rangle<0$. Since $\partial f(a)$ is upper exact, we get $\max \left\{\left\langle a^{*}, x-a\right\rangle: a^{*} \in \partial f(a)<0\right.$ and (10) does not hold.

It follows from Lemma 2 that the preceding proposition implies the result in [21, Prop. 5].
The following example shows that with some suitable choices of $\partial f$, the assumptions of the preceding proposition reduce to the condition $0 \in \partial f(a)+N(C, a)$.
Example 6. Let us take for $\partial f$ the subdifferentials $\partial^{0} f$ and $\partial^{\wedge} f$ given in [30, Example 7.2] as follows

$$
\begin{aligned}
& x^{*} \in \partial^{0} f(x) \Leftrightarrow f(x)=\min _{\left\langle x^{*}, w\right\rangle>1} f(w),\left\langle x^{*}, x\right\rangle>1 \\
& x^{*} \in \partial^{\wedge} f(x) \Leftrightarrow f(x)=\min _{\left\langle x^{*}, w\right\rangle \geq 1} f(w),\left\langle x^{*}, x\right\rangle \geq 1
\end{aligned}
$$

Then, any function $f$ is $\partial f$-pseudoconvex: if $x^{*} \in \partial^{0} f(x)$ is such that $\left\langle x^{*}, w-x\right\rangle \geq 0$, then $\left\langle x^{*}, w\right\rangle \geq\left\langle x^{*}, x\right\rangle>1$, hence $f(w) \geq f(x)$. Similarly, we have that $f$ is $\partial^{\wedge} f$-pseudoconvex.

The next proposition is similar to [4, Prop. 4.1]. Note that here, we do not need the quasiconvexity of $f$ and moreover $\partial f(x)$ may be different from $N_{f}^{<}(x) \backslash\{0\}$. Also, we do not need the additional assumptions of Proposition 5 which would enable to apply the preceding proposition.

Proposition 13 Let $C$ be convex and let $f$ be $\partial f$-quasiconvex and radially upper semicontinuous at $a \in C$. Assume that $0 \notin \partial f(a)$ and $C^{\perp}:=\left\{x^{*} \in X^{*}: \forall w, x \in C,\left\langle x^{*}, x\right\rangle=\left\langle x^{*}, w\right\rangle\right\}=\{0\}$. If $0 \in \partial f(a)+N(C, a)$, then $a$ is a solution to $(\mathcal{C})$.

Proof. Since $0 \in \partial f(a)+N(C, a)$, there exists $a^{*} \in \partial f(a)$ such that $\left\langle a^{*}, x-a\right\rangle \geq 0$ for all $x \in C$. Since $C^{\perp}=0$, there exists $w \in C$ such that $\left\langle a^{*}, w-a\right\rangle>0$. Now, for any given $x \in \bar{C}, t \in(0,1)$, we define $x_{t}:=(1-t) x+t w$ so that

$$
\left\langle a^{*}, x_{t}-a\right\rangle=(1-t)\left\langle a^{*}, x-a\right\rangle+t\left\langle a^{*}, w-a\right\rangle>0
$$

Since $f$ is $\partial f$-quasiconvex at $a$, one has $f\left(x_{t}\right) \geq f(a)$ and then $f(x) \geq f(a)$ by radial upper semicontinuity of $f$ at $a$. Thus, $a \in S$.

When a suitable bifunction $h$ is available and $\partial f$ is an upper $h$-pseudo-differential of $f$, condition (10) turn to be necessary.

Proposition 14 Let $C$ be convex, $h: V C \rightarrow \mathbb{R}$ be such that $h(a, \cdot) \geq D_{+} f(a, \cdot)$ and let a subset $\partial f(a)$ of $X^{*}$ be an upper h-pseudo-differential of $f$ at $a$. If $a \in S$ then condition (10) holds.

Proof. Let $a \in S$ and $u \in V(C, a)$. Let $x \in C$ be such that $u:=x-a$. Then

$$
0 \leq D_{+} f(a, x-a) \leq h(a, x-a) \leq \sup \left\{\left\langle a^{*}, x-a\right\rangle a^{*} \in \partial f(a)\right\}
$$

Under some additional convexity assumptions, the sufficient condition of Proposition 12 (a) also is necessary.
Proposition 15 Let $C$ be convex, let $h: V C \rightarrow \mathbb{R}$ be such that $h(a, \cdot) \geq D_{+} f(a, \cdot)$ and let $\partial f(a)$ be an upper $h$-pseudo-differential of $f$ at a. Assume that $h(a, \cdot)$ is sublinear and continuous. If $a \in S$ then $0 \in$ $\mathrm{w}^{*}-\mathrm{cl}(\operatorname{co}(\partial f(a)))+N(C, a)$. In particular, if $\partial f(a)$ is weak* closed convex, one has $0 \in \partial f(a)+N(C, a)$.

Note that the assumption that $\partial f(a)$ is weak* closed convex is satisfied when $\partial f(a)=\partial^{h} f(a)$.
Proof. Let $a \in S$. One has $h(a, v) \geq 0$ for all $v \in V(C, a)$ by [22, Proposition 27] or, equivalently, $h(a, \cdot)+\iota_{V(C, a)}(\cdot) \geq 0$. Since $C$ is convex, $V(C, a)$ is a convex set. Hence we have $0 \in \partial\left(h(a, \cdot)+\iota_{V(C, a)}(\cdot)\right)(0)$ so that $0 \in \partial h(a, \cdot)(0)+\partial \iota_{V(C, a)}(0)$. Now since $\partial f(a)$ is an upper $h$-pseudo-differential of $f$ at $a$, the set $\partial h(a, \cdot)(0)$ is contained in the weak* closed convex hull of $\partial f(a)$, which is $\partial f(a)$. Hence, we get $0 \in \partial f(a)+N(C, a)$.

Let us give some other optimality conditions in the spirit of Minty variational inequalities and [4]. Recall ([3]) that a multimap $T: C \rightrightarrows X^{*}$ is said to be upper sign-continuous on $C$ if, for every $w, x \in C$, the following implication (in which $x_{t}:=t x+(1-t) w$ ) holds:

$$
\forall t \in(0,1), \quad \inf \left\{\left\langle x_{t}^{*}, w-x\right\rangle: x_{t}^{*} \in T\left(x_{t}\right)\right\} \geq 0 \Rightarrow \sup \left\{\left\langle x^{*}, w-x\right\rangle: x^{*} \in T(x)\right\} \geq 0
$$

We will use the following assumption taken from ([3]):
(A) for every $x \in C$ there exists a convex neighborhood $V_{x}$ of $x$ and an upper sign-continuous operator $T: V_{x} \cap C \rightarrow 2^{X^{*}}$ with nonempty values satisfying $T(w) \subseteq \partial f(w)$ for all $w \in V_{x} \cap C$.

Proposition 16 Let $C$ be convex, let $\partial f: C \rightrightarrows X^{*}$ and let $f$ be $\partial f$-protoconvex on $C$. If $a \in S$, then for any $x \in C$ one has

$$
\inf \left\{\left\langle x^{*}, x-a\right\rangle: x^{*} \in \partial f(x)\right\} \geq 0
$$

If assumption (A) holds then condition (10) is satisfied. If moreover $T(a)$ is convex, $w^{*}$-compact, then $0 \in$ $\partial f(a)+N(C, a)$.

Proof. Suppose that there exist $x \in C$ and $x^{*} \in \partial f(x)$ such that $\left\langle x^{*}, x-a\right\rangle<0$. Since $f$ is $\partial f$-protoconvex at $x$, one has $f(a)>f(x)$ : a contradition with $a \in S$. Thus, $\inf \left\{\left\langle x^{*}, x-a\right\rangle: x^{*} \in \partial f(x)\right\} \geq 0$ for all $x \in C$.

Since, for every $x \in C$, there exists a convex neighborhood $V_{x}$ of $x$ such that for any $w \in V_{x} \cap C$, $T(w) \subseteq \partial f(w)$, one has

$$
\inf _{w \in V_{x} \cap C} \inf \left\{\left\langle w^{*}, w-a\right\rangle: w^{*} \in T(w)\right\} \geq 0 .
$$

Since $T$ is upper sign-continuous and $V_{x} \cap C$ is a convex set, for $w \in V_{x} \cap C$ and $t \in(0,1)$, we have $w_{t}:=$ $(1-t) a+t w \in V_{x} \cap C$ and $\inf \left\{\left\langle w_{t}^{*}, w_{t}-a\right\rangle: w_{t}^{*} \in T\left(w_{t}\right)\right\} \geq 0$ hence $\inf \left\{\left\langle w_{t}^{*}, w-a\right\rangle: w_{t}^{*} \in T\left(w_{t}\right)\right\} \geq 0$. By upper sign-continuity of $T$, we deduce that $\sup \left\{\left\langle a^{*}, w-a\right\rangle: a^{*} \in T(a)\right\} \geq 0$ for all $w \in V_{x} \cap C$. Using the convexity of $C$, we get condition (10). Moreover, when $T(a)$ is convex, weak* compact, one has

$$
\inf _{x \in C} \max _{a^{*} \in T(a)}\left\langle a^{*}, x-a\right\rangle \geq 0
$$

Now, applying the Sion minimax theorem or [3, Lemma 2.1(iii)], we get

$$
\max _{a^{*} \in T(a)} \inf _{x \in C}\left\{\left\langle a^{*}, x-a\right\rangle\right\} \geq 0
$$

Hence there exists some $a^{*} \in T(a) \subset \partial f(a)$ such that $-a^{*} \in N(C, a)$.
Now let us turn to optimality conditions formulated in terms of normal cones to sublevel sets. The following result can be couched in terms of the adjusted normal cone to $f$ as in [5, Prop. 5.1]; here we give a short proof which avoids this concept.

Proposition 17 Let $f$ be a continuous, semi-strictly quasiconvex function on a convex $C$ and let $a \in X$ be such that $f(a)>\inf _{X} f$. Then $a \in S$ if, and only if, $0 \in N_{f}(a) \backslash\{0\}+N(C, a)$.

Proof. Since $a \in S$ we have that $S_{f}^{<}(a)$ is disjoint from $C$. Since these two sets are convex and $S_{f}^{<}(a)$ is open, the Hahn-Banach theorem yields some $a^{*} \in X^{*} \backslash\{0\}$ and some $\alpha \in \mathbb{R}$ such that

$$
\forall w \in S_{f}^{<}(a), \forall x \in C \quad \quad\left\langle a^{*}, w\right\rangle>\alpha \geq\left\langle a^{*}, x\right\rangle
$$

Since $f$ is semi-strictly quasiconvex, $a$ belongs to $C$ and the closure of $S_{f}^{<}(a)$. Thus $\left\langle a^{*}, a\right\rangle=\alpha$ and

$$
\forall w \in S_{f}^{<}(a), \forall x \in C \quad\left\langle a^{*}, w-a\right\rangle>0 \geq\left\langle a^{*}, x-a\right\rangle
$$

Therefore $a^{*} \in N(C, a)$ and $-a^{*} \in N_{f}(a) \backslash\{0\}$ since $N_{f}^{<}(a)=N_{f}(a)$ by Lemma 3.
Now, assume that $0 \in N_{f}(a) \backslash\{0\}+N(C, a)$. By Lemma $3, f$ is $N_{f} \backslash\{0\}$-pseudoconvex at $a$. Hence, we get $a \in S$ by Proposition 12(a).

Under special assumptions, one has a stronger necessary condition.
Proposition 18 (a) If $-f$ is $(-\partial f)$-protoconvex at $a \in S$, then $-\partial f(a) \subset N(C, a)$.
(b) If $-f$ is eventually $(-\partial f)$-protoconvex at $a \in S$, then condition (10) is satisfied.

Proof. (a) Let $a \in S$. Since $-f$ is $-\partial f$-protoconvex at $a$ and, for all $x \in C,-f(x) \leq-f(a)$, for all $a^{*} \in \partial f(a)$ one has $\left\langle-a^{*}, x-a\right\rangle \leq 0$ for all $x \in C$ so that $-a^{*} \in N(C, a)$. Thus, $-\partial f(a) \subset N(C, a)$.
(b) Let $a \in S$. Since $-f$ is eventually $-\partial f$-protoconvex at $a$ and, for all $x \in C,-f(x) \leq-f(a)$, there exists $a^{*} \in \partial f(a)$ such that $\left\langle a^{*}, x-a\right\rangle \geq 0$. Thus, we get $\inf _{x \in C} \max _{a^{*} \in \partial f(a)}\left\langle a^{*}, x-a\right\rangle \geq 0$.

With a similar proof, we have the following proposition.
Proposition 19 Let $a \in C$ be a strict solution of $(\mathcal{C})$ (i.e. for all $x \in C, f(a)<f(x)$ ).
(a) If $-f$ is $(-\partial f)$-quasiconvex at $a$, then $-\partial f(a) \subset N(C, a)$.
(b) If $-f$ is $(-\partial f)$-pseudoconvex at $a$, then $-\partial f(a) \subset N(C, a) \backslash\{0\}$.

Example 6 shows that if we take $\partial f:=-\partial^{0}(-f)$ or $\partial f:=-\partial^{\wedge}(-f)$, the pseudoconvexity assumption of the preceding proposition is automatically satisfied.

## 5 Mathematical programming problems

Let us consider now the case in which the constraint set $C$ is defined by a finite family of inequalities, so that problem $(\mathcal{C})$ turns into the mathematical programming problem

$$
(\mathcal{M}) \min f(x) \text { subject to } x \in C:=\left\{x \in X: g_{1}(x) \leq 0, \ldots, g_{n}(x) \leq 0\right\},
$$

where $f: W \rightarrow \mathbb{R}_{\infty}, g_{i}: W \rightarrow \mathbb{R}_{\infty}$ and $W$ is a subset of $X$.
Let $a \in C$, and let $I:=\{1, \ldots, n\}, I(a):=\left\{i \in I: g_{i}(a)=0\right\}$.
Let us first present sufficient optimality conditions.
Proposition 20 Let $f$ be $\partial f$-pseudoconvex at $a \in C$ and $g_{i}$ be $\partial g_{i}$-protoconvex at a for $i \in I(a)$. If for all $x \in C$, there exist $a^{*} \in \partial f(a), a_{i}^{*} \in \partial g_{i}(a)(i \in I(a))$ and $\left(y_{i}\right) \in \mathbb{R}_{+}^{I(a)}$ such that $\left\langle a^{*}+\sum_{i \in I(a)} y_{i} a_{i}^{*}, x-a\right\rangle \geq 0$ (in particular, if $a^{*}+\sum_{i \in I(a)} y_{i} a_{i}^{*}=0$ for some $a^{*} \in \partial f(a)$ and some $a_{i}^{*} \in \partial g_{i}(a)$ for $\left.i \in I(a)\right)$, then $a$ is a solution to problem $(\mathcal{M})$.

Proof. Suppose on the contrary that there exists some $x \in C$ such that $f(x)<f(a)$. Since $f$ is $\partial f$ pseudoconvex at $a$ and $a^{*} \in \partial f(a)$, we have $\left\langle a^{*}, x-a\right\rangle<0$. Since for $i \in I(a), g_{i}$ is $\partial g_{i}$-protoconvex at $a$ and $a_{i}^{*} \in \partial g_{i}(a)$, we have $\left\langle a_{i}^{*}, x-a\right\rangle \leq 0$. Taking $\left(y_{i}\right) \in \mathbb{R}_{+}^{I(a)}$ as in our assumption, we get a contradiction with the relation

$$
\left\langle a^{*}, x-a\right\rangle+\sum_{i \in I(a)} y_{i}\left\langle a_{i}^{*}, x-a\right\rangle<0
$$

deduced from the preceding inequalities.
Remark (a) According to Proposition 4, the condition that $g_{i}$ is $\partial g_{i}$-protoconvex at $a$ can be replaced by quasiconvexity of $g_{i}$ and $\partial g_{i}(a) \subseteq \partial^{r} g_{i}(a)$ for $i \in I(a)$.
(b) By Lemma 2 (b) and (c), the preceding proposition implies [21, Thm. 11].

A variant with a similar proof can be given.
Proposition 21 Let $f$ be eventually $\partial f$-pseudoconvex at $a \in C$ and let $g_{i}$ be eventually $\partial g_{i}$-protoconvex at a for $i \in I(a)$. If for all $x \in C, a^{*} \in \partial f(a)$ and $a_{i}^{*} \in \partial g_{i}(a)(i \in I(a))$ there exists $\left(y_{i}\right) \in \mathbb{R}_{+}^{I(a)}$ such that $\left\langle a^{*}+\sum_{i \in I(a)} y_{i} a_{i}^{*}, x-a\right\rangle \geq 0$, then $a$ is a solution to problem $(\mathcal{M})$.

Another sufficient condition can be given.
Proposition 22 Let $f$ be $\partial f$-quasiconvex and radially upper semicontinuous at $a \in C$ and let $g_{i}$ be quasiconvex for $i \in I$. Assume that $0 \notin \partial f(a), C^{\perp}=\{0\}$ and $\partial g_{i}(a) \subseteq \partial^{r} g_{i}(a)$ for $i \in I(a)$. If there exists $\left(y_{i}\right) \in \mathbb{R}_{+}^{I(a)}$ such that $a^{*}+\sum_{i \in I(a)} y_{i} a_{i}^{*}=0$ for some $a^{*} \in \partial f(a)$ and some $a_{i}^{*} \in \partial g_{i}(a)(i \in I(a))$, then $a$ is a solution to problem $(\mathcal{M})$.

Proof. By Proposition $4(\mathrm{a}), g_{i}$ is $\partial g_{i}$-protoconvex at $a$. Let $a^{*} \in \partial f(a), a_{i}^{*} \in \partial g_{i}(a)$ and $y_{i} \in \mathbb{R}_{+}(i \in I(a))$ be such that $a^{*}+\sum_{i \in I(a)} y_{i} a_{i}^{*}=0$. Since for all $x \in C, i \in I(a)$, one has $g_{i}(x) \leq g_{i}(a)$, hence $\left\langle a_{i}^{*}, x-a\right\rangle \leq 0$, we obtain $-a^{*}=\sum_{i \in I(a)} y_{i} a_{i}^{*} \subseteq N(C, a)$. Then Proposition 13 yields the conclusion.

Now let us turn to necessary optimality conditions for $(\mathcal{M})$. Let us first consider the case of a single constraint which is quasiconvex.

Proposition 23 Let $\partial f: W \rightrightarrows X^{*}$ and let $f$ be $\partial f$-protoconvex. Let $g_{1}$ be quasiconvex, $a \in S$ and $g_{1}(a)=0$. If assumption (A) holds and if $T(a)$ is convex $w^{*}$-compact, then there exists $y_{1} \in \mathbb{R}_{+}$such that

$$
0 \in \partial f(a)+y_{1} N\left(S_{g_{1}}(a), a\right)
$$

Proof. One has $0 \in \partial f(a)+N(C, a)$ by Proposition 16. On the other hand, since $g_{1}(a)=0$, we have $C=S_{g_{1}}(a)$ and $N(C, a)=N\left(S_{g_{1}}(a), a\right)$. Setting $y_{1}=1$, we have the conclusion.

Now, let us turn to the general case. We shall use the following lemma in which $\Delta:=\left\{\left(x_{i}\right)_{i \in I(a)}\right.$ : $\left.\forall j, k \in I(a), x_{j}=x_{k}\right\}$ is the diagonal of $X^{I(a)}$. Its proof is a consequence of the rule for computing the subdifferential of a sum of convex functions, applied to the case the functions are the indicator functions of the sets $C_{i}:=g_{i}^{-1}((-\infty, 0])$.

Lemma 24 Assume $g_{i}$ is quasiconvex for all $i \in I, g_{i}$ is u.s.c. at a for all $i \in I \backslash I(a)$ and let $C_{i}:=$ $g_{i}^{-1}((-\infty, 0]), a \in X$. Assume that one of the following two conditions holds:
(a) there exist some $k \in I(a)$ and some $z \in C_{k}$ such that $g_{i}(z)<0$ for each $i \in I(a) \backslash\{k\}$ (Slater condition).
(b) $X$ is complete, $g_{i}$ is l.s.c. for all $i \in I(a)$ and $\mathbb{R}_{+}\left(\Delta-\prod_{i \in I(a)} C_{i}\right)=X^{I(a)}$.

Then

$$
N(C, a)=\sum_{i \in I} \mathbb{R}_{+} N\left(C_{i}, a\right)
$$

This lemma and Proposition 16 entail the following result.
Proposition 25 Let $\partial f: W \rightrightarrows X^{*}$ and let $f$ be $\partial f$-protoconvex. Suppose $g_{1}, \ldots, g_{n}$ satisfy the assumptions of the preceding lemma, assumption $(A)$ holds and $T(a)$ is convex $w^{*}$-compact. Then there exists $\left(y_{i}\right) \in \mathbb{R}_{+}^{I(a)}$ such that

$$
0 \in \partial f(a)+\sum_{i \in I(a)} y_{i} N\left(S_{g_{i}}(a), a\right)
$$

Note that this optimality condition can be formulated in terms of Gutierrez functions to the constraints. Recall from [21] that $f$ is a Gutiérrez function at $a$ if its sublevel set $S_{f}(a)$ is convex and such that

$$
N\left(S_{f}(a), a\right)=\mathbb{R}_{+} \partial^{\leq} f(a)
$$

By the preceding proposition and [21, Lemma 9], if the constraints $\left(g_{i}\right)_{i \in I(a)}$ are Gutiérrez function at $a$ in the preceding proposition as in the preceding lemma, then there exists $\left(y_{i}\right) \in \mathbb{R}_{+}^{I(a)}$ such that $0 \in \partial f(a)+$ $\sum_{i \in I(a)} y_{i} \partial \leq g_{i}(a)$.

Using representations of normal vectors to sublevels sets such as [7, Theorem 3.3.4], [28, Theorem 4.1], [37, Proposition 5.4] under appropriate assumptions, one can derive from the last proposition necessary conditions in fuzzy or limiting forms.
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