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Numerical approximations of one-dimensional linearconservation equations with discontinuous coe�cients 1Laurent GOSSE2 & Fran�cois JAMES3
AbstractConservative linear equations arise in many areas of application, including continuummechanics or high-frequency geometrical optics approximations. This kind of equationsadmits most of the time solutions which are only bounded measures in the space variableknown as duality solutions. In this paper, we study the convergence of a class of �nite-di�erences numerical schemes and introduce an appropriate concept of consistency with thecontinuous problem. Some basic examples including computational results are also supplied.
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1 IntroductionThis paper is devoted to rather general numerical approximations of the following linear conser-vation equation: � @t�+ @x(a�) = 0 for (t; x) 2 ]0; T [�R;�(0; :) = �0 2Mloc(R); (1)when the coe�cient a satis�esa 2 L1(]0; T [�R); @xa � � in ]0; T [�R; � 2 L1(]0; T [): (2)We shall also consider briey the corresponding transport equation� @tu+ a@xu = 0 for (t; x) 2 ]0; T [�R;u(0; :) = u0 2 BVloc(R): (3)This kind of equations is encountered for example in the �eld of non linear hyperbolic sys-tems. The transport equation appears in the context of nonconservative products involved forinstance in multispecies chemical reacting models, and in several numerical methods for hy-perbolic systems (see e.g. [9, 20]). The conservation equation arises when considering systemswith measure-valued solutions, see for instance [19, 21, 29]. Another �eld of application is theso-called pressureless gases model: [1, 10, 16, 4, 5]. Equation (1) appears also explicitly whenlinearizing a nonlinear hyperbolic equation@tu+ @xf(u) = 0 (4)with respect to the initial data or the ux f . Concerning the �rst case, we refer to the numericalapplication by Olazabal [24], where a 2-dimensional perturbation of a 1-dimensional shock isstudied (see also [15]). A simpli�ed model for this is the linearized equation@t�+ @x[f 0(u)�] = 0; (5)and we refer to [6] for a theoretical study of this problem when f is convex. In the context ofthe ux identi�cation for convex scalar conservation laws, we obtain the same equation, with ameasure-valued right-hand side. We refer to [18], where the adopted point of view is very closeto the one in this paper.One may consider also the high-frequency geometrical optics approximations for the two-dimensional Helmholtz equation in a non-homogeneous medium. If one looks for planar wavesolutions in the form A(x; y)ei!'(x;y), where A is the amplitude, ! the time frequency, and ' thephase of the wave, then ' satis�es a steady eikonal equation with a source term on the right-handside and the \energy" ~A = A2=2 might be sought as the solution of divx;y( ~A�r') = 0 (cf [11, 12]).Most of the numerical approximations one can get for this stationary problem are obtained by atime dependant scheme iterated up to the convergence. The following one-dimensional equationcan therefore be considered as a simpli�ed model for this process:@t ~A+ @x(@x' � ~A) = 0: (6)Since ' is usually de�ned in the sense of the viscosity theory [23], it is only endowed with aLipschitz smoothness in space. This matches the context in which we propose our work.An appropriate theoretical framework for (1) has been recently introduced by Bouchut andJames [2, 3] (see also Poupaud and Rascle [26] for another approach in the multidimensionalcase). It turns out that, in most of the cases, � is a measure in the space variable. So, becauseof the very low regularity imposed on the coe�cient a, one cannot treat a priori this Cauchy2



problem in the theory of distributions. One way out is to understand the solution of (1) in theduality sense. For this purpose, it will be useful to write down the dual problem� @tp+ a@xp = 0; (t; x) 2 ]0; T [�R;p(T; :) = pT 2 Lip(R) with compact support: (7)It is known that this backward problem admits a Lipschitz continuous solution under condition(2), and this fact has been already used to obtain uniqueness for (4) (see [25, 8, 17, 28, 22]). Thepoint is that there is no uniqueness for (7), and one of the main results in [2, 3] is to characterizea class of solutions, known as reversible solutions, for which existence and uniqueness hold. Theduality solution of (1) is then the unique element of the space C([0; T ];Mloc(R)) satisfying forall reversible p's ddt ZR p(t; x)�(t; dx) = 0: (8)A similar notion can be introduced for (3). Equipped with this characterization, it is thereforepossible to give a precise interpretation of the ambiguous product (a�) in the distributionalframework.We want now to make more precise what we mean by numerical approximation of (1). Weconsider for K 2 N conservative algorithms of the type:8>>>>>>><>>>>>>>: �n+1j = �nj � �t�x �< Anj+ 12 ; ~�nj+ 12 >R2K � < Anj� 12 ; ~�nj� 12 >R2K�~�nj+ 12 = (�nj�K+1; :::; �nj+K) 2 R2KAnj+ 12 = (anj+ 12 ;�K+1; :::; anj+ 12 ;K) 2 R2K (9)where �nj and Anj+ 12 denote respectively some approximations of �(n�t; j�x) and a(n�t; j�x).At this numerical level, the main di�culty is to handle the lack of a priori estimates satis�ed by(9). Consequently, most of the work is done estimating what we called the dual scheme which isobtained by a summation by parts (as it is done for the continuous equations). Because of thesmoothness of the reversible solutions of (7), it seems more hopeful to seek strong properties suchas BV , L1 or Lipschitz-like bounds for these backward approximations. We prove that, undersome CFL-type conditions on the space-time grid, we have compactness results and convergencetowards the reversible solution associated to every smooth �nal data. Moreover, property (8) isautomatically enforced by the de�nition of our dual scheme. Finally, as a consequence of theconservative character of (9), we have also a uniform bound on the total mass of the approximatesolution of (1). Putting all these arguments together gives easily the expected convergence resulttowards the duality solution of the problem (1).Consequently, this paper is organized as follows: in Section 2, we recall the speci�c charac-terizations of duality solutions for (1) and (3), with the existence and uniqueness results. Wepresent also the derivation of the universal representative â of a, which gives a meaning to theproduct a� in the distribution theory. In Section 3, we develop our theory for conservative(2K + 1)-points schemes for (1) and (3). We de�ne the associated dual scheme and analyseits behaviour by checking the sign of some appropriate coe�cients. The cornerstone of ourconvergence proofs are some positivity requirements for these coe�cients, which give boundson the amplitude and the total variation of the approximations, as well as monotonicity andmonotonicity preserving properties, together with a convenient notion of weak consistency withthe time-continuous equation (1). In Section 4, we use these general results to establish theconvergence of some very classical numerical schemes developed in the context of scalar conser-vation laws belonging to the Lax-Friedrichs (LxF) and upwind families. Finally, in Section 5,3



we present some numerical computations obtained with three-points schemes taken from boththese classes.2 Some features about duality solutionsIn this section we recall the de�nitions of the duality solutions to the direct problems (1) and(3), introduced by Bouchut and James [2, 3]. As mentioned before, a key tool is the adjointequation, (7) for the conservative case, and� @t� + @x(a�) = 0; (t; x) 2 ]0; T [�R�(T; :) = �T 2 L1loc(R) (10)for the transport equation. We �rst introduce the notion of reversible solutions to the backwardproblems (7) and (10). Since one of the aims of this paper is to characterize the approximationsof (1) and (3) for which the afore mentioned dual scheme mimics these properties, we stateprecisely the most important properties of these solutions. Next, we give the de�nitions andfundamental properties of duality solutions.In all Section 2 we consider a coe�cient a 2 L1(
), 
 =]0; T [�R, satisfying the one-sidedLipschitz condition (2). Notice that (2) actually implies some regularity on a: indeed for almostevery t 2]0; T [, a(t; :) 2 BVloc(R) and for any x1 < x2TV[x1;x2](a(t; :)) � 2 (j�(t)j(x2 � x1) + kakL1) : (11)Following [3], we introduce the following four spaces:SM = C([0; T ];Mloc(R) � �(Mloc(R); Cc(R)));SLip = Liploc([0; T ] � R);SBV = C([0; T ]; L1loc(R))\ B([0; T ]; BVloc(R));SL1 = C([0; T ]; L1loc(R) � �(L1loc(R); L1c (R))): (12)We are here interested in solutions p 2 SLip to (7), � 2 SM to (1) and to solutions � 2 SL1 to(10), u 2 SBV to (3).Detailed proofs of all the theorems in this section are to be found in [3].2.1 Reversible solutions of the dual backward problemsWe shall denote by L the space of Lipschitz solutions to (7). The key problem here is that thereis no uniqueness for solutions in this class, as is it evidenced by the following example (Conway[8]). Consider a(x) = � sgn(x). Then any solution to (7) is of the following form:p(t; x) = � pT (x� (T � t) sgnx) if T � t � jxj,h(T � t� jxj) if T � t � jxj, (13)for some h 2 Lip([0; T ]) such that h(0) = pT (0). Notice that there is a \canonical choice" forthe above h, namely h � pT (0). If pT has a �nite total variation, then it is preserved for thissolution. Motivated by these observations, we introduce the following de�nition.De�nition 1 (reversible solutions) (i) We call exceptional solution any function pe 2 Lsuch that pe(T; :) = 0. We denote by E the vector space of exceptional solutions.(ii) We call domain of support of exceptional solutions the open setVe = n(t; x) 2 
; 9 pe 2 E ; pe(t; x) 6= 0o:(iii) Any p 2 L is called reversible if p is locally constant in Ve. The vector space of reversiblesolutions to (7) will be denoted by R. 4



In the preceding example, the exceptional solutions are given by pe(t; x) = h((T � t � jxj)+)with h 2 Lip([0; T ]), h(0) = 0, and we have Ve = f(t; x) 2 
; jxj < T � tg.Theorem 1 (backward Cauchy problem) Let pT 2 Liploc(R). Then there exists a uniquep 2 L reversible solution to (7) such that p(T; :) = pT . This solution satis�es for any x1 < x2and t 2 [0; T ] kp(t; :)kL1(I) � kpT kL1(J); (14)k@xp(t; :)kL1(I) � eTRt �(s):dsk@xpT kL1(J); (15)with I =]x1; x2[ and J =]x1�kak1(T�t); x2+kak1(T�t)[. Moreover, @xp(t; :) � 0 if @xpT � 0.Equipped with this class of solutions, we shall be able now to give a precise meaning to theformal de�nition given by (8). But before that, we state some very important properties ofreversible solutions.First, more handable characterizations of reversible solutions are given by their speci�cbehaviour with respect to monotonicity and total variation properties, which are of courserelated.Theorem 2 Let p 2 L.1{. Characterization by total variation.(i) If p is reversible then t 7! ZR j@xp(t; x)j dx is constant in [0; T ].(ii) If the above function is constant and �nite, then p is reversible.2{. Characterization by monotonicity.p is reversible if and only if there exists p1, p2 2 L such that @xp1 � 0, @xp2 � 0 andp = p1 � p2.Next, another important feature of reversible solutions is the following stability result withrespect to perturbations of the coe�cient and �nal data.Theorem 3 (stability) Let (an) be a bounded sequence in L1(
), with an * a in L1(
)�w?.Assume @xan � �n(t), where (�n) is bounded in L1(]0; T [), @xa � � 2 L1(]0; T [). Let (pTn ) be abounded sequence in Liploc(R), pTn ! pT , and denote by pn the reversible solution to� @tpn + an@xpn = 0 in 
;pn(T; :) = pTn :Then pn ! p in C([0; T ]� [�R;R]) for any R > 0, where p is the reversible solution to� @tp+ a@xp = 0 in 
;p(T; :) = pT :We turn now to the resolution of (10). The following de�nition and properties actually followby di�erentiating the reversible solutions of (7). More precisely, if � 2 SL1 solves (10), thereexists a unique (up to an additive constant) p 2 SLip which solves (7) (see Lemma 2.2.1 in [3]).Thus we can state the following de�nition.De�nition 2 We say that � 2 SL1 solving (10) is a reversible solution if the corresponding pis reversible. 5



The reversible conservative solutions therefore enjoy the following properties.Theorem 4 (Conservative reversible solutions) The following three properties are equiv-alent for � 2 SL1 solution to (10).(i) � is reversible,(ii) � = 0 in Ve,(iii) � = �1 � �2, for some �i 2 SL1 solutions to (10), such that �i � 0.From the existence and uniqueness theorem 1 for the nonconservative Cauchy problem, wehave immediatelyTheorem 5 (Conservative backward Cauchy problem) Let �T 2 L1loc(R). Then thereexists a unique � 2 SL1 reversible solution to (10) such that �(T; :) = �T . This solutionsatis�es for any x1 < x2 and t 2 [0; T ]k�(t; :)kL1(I) � eR Tt �k�T kL1(J);where I =]x1; x2[ and J =]x1 � kak1(T � t); x2 + kak1(T � t)[.Moreover, � � 0 if �T � 0.2.2 Duality solutionsWithout any further comment, we turn to the forward problem (1), and state the followingDe�nition 3 (conservative duality solutions) We say that � 2 SM is a duality solution to(1) if for any 0 < � � T , and any reversible solution p to (7) with compact support in x, thefunction t 7! ZR p(t; x)�(t; dx) is constant on [0; � ].Theorem 6 (forward conservative Cauchy problem) Given �0 2 Mloc(R), there exists aunique � 2 SM duality solution to (1), such that �(0; :) = �0. This solution satis�es for anyx1 < x2 and t 2 [0; T ] Z[x1;x2]j�(t; dx)j � Z[x1�kak1t;x2+kak1t]j�0(dx)j: (16)Moreover, t 7! ZR j�(t; dx)j is nonincreasing on [0; T ].Once again, the similar notion of duality solution for the transport equation (3) follows byanalogy to the conservative case.De�nition 4 (nonconservative duality solutions) We say that u 2 SBV is a duality solu-tion to (3) if for any 0 < � � T , and any reversible solution � to (10) with compact support inx, the function t 7! ZR �(t; x)u(t; x) dx is constant on [0; � ].Theorem 7 (forward nonconservative Cauchy problem) Given u0 2 BV (R), there ex-ists a unique u 2 SBV duality solution to (3), such that u(0; :) = u0. This solution satis�es forany x1 < x2 and t 2 [0; T ] TVI(u(t; :)) � TVJ(u0); (17)ku(t; :)kL1(I) � ku0kL1(J); (18)with I =]x1; x2[ and J =]x1 � kak1t; x2 + kak1t[. Moreover, u 2 Lip([0; T ]; L1loc(R)).6



Notice that the formal result which allows formally to pass from the conservative equation(1) to the nonconservative one (3) by integration holds true in the duality sense. More precisely,we have the following proposition, which will be useful in the sequel.Proposition 1 (i) Let u 2 SBV be a duality solution to @tu+ a@xu = 0. Then � = @xu 2 SMis a duality solution to @t�+ @x(a�) = 0.(ii) Let � 2 SM be a duality solution to @t� + @x(a�) = 0. Then there exists u 2 SBV dualitysolution to @tu+a@xu = 0, such that � = @xu. Moreover, u is unique up to an additive constant.Up to now, the major drawback of duality solutions is that they are not de�ned as distribu-tional solutions, since the product a� or a@xu is not de�ned. The purpose of the next section isto give some indications about that, and to state a stability result with respect to perturbationsof a and initial data, which is an important feature of duality solutions.2.3 De�nition of the (a�) product and stabilityFirst we have to introduce a notion of ux, which de�nes the product a� in a rather simple way,through the equation.De�nition 5 (Generalized ux) Let � 2 SM be a duality solution to (1). We de�ne the uxcorresponding to � by a � � = �@tu; (19)where � = @xu and u 2 SBV is a duality solution to the nonconservative problem (cf Proposition1(ii)). We have therefore @t�+ @x(a � �) = 0 in D0(
): (20)The application � 7! a � � is of course linear, and since u 2 Lip([0; T ]; L1loc(R)), one can provethat a � � 2 L1(]0; T [;Mloc(R)), and for any x1 < x2,ka � �kL1(]0;T [;M(]x1;x2[)) � kak1 Z]x1�kak1T;x2+kak1T [j�(0; dx)j:The following stability theorem is a consequence of Proposition 1 and Theorem 3.Theorem 8 (Weak stability) Let (an) be a bounded sequence in L1(]0; T [�R), with an ! ain L1(]0; T [�R) � w�. Assume @xan � �n(t), where (�n) is bounded in L1(]0; T [), @xa � � 2L1(]0; T [). Consider a sequence (�n) 2 SM of duality solutions to@t�n + @x(an�n) = 0 in 
;such that �n(0; :) is bounded in Mloc(R), and �n(0; :) * �0 2Mloc(R).Then �n ! � in SM, where � 2 SM is the duality solution to@t�+ @x(a�) = 0 in 
; �(0; :) = �0:Moreover, an � �n * a � � weakly in Mloc(
).As it stands, the de�nition of the ux depends on the solution we consider, and thus isnot completely satisfactory. We have actually the following result, which is proved through thestudy of the backward ow associated to (1). The proof is much more delicate than the previousresult, in particular for the last assertion of the theorem.7



Theorem 9 (Universal representative) There exists a bounded Borel function ba :]0; T [�R !R such that for any conservative duality solution �, one hasa � � = ba�: (21)We call such a function a universal representative of a.Moreover, one can choose ba such thata.e. t 2]0; T [; 8x 2 R; ba(t; x) 2 [a(t; x+); a(t; x�)] : (22)In particular, we haveba(t; x) = a(t; x) = a(t; x+) = a(t; x�) a.e. in ]0; T [�R: (23)3 Numerical approximation3.1 Some conservative linear numerical schemesStarting from here, we introduce a uniform grid de�ned by the two parameters �x and �tdenoting respectively the mesh-size and the time-step. As usual, the parameter � will refer to�t=�x, and we shall write for short � ! 0 when �t;�x ! 0 with a �xed �. Moreover, thefollowing notations will be of constant use in the sequel:8j 2 Z; �0j = 1�x ZR1[(j� 12 )�x;(j+ 12 )�x[(x)d�0(x):The aim of this work is to derive numerical algorithms able to compute a sequence (�nj )n2Nj2Z ofapproximations of local averages:8(j; n) 2 (Z� N� ); �nj ' 1�x ZR1[(j� 12 )�x;(j+ 12 )�x[(x)�(n�t; dx):We will also frequently use the vectors ~�nj+ 12 and Anj+ 12 in R2K introduced in (9). In the wholesection, the notation anj will stand for an approximation of the coe�cient a which can varyfrom one scheme to another. The letter N will also stand for the quantity T=�t. We give atonce several examples directly inspired by standard algorithms used in the context of scalarconservation laws.Lax-Friedrichs type schemes. A sequence of nonnegative viscosity coe�cients "nj+ 12 beinggiven, this class of schemes writes�n+1j = �nj � � �12(anj+1�nj+1 � anj�1�nj�1)� 12� h"nj+ 12 (�nj+1 � �nj )� "nj� 12 (�nj � �nj�1)i� : (24)In this case, we have Anj+ 12 = 12  anj + "nj+ 12� ; anj+1 � "nj+ 12� ! :The classical LxF scheme corresponds to the constant value "nj+ 12 � 1. For the case where"nj+ 12 � 12 , we get the modi�ed \�a la Tadmor" version [27]. Notice that, for this kind of schemes,we have K = 1, but more than three points may be involved through the viscosity coe�cients"nj+ 12 . 8



Upwind type schemes. We �rst de�ne for each z 2 R its positive and negative parts:z+ = max(0; z); z� = min(z; 0):We introduce the following discretization:�n+1j = �nj � � h[(anj+ 12 )+�nj � (anj� 12 )+�nj�1)] + [(anj+ 12 )��nj+1 � (anj� 12 )��nj ]i : (25)In this case, we have Anj+ 12 = �(anj+ 12 )+; (anj+ 12 )�� :We will present in Section 4 some possible choices for the values anj+ 12 .Notice that we can rewrite the scheme (25) in the following form:�n+1j = �nj � � h(anj+ 12 )�(�nj+1 � �nj ) + (anj+ 12 )+(�nj � �nj�1) + (anj+ 12 � anj� 12 )�nj i ;which appears as a natural upwind discretization of@t�+ a@x�+ @xa � � = 0:Remark 1 We would like to emphasize that the approximation of a (namely, the choice of thevector Anj+ 12 ) may not be totally arbitrary. For instance, concerning the linearized equation (5),it depends on the approximation used for (4). In the geometrical optics setting, (6), it is givenby a discretization of @x', which is de�nitely not straightforward to choose.3.2 Working out the associated dual schemeAn important tool for the study of the numerical schemes for (1) is the dual algorithm.De�nition 6 For every direct scheme (9) operating on (�nj )0�n�Nj2Z , we de�ne the dual schemeas the relation operating on the real-valued sequence (pnj )0�n�Nj2Z and satisfying the formal equality:8 1 � n � N; Xj2Z�nj pnj =Xj2Z�n�1j pn�1j : (26)This equality is of course the discrete analogue of (8) which characterizes the duality solutionsof (1). Now, we detail the structure of this dual scheme: by its de�nition, we haveXj2Z��n�1j pnj � �(< An�1j+ 12 ; ~�n�1j+ 12 >R2K � < An�1j� 12 ; ~�n�1j� 12 >R2K )� �n�1j pn�1j � = 0: (27)A summation by parts gives thereforeXj2Zpnj < An�1j+ 12 ; ~�n�1j+ 12 >R2K=Xj2Z KXk=�K+1 pnj an�1j+ 12 ;k�n�1j+k =Xj2Z KXk=�K+1 pnj�kan�1j�k+ 12 ;k�n�1j ;so that, for 1 � n � N , we getXj2Z�n�1j "pnj � � KXk=�K+1an�1j�k+ 12 ;k(pnj�k � pnj�k+1)� pn�1j # = 0: (28)9



That gives the expression of the dual scheme:pn�1j = pnj � � KXk=�K+1an�1j�k+ 12 ;k(pnj�k � pnj�k+1): (29)Expressions (27) and (28) imply respectively the two discrete weak formulations:Xj2Zp0j�0j + N�1Xn=1Xj2Zpn+1j h�n+1j � �nj + �(< Anj+ 12 ; ~�nj+ 12 >R2K � < Anj� 12 ; ~�nj� 12 >R2K )i = 0;and N�1Xn=0Xj2Z�nj "pnj � pn+1j + � KXk=�K+1anj�k+ 12 ;k(pn+1j�k � pn+1j�k+1)# :At this point, it is convenient to introduce some other notations. We �rst rewrite the scheme (29)in order to emphasize boundedness and monotonicity. Let us introduce the following coe�cients:Bnj;k = �(anj�k� 12 ;k+1 � anj�k+ 12 ;k); k 62 f�K; 0;KgBnj;�K = �anj+K� 12 ;�K+1Bnj;K = ��anj�K+ 12 ;KBnj;0 = 1 + �(anj� 12 ;1 � anj+ 12 ;0) (30)We notice that by construction8(j; n) 2 Z� N; KXk=�KBnj;k = 1; (31)and that (29) is equivalent to pn�1j = KXk=�KBn�1j;k pnj�k: (32)Next, to study the TVD and monotonicity preservation properties of the scheme, we introduce�pnj+ 12 = pnj+1 � pnj ;and another set of coe�cients, namelyCnj;k = �(anj�k+ 12 ;k+1 � anj�k+ 12 ;k); k 62 f�K; 0;KgCnj;�K = �anj+K+ 12 ;�K+1Cnj;K = ��anj�K+ 12 ;KCnj;0 = 1 + �(anj+ 12 ;1 � anj+ 12 ;0) (33)for which we have 8(j; n) 2 Z� N; KXk=�KCnj+k;k = 1: (34)Notice that the coe�cients Bnj;k and Cnj;k satisfyCnj;k = Bnj;k + �(anj�k+ 12 ;k+1 � anj�k� 12 ;k+1); for �K � k � K � 1;Cnj;K = Bnj;K: (35)10



Writing (29) for the indexes j and j + 1, and making the di�erence, we obtain�pn�1j+ 12 = KXk=�KCn�1j;k �pnj�k+ 12 : (36)Coe�cients Bnj;k and Cnj;k characterize various stability properties for the adjoint scheme (29),which are given in the following two lemmas.Lemma 1 Assume that the coe�cients anj+ 12 ;k introduced in (9) are uniformly bounded, andthat 8(j; n) 2 Z� N; Bnj;k � 0: (37)Then the following estimates hold for all n 2 f0; : : : ; N � 1g:supj2Z jpnj j � supj2Z jpNj j; (38)8 J > 0; Xjjj�J jpn�1j � pnj j � C� Xjjj�J jpnj � pnj�1j: (39)Moreover, the scheme (29) is monotone.Proof. Because of the formulation (32), the uniform bound on the size of the pnj is a straightfor-ward consequence of relation (31) and the sign requirement (37). Now, for the equicontinuity intime, we notice thatjpn�1j � pnj j = ����� KXk=�KBn�1j;k pnj�k � KXk=�KBn�1j;k ! pnj ����� � KXk=�KBn�1j;k jpnj�k � pnj j:We use now the standard triangular inequalities:( k > 0 : jpnj�k � pnj j �Pkl=1 jpnj�l+1 � pnj�ljk < 0 : jpnj�k � pnj j �Pk�1l=0 jpnj�l+1 � pnj�ljWe plug this in the time variation expression and switch the j and l indices to get:Xjjj�J jpn�1j � pnj j � �1Xk=�K k�1Xl=0 Xjjj�JBn�1j+l;kjpnj+1 � pnj j+ KXk=1 kXl=1 Xjjj�JBn�1j+l;kjpnj+1 � pnj j:We move now the sum over the j's:Xjjj�J jpn�1j � pnj j � Xjjj�J �K+1Xl=0 �1Xk=�KBn�1j+l;k + KXl=1 KXk=l Bn�1j+l;k! jpnj+1 � pnj j� � Xjjj�J �K+1Xl=0 an�1j+ 12 ;l � KXl=1 an�1j+ 12 ;l! jpnj+1 � pnj j:Finally, this gives: Xjjj�J jpn�1j � pnj j � 2K� supk;j;n janj+ 12 ;kj Xjjj�J jpnj+1 � pnj j:Concerning monotonicity, we introduce the operator H : R2K ! R such that:pn�1j = H(pnj�K ; pnj�K+1; :::; pnj+K)Then, the partial derivatives of H are just given by the Bnj;k coe�cients. Consequently, H is amonotone increasing function of each of its arguments under requirement (37). 211



Lemma 2 Assume that the coe�cients anj+ 12 ;k are uniformly bounded and that8(j; n) 2 Z� N; Bnj;k � 0; Cnj;k � 0: (40)Then in addition to properties of Lemma 1, the dual scheme (29) satis�es the backward TVDestimate Xj2Zjpnj+1 � pnj j �Xj2ZjpNj+1 � pNj j; (41)and preserves monotonicity.Proof. The TVD property follows easily from the formulation (36), (34) and the sign requirement(40). Moreover, if we assume that each �pnj+ 12 � 0, then the formulation (36) implies that�pn�1j+ 12 � 0 as a convex combination of some positive quantities. This proves the two announcedstatements. 2Remark 2 All the properties in Lemmas 1 and 2 are discrete analogues of those of reversiblesolutions. Schemes satisfying only (37) do not enjoy all the properties, in particular they lackthe monotonicity preservation.3.3 Notion of consistency and convergenceWe turn now to the de�nition of a notion of consistency for our schemes. Let us denote by��; p� the piecewise constant functions de�ned for all (t; x) respectively by �nj , and pnj on eachcell T nj def= [n�t; (n+ 1)�t[�[(j � 12)�x; (j + 12)�x[:We de�ne also the following vector-valued function:A� = (a�k )k=�K+1;:::;K : [0; T ]� R ! R2K(t; x) 7! Anj+ 12 for (t; x) 2 T nj ; (42)and we assume that, for a given pT 2 Lip(R), the discretization (pNj )j2Z satis�essupj2Z j�pNj+ 12 j � �x Lip(pT ): (43)This is achieved for instance by taking the local averages of pT on cells. Finally, we shall needthe functions a� and b� de�ned for (x; t) 2 T nj bya�(t; x) = KXk=�K+1a�k (t; x);b�(t; x) = 1�x KXk=�K+1 �a�k (t; x+ (k � 1)�x)� a�k (t; x+ (k � 2)�x)� : (44)We can state now the most important de�nition:De�nition 7 The scheme (9) is said to be weakly consistent with the continuous equation(1) if the coe�cients anj+ 12 ;k are uniformly bounded and(i) a� * a in L1 � w ? as �! 0;(ii) for each �, there exists �� 2 L1(]0; T [), with k��k1 � C uniformly in �, such thatb�(t; :) � ��(t) for a.e. t 2]0; T [. 12



These assumptions are the discrete analogues of those in the stability result for reversible solu-tions (Theorem 3). From assertion (i) it follows by an easy computation that b� ! @xa in thesense of distributions. Assumption (ii) allows to precise this convergence: provided a satis�es(2), we have actually b� ! @xa for the weak topology of measures. This leads to the weakconsistency for the backward problem and therefore to the following result.Theorem 10 Let pT be a Lipschitz continuous function with Lipschitz constant Lip(pT ). As-sume that the adjoint scheme is consistent and satis�es the positivity requirements (40). Thenthe sequence (p�) converges as �! 0 in the strong topology of L1loc(
) and almost everywheretowards the reversible solution of the problem (7).Proof. We begin by a discrete analogue of the Lipschitz estimate (15). From (36) and the nonnegativity of the Cn�1j;k 's, it followsj�pn�1j+ 12 j � KXk=�KCn�1j;k j�pnj�k+ 12 j �MnK KXk=�KCn�1j;k ;where for q 2 N, Mnq � sup�q�k�q j�pnj�k+ 12 j. Using now (35) and (37), we havej�pn�1j+ 12 j �  1 + � K�1Xk=�K(an�1j�k+ 12 ;k+1 � an�1j�k� 12 ;k+1)!MnK :Going back to the de�nitions of a�k and b�, the preceding inequality rewritesj�pn�1j+ 12 j � �1 + ��t Z tntn�1 ZR b�(t; x)1]xj� 12 ;xj+12 [(x)dx dt�MnK :Assumption (ii) in De�nition 7 gives therefore after an immediate inductionj�pn�1j+ 12 j � �1 + Z tntn�1 ��(t)dt�MnK� NYq=n�1�1 + Z tqtq�1 ��(t)dt�MN(N�n+1)K :But QNq=n�1 �1 + R tqtq�1 ��(t)dt� � eR tNtn�1 ��(t)dt � eC by the consistency assumption (ii). Thuswe obtain the desired estimate: if Q > 0 is a given integer,sup�Q�j�Q 1�x j�pn�1j+ 12 j � eC sup�Q�(N�n+1)K�`�Q+(N�n+1)K�1 j�pNj�`+ 12 j�x : (45)Letting � ! 0, N ! +1 and limnQq �1 + R tqtq�1 ��(t)dt� = eR ��(t)dt, so that we recover atthe limit an analogue of (15). Thus, provided the sequence (pnj ) converges, its limit is Lipschitzcontinuous.We turn now to relative compactness. The former estimate readily gives, for any given a < b,kp�(t; :)� p�(t; :+�x)kL1(]a;b[) � �x(b� a)eCLip(pT ):In the same way, we get from (39)kp�(t; :) � p�(t+�t; :)kL1(]a;b[) � �x�t(b� a)eCLip(pT ):13



Thus the sequence (p�) is relatively compact in L1loc(
), so we have convergence, up to asubsequence, to some p which is Lipschitz continuous.Next, p solves the backward equation. Indeed, ifp�t = pnj � pn�1j�t for (t; x) 2 T nj ;it follows from the de�nition of the adjoint scheme and (45) that p�t is bounded in L1, sop�t * @tp in L1 � w?. Then, we haveKXk=�K+1an�1j�k+ 12 ;k pnj�k � pnj�k�1�x = KXk=�K+1an�1j�k+ 12 ;kpnj�k � KXk=�K+1an�1j�k� 12 ;kpnj�k�1�x� KXk=�K+1 an�1j�k+ 12 ;k � an�1j�k� 12 ;k�x pnj�k�1 (46)
Setting (ap)� = Pj;nPKk=�K+1 an�1j�k+ 12 ;kpnj�k1Tnj , we rewrite the �rst term in the right-handside of (46) as [(ap)�(t; x)� (ap)�(t; x��x)]=�x, which converges to @x(ap) provided (ap)� *ap. But(ap)�(t; x) = KXk=�K+1an�1j�k+ 12 ;kpnj�k + KXk=�K+1an�1j�k+ 12 ;k(pnj�k � pnj ) for (t; x) 2 T njThe �rst term tends to ap in D0 by the consistency assumption on a� and the bounds on p�,the second tends to 0 because of the Lipschitz estimatejpnj�k � pnj j � K�x eCLip(pT ); (47)and the boundedness of an�1j�k+ 12 ;k. The same trick allows us to rewrite the second term in (46)as (b�p�)(t; x) + KXk=�K+1 an�1j�k+ 12 ;k � an�1j�k� 12 ;k�x (pnj�k � pnj ):Assumption (ii) in De�nition 7 leads to b� ! @xa in the weak sense of measures, and p� is auniformly bounded Borel function, so b�p� ! @xa � p in the sense of distributions. The secondterm is handled in the same way, since (47) holds for any (t; x) and the remaining coe�cient isa bounded measure.So far, we proved that, up to a subsequence, (pnj )j;n converges strongly to a Lipschitz con-tinuous solution to (7). To prove that p is reversible, which will lead by uniqueness to theconvergence of the whole sequence, we remark that by construction the adjoint scheme pre-serves monotonicity (Lemma 2). Thus, if we split pT = pT1 � pT2 , with @xpTi � 0, and denote p�ithe discrete solution computed by (9), then(i) p�i ! pi Lipschitz solution to (7);(ii) @xp�i � 0 by Lemma 2, so that @xpi � 0;(iii) p� = p�1 � p�2 ! p = p1 � p2 by linearity.So p is reversible by the second characterization of Theorem 2. 2Remark 3 Theorem 10 actually gives an alternative proof for the existence of reversible solu-tions to (7). 14



Theorem 11 Assume that the adjoint scheme is consistent and satis�es the positivity require-ments (40). Then the sequence (��) converges as �! 0 in the weak topology of M(
) towardsthe duality solution of the problem (1).Proof. By its formulation, the scheme (9) is conservative and consequently �� is endowed witha uniform bound in M(
). So, up to a subsequence, we have:8<: �� * � in the weak ? topology of M(
);ddt ZR p�(t; x)��(t; dx) = 0;which means that �� converges towards the unique duality solution of (1). By the classicaluniqueness argument, the whole sequence is convergent. 23.4 Convergence for the associated transport equationThis subsection is devoted to the study of some numerical schemes for the transport equation(3). We introduce some schemes which are in a way \integrated versions" of the conservativeschemes (9), and prove the convergence to the duality solution to (3). As a corollary, we shallrecover some convergence results of the \discrete product" of a by � towards the product â�.Concerning the proofs, we shall limit ourselves to the nice case where the coe�cients Cnj;kde�ned by (33) are nonnegative. The Lax-Friedrichs type schemes do not fall in this category,but for the sake of brevity, and in view of their poor numerical behaviour, we do not wish tostate the proofs here. Let us now be more speci�c.We consider the following schemeun+1j = unj � � < Anj+ 12 ; ~�unj >R2K ; with ~�unj = �unj+k � unj+k�1�k=�K+1;:::;K ; (48)and denote by u� the corresponding constant by cell function. We �rst notice that, setting�nj = unj+1 � unj�x ; (49)a simple computation shows that �nj is given by the conservative scheme (9). This is the discreteanalogue of Proposition 1. Thus, formally, we pass from nonconservative to conservative bydiscrete di�erentiation, and interpret �nj as a numerical approximation of (unj+1 � unj )�xj+12 ,which is related to @xu�.Theorem 12 Assume that the positivity and the consistency requirements of Lemma 2 andDe�nition 7 are met, then the sequence (u�) converges as � ! 0 towards the unique dualitysolution of the equation (3) in the strong topology of L1loc(
).Proof. We merely give a sketch of the proof, since the arguments used here are very similarto those in the proof of Theorems 10 and 11.First, the scheme (48) is by construction endowed with a uniform BV bound, so that thefunction u� belongs to L1(0; T ;BV (R)) as soon as we assume the initial sequence (u0j)j2Z tobe bounded in total variation. We immediately deduce that the family (u�)�!0 is relativelycompact in the strong topology of L1loc(]0; T [�R) and almost everywhere convergent up to theextraction of a subsequence. Therefore, we are done as soon as we prove that t 7! R u� dx isconstant for any reversible compactly supported �.Therefore, as for the conservative case, we introduce the adjoint scheme by imposing8 1 � n � N; Xj2Z�nj unj =Xj2Z�n�1j un�1j : (50)15



A straightforward computation leads to the following scheme�n�1j = �nj � �� KXk=�K+1an�1j�k� 12 ;k�nj�k � K�1Xk=�K an�1j�k� 12 ;k+1�nj�k�= KXk=�KCn�1j�1;k�nj�k:Under the boundedness and nonnegativity requirements on Cn�1j�1;k, this scheme is clearly boundedin L1 and preserves nonnegativity. Since the corresponding constant by cell function �� is L1bounded, up to a subsequence, �� converges to some � in L1 � w?. The consistency require-ments imply that � solves the backward equation (10), as in the proof of Theorem 10. Finally,� is reversible, since the positivity is preserved, and using the third characterization in Theorem4. Passing to the limit in (50), we obtain that u� converges to the duality solution. 2Corollary 1 Set (a�)�(t; x) = Pj;n < Anj+ 12 ; ~�nj+ 12 >R2K 1Tnj (t; x). Then, under the assump-tions of Theorem 12, (a�)� �! a � � = â� in D0(
):Proof. First notice that u�x �Pj;n(unj+1�unj )=�x1Tnj converges in D0(
) to @xu, and that,by Proposition 1, @xu solves (1) in the sense of duality. On the other hand, by construction, ��de�ned by (9) tends to �, which is also duality solution to (1). Since, at t = 0, �(0; �) = @xu(0; �),we have by uniqueness � = @xu. This justi�es the \discrete di�erentiation" of the scheme.Finally, we notice that u�t � Pj;n(un+1j � unj )=�t1Tnj converges in D0(
) to @tu. But, onthe one hand, by de�nition of the ux, @tu = �a�� = â�, and on the other hand, u�t = �(a�)�by construction of the scheme. Thus we are done. 24 Some classical examplesThe aim of this section is to illustrate the preceding results on a few examples from the usualliterature. Obviously, we do not pretend to exhaustivity. In the following, we choose for anjanj = 1�x�t Z ZR+�R a(t; x)1Tnj dx dt: (51)This is justi�ed and natural since the only assumption on a is an L1 bound.Remark 4 Notice that for the function �a�(t; x) =Pj;n anj1Tnj (t; x) converges a.e. to a and isbounded in L1, so that �a� * a in L1 � w?. Moreover, since for a.e. t, @xa(t; :) is a locallybounded measure, we have for a.e. xa(t; x)� a(t; x��x) = Z xj+12xj� 12 @xa(t; d�) � �x�(t):Thus 8 j 2 Z and a.e. t 2]tn; tn+1[, anj � anj�1 � �x�(t), and also (anj � anj�1)+ � �x�(t) (�in (2) can always be chosen nonnegative).
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4.1 Lax-Friedrichs type schemesThe most encountered �rst-order discretizations belonging to this family correspond to constantvalues for the viscosity coe�cient "nj+ 12 . We �rst give a general consistency result. We recallfrom the preceding section that we have:Anj+ 12 = 12  anj + "nj+ 12� ; anj+1 � "nj+ 12� !This choice leads to the following coe�cients8>>>>>>>>>>><>>>>>>>>>>>:
Bnj;�1 = Cnj;�1 = �2  anj+1 + "nj+ 32� !Bnj;0 = 1� "nj+ 12 + "nj� 122Cnj;0 = 1 + �2 �anj+1 � anj �� "nj+ 12Bnj;1 = Cnj;1 = � �2  anj � "nj� 12� !Lemma 3 The Lax-Friedrichs type schemes (24) are weakly consistent in the sense of De�nition7 under the condition9M > 0; 8 0 � n � N; j 2 Z; � "nj+ 12 + 2"nj� 12 � "nj� 32 �M�x: (52)Proof. We have, for (t; x) 2 T nj , a�(t; x) = 12(anj + anj+1), which tends to a in L1w? byconstruction of the anj 's, so that the �rst requirement of De�nition 7 is met. Next, for (t; x) 2 T nj ,a simple computation givesb�(t; x) = 12�x �(anj+1 � anj ) + (anj � anj�1) + 1�(�"j+ 12 + 2"j� 12 � "j� 32 )� :From condition (52) and Remark 4, we obtain that b� satis�es the second requirement of De�-nition 7, with �� = �+M=(2�). This concludes the proof. 2We are going to state two convergence theorems. The �rst one is a direct consequence of thegeneral results of the previous section, but needs a restrictive CFL condition. In order to relaxthis assumption, we have to strengthen the constraints on "nj+ 12 . We present the proofs of theseresults for the sake of completeness, but we do not wish to search for optimal conditions, sincethere is a numerical evidence of the bad quality achieved by Lax-Friedrichs type schemes in thiscontext (see Section 5).Proposition 2 The scheme (24) converges towards the duality solution of (1) as �! 0, underthe consistency condition (52), provided (51) is chosen and the following conditions are met:8(j; n) 2 Z� N; �janj j � "nj� 12 � 1; �(anj � anj+1)=2 � 1� "nj+ 12 : (53)Proof. The proof is an immediate consequence of Theorem 11, since the conditions in (53)exactly imply the positivity requirements on the coe�cients Bnj;k and Cnj;k. 2The second requirement of (53) cannot be met if, for instance, "nj+ 12 � 1 and x 7! a(x; t) isa decreasing function. To �x this drawback, we also propose an alternative result17



Proposition 3 The scheme (24) converges towards the duality solution of (1) as �! 0, underthe consistency condition (52), provided (51) is chosen and the following conditions are met:8(j; n) 2 Z� N; �janj j � "nj� 12 � 1; "nj+ 12 � "n: (54)Proof. First we notice that (54) implies Bnj;k � 0, so that Lemma 1 applies. However, as noticedbefore, we do not have Cnj;0 � 0. We have therefore to prove �rst that the discrete Lipschitzestimate holds, then that we can recover monotonicity preservation.Concerning the Lipschitz estimate, we have from (36) that�pn�1j+ 12 = �2 0@an�1j+1 + "n�1j+ 32� 1A�pnj+ 32 + �1 + �2 (an�1j+1 � an�1j )� "n�1j+ 12��pnj+ 12��2 0@an�1j � "n�1j� 12� 1A�pnj� 12 :Using the �rst requirement in (54), we can writej�pn�1j+ 12 j � �2 0@an�1j+1 + "n�1j+ 32� 1A j�pnj+ 32 j+ ����1 + �2 (an�1j+1 � an�1j )� "n�1j+ 12 ���� j�pnj+ 12 j��2�an�1j � "n�1j� 12� �j�pnj� 12 j� ��2�jan�1j+1 � an�1j j+ (an�1j+1 � an�1j )�+�1� "n�1j+ 12 + "n�1j+ 32 + "n�1j� 122 ��Mn1 ;with the notations of Theorem 10. We have for a.e. t12 �jan�1j+1 � an�1j j+ (an�1j+1 � an�1j )� = (an�1j+1 � an�1j )+ � �x�(t):We can proceed as in the proof of Theorem 10 if for all j"n�1j+ 32 + "n�1j� 12 � 2 "n�1j+ 12 :An easy computation shows that this is possible only if the sequence is constant, because "n�1j+ 12 �0. If the second condition in (54) holds, we have thereforej�pn�1j+ 12 j � �1 + Z tntn�1 �(t) dt�Mn1 ;and we obtain the �nal estimate exactly as in the proof of Theorem 10.So far, we know that, up to a subsequence, p� tends to p, Lipschitz solution to (7). We wantnow to prove that p is the reversible solution. Since the scheme does not preserve monotonicitya priori, we have to be a bit more careful.We have by (36) and (35)�pn�1j+ 12 = KXk=�KBn�1j;k �pnj�k+ 12 + K�1Xk=�K ��an�1j�k+ 12 ;k+1 � an�1j�k� 12 ;k+1��pnj�k+ 12 : (55)
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First consider (55) for n = N . Assuming �pNj+ 12 � 0 for all j's (which is achieved by a suitablediscretization if @xpT � 0), since BN�1j;k � 0, we have�pN�1j+ 12 � ��aN�1j�k+ 12 ;k+1 � aN�1j�k� 12 ;k+1��pNj�k+ 12 : (56)But, by (43), supj j�pNj+ 12 j = O(�x), and, on the other hand, jaN�1j�k+ 12 ;k+1 � aN�1j�k� 12 ;k+1j � Csince the coe�cients are bounded. This implies that the right-hand side of (55) is larger than aO(�x).We proceed now by induction, and assume that for some n � N , infj �pnj+ 12 � O(�x). The�rst term in the right-hand side of (55) is larger than a O(�x) since Bn�1j;k � 0 andPk Bn�1j;k = 1.The second term is treated exactly as above, since the Lipschitz estimate gives for all n'ssupj2Z j�pnj+ 12 j � supj2Z j�pNj+ 12 j = O(�x):We can conclude now, because if we set for (t; x) 2 T nj , p�x � �pj� 12 =�x, then, up to asubsequence, p�x * @xp in L1 � w? as � ! 0, so that the limit p of p� satis�es @xp � 0.24.2 Upwind schemesFrom the expression (25), one sees that the keypoint is in the determination of the vector Anj+ 12once the anj 's are �xed. The simplest choice is as follows:Anj+ 12 = �(anj )+; (anj+1)�� : (57)This scheme can be interpreted as an adaptation of the classical Engquist-Osher scheme [13] tothe linear case. One notices that the corresponding scheme is not consistent with the continuousproblem in the usual sense of Taylor expansions as soon as the coe�cient a encounters a changeof its sign. Anyway, we have the following consequence of Theorem 11.Proposition 4 The upwind discretization given by (25), (57) is consistent with the continuousequation (1) provided (51) is chosen. Moreover, it converges towards its unique duality solutionas � goes to zero under the CFL condition:8(j; n) 2 Z� N; �janj j � 12 : (58)Proof. We check the sign of the following coe�cients:8>><>>: Bnj;�1 = Cnj;�1 = �(anj )+ � 0Bnj;0 = 1 + �[(anj )� � (anj )+]Cnj;0 = 1 + �[(anj+1)� � (anj )+]Bnj;1 = Cnj;1 = ��(anj )� � 0The second and third expressions are positive under the restriction (58). On the other hand,the consistency requirements of De�nition 7 are met with for instance �� = 2�. 2According to [11, 12], another possibility is to use the following average values which corre-spond to Vol'pert's superposition product [30] (or the straight lines regularization in [9]):Anj+ 12 =  (anj + anj+1)+2 ; (anj + anj+1)�2 ! (59)19



We shall consider more general upwind schemes de�ned by, for any given number � 2 [0; 1],Anj+ 12 = �((1� �)anj + �anj+1)+; ((1 � �)anj + �anj+1)�� : (60)This de�nition has to be compared with the last assertion of Theorem 9. The de�nition of thescheme de�nes in some way the value of a everywhere, and for � 2 [0; 1] this is coherent with(22).Proposition 5 The upwind discretizations given by (25), (60) are consistent with the contin-uous equation (1) provided (51) is chosen. Moreover, they converge towards its unique dualitysolution as � goes to zero under the CFL condition:8(j; n) 2 Z� N; �janj j � 12 : (61)Proof. In this case, we have the following quantities:8>><>>: Bnj;�1 = Cnj;�1 = �((1 � �)anj + �anj+1)+ � 0Bnj;0 = 1 + �[((1 � �)anj�1 + �anj )� � ((1� �)anj + �anj+1)+]Cnj;0 = 1� �j�anj+1 + (1� �)anj jBnj;1 = Cnj;1 = ��((1� �)anj�1 + �anj )� � 0The second and third expressions are positive under the restriction (61). The two consistencyrequirements of De�nition 7 are again met for �� = 2�. 2We mention a variant of the preceding schemes, which is used by Olazabal [24] and Godlewskiet al. [15]. They consider the convex nonlinear equation (4) with an entropy initial datum, forwhich a Roe type scheme is used. In this context, it is well-known that the scheme convergesalmost everywhere towards the entropy solution of the problem; moreover it satis�es a uniformdiscrete one-sided Lipschitz condition (see [7]). Next, they linearize this equation, obtaining(5), and propose the following \linearized Roe scheme" to solve it: let us denote by �a a Roelinearized of f , and set �anj+ 12 = �a(unj ; unj+1). Then the scheme is exactly the preceding one, with�anj+ 12 playing the same role as anj+ 12 . ThusAnj+ 12 =  �a(unj ; unj+1)+2 ; �a(unj ; unj+1)�2 ! : (62)The stability analysis (nonnegativity of Bnj;k; Cnj;k) follows exactly as before. Concerning theconsistency, the strong convergence of unj implies the convergence of a�, and the one-sidedLipschitz property provides the required bound on b�.5 Numerical resultsWe illustrate in this section the behaviour of the four schemes studied in Section 3, on �ve testcases. For three of them (sections 5.1, 5.2 and 5.3), uniqueness is ensured, and all the schemesconverge towards the duality solution. Then, considering the associated transport equation, onecan compute explicitly the exact solution. In the last two cases (sections 5.4 and 5.5), uniquenessdoes not hold, and it is clearly evidenced that each scheme chooses its own solution.All the computations have been performed using a CFL condition of 12 , except the last case,where other values are interesting to consider. In all the �gures, we shall have the followingconventions 20



upw upwind scheme (25)EFO modi�ed upwind scheme (59)LxF standard Lax-Friedrichs scheme ("nj+ 12 � 1)Tad modi�ed Lax-Friedrichs scheme ("nj+ 12 � 12)Finally, the numerical approximation of a Dirac mass has been chosen as 1=�x on the appropriatecell.5.1 Approximation of a Dirac mass in the compressive caseWe consider here a(t; x) = � sgn(x� 12) for all t. The initial datum is �0(x) = 1x� 12 . In this case,the exact solution is 12�x= 12 . We choose �x = 0:002. The approximate solutions are displayedin Figure 1 and we also present the numerical primitives in Figure 2 in order to show that theweight of the Dirac mass is correctly computed.
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Figure 1: Numerical solutions in the case a(t; x) = � sgn(x� 12)
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Figure 2: Numerical primitives in the case a(t; x) = � sgn(x� 12 )
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5.2 Lipschitz expansive coe�cient and smooth initial datumWe turn now to a smooth coe�cient a(t; x) = x� 12 for all t, and �0(x) = sin(�x)1x2[0;1]. Theexact solution is given by �(t; x) = �0(x+ t2)1 + t : (63)This example clearly evidences the lack of \strong" consistency in this theory. Indeed theEngquist-Osher upwind scheme (57) exhibits a spurious spike at the point where a changes sign.This spike is concentrated on one cell, and is of bounded amplitude. Thus we clearly haveonly a weak convergence. A similar phenomenon was observed by Engquist and Runborg inthe simulation of two-dimensional geometrical optics (see [14]). The modi�ed version proposedin ([12, 11]) is better suited in this case. The Lax-Friedrichs type schemes behave in the sameway as the scheme (59), so that we only display the results for the upwind type schemes. Thesolution is given at time T = 3 in �gure 3.
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Figure 3: Upwind schemes in the case a(t; x) = x� 12 for �x = 0:02; 0:002; 0:00055.3 Lipschitz expansive coe�cient and Riemann initial datumWe keep on using a smooth coe�cient a(t; x) = x� 12 for all t, but we consider now a Riemanninitial datum �0(x) = 1x� 12 . The exact solution is again given by (63). We display the resultsobtained by both upwind schemes (57) and (59) with �x = 0:002 in Figure 4. The solution isgiven at time T = 3 and is free from any spurious oscillation or numerical di�usion.However, considering the results obtained by the LxF schemes displayed in Figure 5, onenotices an excessive numerical dissipation creating an arti�cial pro�le which length shrinks tozero as �x! 0. Moreover, the approximate solution generated by the LxF scheme is endowedwith oscillations whose amplitudes decrease also to zero as we re�ne the grid.5.4 Spreading of a Dirac mass by a rarefactionWe turn now to the nonuniqueness cases starting with the conservative version of the �rstexample presented in [2], Section 3.1. This corresponds to the following problem:a(t; x) = 8>><>>:�1 if x� 12 � �t,x� 12t if �t � x� 12 � 0,0 if x� 12 � 0,22
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Figure 5: Numerical solutions with LxF schemes in the case a(t; x) = x � 12 and �x =0:002; 0:0005with the initial datum �0(x) = �x= 12 . For any ' 2 BV (]� 1; 0[) we de�ne for t > 0u(t; x) = 8><>:�1 if x� 12 < �t,'(x� 12t ) if �t < x� 12 < 0,0 if x > 0.Then � = @xu belongs to SM for any T > 0 and solves ( 1) in ]0;1[�R.Two computations are displayed here at time T = 0:1, the �rst on a medium mesh (�x =0:002), the second on a re�ned mesh (�x = 0:0005). The �rst remark is that the solution gen-erated by the standard Lax-Friedrichs scheme is highly oscillating, while Tadmor's modi�cationbehaves nicely (see Figure 6). The Dirac mass is spread in a more or less symmetric way. Theupwind type schemes are not displayed here: they give a good approximation of a solution whichis the Dirac mass at x = 12 .It is more interesting to show the primitives of the solutions, especially to understand thebehaviour of the schemes when we re�ne the mesh, see Figure 7. It becomes clear that, on themedium grid, the most important phenomenon for Lax-Friedrichs type schemes is the numerical23



di�usion. Indeed, since the velocity on the right is zero, no information should be present forx > 12 , and the pro�les are symmetrical. When re�ning the mesh, this phenomenon disappears,but it is not clear at all that the schemes converge to the Dirac mass at x = 12 ; it is not evenclear that they converge to the same solution.
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Figure 6: Numerical solutions for a rarefaction, LxF schemes, �x = 0:002
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Figure 7: Numerical primitives for a rarefaction with �x = 0:002; 0:00055.5 Spreading of a Dirac mass by a wildly expansive coe�cientBy a wildly expansive coe�cient, we mean a discontinuous coe�cient which does not satisfy theOSLC condition (2). A typical example is a(t; x) = sgn(x � 12), and we take for initial datum�0 = �x= 12 . First we present a set of numerical solutions with �x = 0:0025, and �t = 0:001in Figure 8. When re�ning the grid, the oscillations in Lax-Friedrichs remain as it might beexpected considering the proof of Proposition 2, where the role of the OSLC condition is crucial.Next, we play with the value of the Courant number for the modi�ed Tadmor scheme [27].It turns out that each CFL number determines a spreading of the Dirac mass, which clearlyillustrate the lack of uniqueness in this problem, see Figure 9.24
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