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Abstract

We investigate the price of anarchy of a load balancing game with K
dispatchers. The service rates and holding costs are assumed to depend on
the server, and the service discipline is assumed to be processor-sharing at
each server. The performance criterion is taken to be the weighted mean
number of jobs in the system, or equivalently, the weighted mean sojourn
time in the system.

We first show that, for a fixed amount of total incoming traffic, the
worst-case Nash equilibrium occurs when each player routes exactly the
same amount of traffic, i.e., when the game is symmetric. For this sym-
metric game, we provide the expression for the loads on the servers at
the Nash equilibrium. Using this result we then show that, for a system
with two or more servers, the price of anarchy, which is the worst-case
ratio of the global cost of the Nash equilibrium to the global cost of the
centralized setting, is lower bounded by K/(2v/K —1) and upper bounded
byVK, independently of the number of servers.

1 Introduction

Server farms are used nowadays in as diverse areas as e-service industry, database
systems and grid computing clusters. Figure 1 depicts the typical architecture
of a server farm with a single centralized dispatcher who receives jobs from dif-
ferent sources and routes them to a set of servers. Server farms have become
a popular architecture in computing centers and are used, for example, in the
Cisco Local Director, IBM Network Dispatcher and Microsoft Sharepoint (see
[4] for a recent survey). This configuration can also be used to model a web
server farm, where requests for files (or HTTP pages) arrive to a dispatcher and
are dispatched immediately to one of the servers in the farm for processing.
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Figure 1: Centralized architecture for a server farm.

One of the fundamental issues in this context is to characterize the optimal
routing strategy. The problem amounts to finding the routing strategy of the
dispatcher that will optimize a certain performance objective such as the mean
processing time (or sojourn time) of jobs. By Little’s law, this performance
objective is equivalent to the mean number of jobs in the system. Such a
routing strategy is known as the social optimum or the social welfare since it
minimizes the mean processing time of jobs (we will also refer to it as the global
optimum). This load balancing problem is perhaps one of the most studied
one in the operations research community, and many works have been devoted
to the analysis of the optimal routing in various static and dynamic scenarios
[9, 13, 20].

In practice, it may however happen that a single centralized dispatcher is
simply not feasible due to scalability or complexity reasons. In this case, the
system designer will certainly have to resort to a distributed scheme in which
several dispatchers are used as shown in Figure 2. In this case, each dispatcher
will independently seek to minimize the processing time perceived by the traffic
it routes. Thus, the shift from a centralized to a distributed scheme will give
rise to a non-cooperative game between the dispatchers.
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Figure 2: Decentralized architecture for a server farm.



Game theory provides the systematic framework to study and to understand
such problems. We can distinguish two different types of games depending on
the number of dispatchers. If the number of dispatchers is finite then the game
is said to be “atomic” and a well-known equilibrium strategy is given by the
Nash equilibrium, that is, a routing strategy from which unilateral deviation
does not help any dispatcher in improving the performance perceived by the
traffic it routes. If the number of dispatchers is infinite (every arriving job takes
its own routing decision and can be thought of as a dispatcher) the game is said
to be “non-atomic” and the corresponding equilibrium is given by the notion
of Wardrop equilibrium. In this case, the equilibrium point is characterized by
the fact that the performance in every (used) server is the same. In the present
article we are mostly interested in the “atomic” setting, and we refer to Section 2
for related work in the “non-atomic” setting.

From the system designer’s perspective a very important question pertains
to the loss of performance incurred when shifting to a decentralized architecture.
Indeed, in the decentralized architecture each dispatcher performs an individual
optimization for its own jobs, and thus it can be expected that the overall per-
formance of the decentralized scheme will be worse than that of the centralized
scheme. The system designer is probably ready to accept a distributed routing
scheme provided that the gain in scalability is not achieved at the expense of
a significant loss in performance. In this context, the question turns out to be:
can we provide performance guarantees for these decentralized routing schemes?
This is the main question addressed in this paper.

Our objectives are two fold. Firstly, we investigate the properties of the non-
cooperative game. We show that there always exists a unique Nash equilibrium,
that is, a routing strategy from which no dispatcher has any incentive to deviate.
We also show that the worst Nash equilibrium occurs when the amount of traffic
that every dispatcher routes is exactly the same. To the best of our knowledge
this property has not been shown previously, and it may find applications in
other games. For this particular case, we show that the game belongs to a
particular class of games known as Potential Games [16] which are known to have
several desirable properties. For instance, for a potential game, the best response
algorithm converges to the equilibrium. Secondly, we compare the performance
of the global optimum with that given by the Nash equilibrium. In other words,
we compare the performance when there is only one dispatcher which routes
all the traffic with the performance when there are several dispatchers each one
seeking to optimize its own performance. In order to do so we look at the Price
of Anarchy (PoA) which was introduced by Koutsoupias and Papadimitriou [15].
The PoA is a measure of the inefficiency of a decentralized scheme. It is defined
as the ratio of the performance obtained by the worst Nash equilibrium to that
of the global optimal solution, and hence it lies in the interval [1,00). We show
that the PoA is of the order of the square root of the number of dispatchers.
Thus, it grows fairly quickly and unboundedly with the number of dispatchers.
As a consequence, we recover the result in [1] where it was shown that when the
number of dispatchers is infinite (the “non-atomic” as pointed out above) the



PoA is infinite.

The rest of the paper is organized as follows. In Section 3, we describe
the model and state the problem. In Section 4, we explore the structure of
the underlying Nash equilibria and prove their existence and uniqueness. We
also establish several properties of these equilibria that form the foundation of
the subsequent analysis. In Section 5, we analyze the global cost at the Nash
equilibria, and show that the maximum of this cost is achieved in the symmetric
case. With this result at hand, in Section 6, we derive lower and upper bounds
on the PoA. Finally, we draw some conclusions and give possible extensions in
Section 7.

2 Related work

Load balancing in multi-server systems has been widely studied in the literature.
Global and individual optimality in load balancing are considered in the mono-
graph [13], which does not consider decisions based on the knowledge of the
amount of load. Systems with a general service-time distribution and the FCFS
scheduling discipline were studied in [6, 2, 3, 10], while [17, 12] studied systems
with an exponential service-time distributions and an arbitrary scheduling dis-
cipline. In [11], the authors analyzed a multi-server system where requests join
the server that has the smallest number of requests. In a recent work [5], the
authors investigate the performance of a server farm where the scheduling dis-
cipline in each server is SRPT (Shortest Remaining Processing Time First). In
[8], the authors studied the performance of selfish routing in a server farm with
a min-max objective, that is, when the objective is to minimize the maximum
sojourn time in the servers.

In recent years the study of PoA in multi-server queues has started to receive
attention. In [12], the authors considered the non-atomic scenario where every
arriving job can select the server in which it will be served. An important
assumption is that the holding cost is the same in every server. Building upon
results from [2], it is shown in [12] that the PoA is upper bounded by the number
of servers. We also refer to [21] for similar results. Another closely related work
is [1]. The main difference between the models studied in [12] and [1] is that in
the latter the holding costs in every server could be arbitrarily chosen. Using
potential game theory, it is shown in [1] that the PoA is unbounded in the non-
atomic setting, i.e., it can be arbitrarily close to infinity. This was a surprising
result since it indicated that unequal holding costs may have a profound impact
on the system’s performance.

Our present work is closely related to work by Orda and co-authors [14, 18].
In these references the atomic non-cooperative setting was studied, but the focus
was on existence, uniqueness and the properties of the Nash equilibrium rather
than on the PoA. Moreover, it was also assumed that the holding cost per unit



of time is the same in every server, which as we have mentioned can have a
profound impact on the performance. Several of the arguments used in the
present work are directly inspired from those references, but we emphasize that
our main results and characterizations are new.

3 Problem Formulation and Main Results

We consider a non-cooperative routing game with K dispatchers and S Processor-
Sharing servers. Denote C = {1,...,K} to be the set of dispatchers and
S = {1,...,5} to be the set of servers. Jobs received by dispatcher i are
said to be jobs of class 1.

Server j € S has capacity r; and a holding cost ¢; per unit time is incurred
for each job sent to this server. It is assumed that servers are numbered in the
order of increasing cost per unit capacity, i.e., if m < n, then i—:z < ;—’; . Let
r = (rj)jes and ¢ = (¢;) es denote the vectors of server capacities and server
costs, respectively, and let 7 = ) | _ 57, denote the total capacity of the system.

Jobs of class ¢ € C arrive to the system according to a Poisson process and
have generally distributed service-times. We do not specify the arrival rate and
the characteristics of the service-time distribution due to the fact that in an
M/G/1 — PS queue the mean number of jobs depends on the arrival process
and service-time distribution only through the traffic intensity, i.e., the product
of the arrival rate and the mean service-time.

Let A; be the traffic intensity of class . It is assumed that A; < A; for ¢ < j.
Moreover, it will also be assumed that the vector A of traffic intensities belongs
to the following set:

A:{)\GIRK : ZAi:X},

ieC
where A denotes the total incoming traffic intensity. It will be assumed through-
out the paper that A\ < 7, which is the necessary and sufficient condition to
guarantee the stability of the system.

Let x; = (2;,;)jes denote the routing strategy of dispatcher ¢, with x; ; being
the amount of traffic it sends towards server j. Let

X; = XiEIRS : OS:ELJ‘ST’J‘,V]'GS;in’j:)\Z‘
JjeS

denote the set of feasible routing strategies for dispatcher i. The vector x =
(xi)icc will be called a multi-strategy. The multi-strategies belong to the prod-
uct strategy space X = @, cq Xi.



Dispatcher i seeks to find a routing strategy that minimizes the mean weighted
sojourn times of its jobs, which, by Little’s law, is equivalent to minimizing the
mean weighted number of jobs in the system as seen by this class. This opti-
mization problem, which depends on the routing decisions of the other classes,
can be formulated as follows:

- i
minimize T;(x) = E cj—2—
x; EX; re— Y

where y; = >, o ok, ; is the traffic offered to server j. Note that, introducing
Ty =Tj — Zk# Zk,j, the available capacity of server j as seen by class ¢, the
problem can alternatively be formulated as

minimize E cj——. (1)
T Ty

A Nash equilibrium of the routing game is a multi-strategy from which no
class finds it beneficial to deviate unilaterally. Hence, x € X is a Nash Equilib-

rium Point (NEP) if

X; = arg min, ey, T3(x1,...,%X-1,%,Xi41,...,XK), VieC.

Let T;;(x) denote the partial derivative of T; with respect to x; ; at point x,
then

1 + Ti,j5

T —
sx) =< ri—y; o (ri—y;)?

(2)
According to the Karush-Kuhn-Tucker (KKT) optimality conditions, x € X
is a NEP if and only if there exist multipliers p; such that
s CaTi
T;(x) = J 4 I = u; ifx;; >0, (3)
! ri—y o (i —y5)? !
Ca
T::(x) = _ 0
00 =

Let C; = {i € C : @;; > 0} be the set of classes which route traffic to server j.
Similarly, let S; = {j € S : x;; > 0} be the set of servers to which class ¢ routes
traffic. Note that i € C; <= j € S;. We can now rewrite equations (3) and (4)
as

¢
Ti—Yj

<pi = 1€C = jeSs (5)

Let x be a NEP for the system with K dispatchers. The global performance
of the system can be assessed using the global cost

Dig(A,r,c) = ZT’?(X) _ ch Yj

?
e —
ieC jes J Y




where the offered traffic y; are those at the NEP. The above cost represents the
mean weighted number of jobs in the system. Note that when there is a single
dispatcher, we have a single class whose traffic intensity is A\; = A\. The global
cost can therefore be written as Dy (), r,c) in this case.

We shall use the price of anarchy as a metric in order to assess the inefficiency

of a decentralized scheme with K dispatchers. For our problem, it is defined as

Dg(A\r,c)
PoA(K) = sup ————.
? ( ) ;}ill Dl()‘7r7c)

In the following section, we establish several important properties of the Nash
equilibrium when the input parameters A, r, and c are fixed. These properties
will be used to prove the main results of this paper related to the PoA.

3.1 Main Results

Before getting into the technical details, we present here an overview of the
most important results obtained in the paper.

The first theorem, which is proved in Section 5, states that that the global
A

cost D (A, r, ¢) achieves its maximum when X is the symmetric vector A~ = ( T

Theorem 1
sup D (A, r,c) =sup Dg (A7, r,c).

A,r,c r,c

This result implies that, for the calculation of the PoA, we can restrict ourselves
to the symmetric game. This, coupled with the fact that in our setting the
symmetric game is also a potential game, makes it more tractable for the analytic
computation of the NEP and the global cost, thereby greatly simplifying the
derivation of the lower and upper bounds on the PoA.

The second theorem, which is proved in Section 6, gives these lower and
upper bounds on the PoA.

Theorem 2 For a system with two or more servers,
K
———— < PoA(K) < VK.
2VK — 1
This result states that the PoA is of the order of K independently of the

number of servers, and thus remains bounded for a finite number of dispatchers.

Remark 1 For a system with only one server, PoA(K) = 1. Hence, we do not
consider this case.

=>



4 Existence, Uniqueness and Other Properties
of The Nash Equilibrium

In this section, we show the existence and uniqueness of the NEP and investigate
properties of the traffic flow at this point.

4.1 Existence and Uniqueness

Let x be a multi-strategy for the routing game. The cost function T;(x) of each
user ¢ € C is the sum over servers j € S of the link cost functions ¢, ; (x) =
¢;jxij/(rj —y;). The latter are continuous functions of x which are convex
and continuously differentiable in z; ;. We have also assumed that A <T. As
stated in [18], these conditions are sufficient to guarantee the existence of a NEP
(Theorem 1 in [19]).

Now observe that the function ¢; j(x) is a function of two arguments, z;
and y;, which is increasing in each of its two arguments. Moreover, the partial
derivative T; j(x) is strictly increasing in x; ; and in y;. We therefore conclude
that the function T;(x) meets the conditions defining a type-A cost function in
[18]. Hence, we can apply Theorem 2.1 in [18] and conclude that the NEP is
unique.

4.2 Properties related to traffic intensities

We prove below that there is a monotonicity among classes in their use of servers:
a class with a higher demand uses more of each and every server. We first prove
a series of technical lemmata before stating our main results in Proposition 1
and Corollary 1.

Lemma 1l S;NS, # 0.

Proof. Assume the contrary, i.e., if m € S; then m ¢ Si, and if n € S
then n ¢ S;. For one such pair m and n, from (5), we can conclude that
Wi > —m— > g and pg > —<2— > u;, which is a contradiction. m

Tm —Ym Tn—Yn

Since S; N Sk # 0, from (3), we have

Wi — Ui = ( (:ELJ‘ —x;w'), Vi eS;NSy. (6)

i = Y;)?
Lemma 2 p; < pp, <= 3J €S x5 < xp,5.

Proof. Straight part: From Lemma 1, §; NSk # 0. If u; < pg, then, from (6),
E|j c Sk 1T < Tk,j-



Converse part: 3j € S, : x;; < xy,;. Either j € S; or j ¢ S;. If j € S, then,
from (6), p; < pi. If j ¢ S;, then, from (5), pu; < C_7y7 < pig. ®

Tj

Lemma 3 If p; < ug, then S; C Sk.

Proof. If j € S;, then, from (5), —2— < ;. If gy < pg then —2— < .

P Ti—Y; Ti=Yj

Hence, from (5) we can conclude that j € Sj. Therefore, S; C S,. m

Lemma 4 3Im € S; : Tim < Thom = Tij < Tkj, VJjE Sk.

Proof. Straight part: If I3m € Sy : T;m < Tk,m, then, from Lemmata 2 and 3,
we have p; < pg and S; C Sg. For j € §;, from (6), we have x; ; < xy, ;. For
J€SK\Si, zi; =0and 0 < x4 ;. Hence, x; ; < zx j, Vj € Sk.

Converse part: It is true from the statement. =

Proposition 1 The following statements are equivalent:

1o pi < i
2. 3j €Sk xij; <xpy.
3. x5 < x5, Vj € Sk

4. i < Ak

Proof. 1 <= 2<«= 3 follows from Lemmata 2 and 4. Now, we show & <= 4.

Straight part: If x; ; < 14, Vj € Sk, then, from the fact that & <= 1 and
iemma 3, we can conclude that \; = Zjesi Tij = Zjesk x5 < Zjesk Tpj =
k-

Converse part: Since A\ = ZjESk T,j, i A < Ap, then 3j € Sp 255 < 2p 5.
Since 2 <= 3, if \; < Ag, then z; ; <z, Vj € Sp. m

The above proposition shows that a class with a higher demand uses more of
each and every server. The following corollary shows that if two classes have the
same traffic intensity, then they send the same amount of flow on each server.

Corollary 1 From Proposition 1, it follows that

1. Wi = U < EIjGSk:xi’j:xk,j < Tij = Tkj, VjESk < )\i:
Ak

2. If \j < Mg, then S; C S.
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3. If \i = N, then S; = Sk.

In particular, if all classes have the same demand, i.e. A = A™, then, for all
server j € S and for all ¢ € C, we have z; ; = y;/K.

Recall that we have assumed that \; < A\ for ¢ < k. Therefore, according to
the above results, if we consider two classes ¢ and k > i, then we have S; C Sk,
pi < pu and x; 5 < x5 for all servers j € Sy, with the equalities holding if and
only if A; = A\g.

Let N; = |C;|. Proposition 1 implies that if k € C;, then ¢ € C;, Vi > k. As
a consequence, the set C; has the following structure: C; = {k—N; +1,...,K}.

4.3 Properties related to server costs per unit capacity

The above results tell how an order on ); translates to an order on x;;, j;
and §;, i.e., quantities of class i. We now give the analogous results for similar
quantities of server j. As before, we first prove a series of technical lemmata
before stating our main results in Proposition 2 and Corollary 2.

Denote “—¥

°J

=: k;j. We can rewrite (5) as
pil<kj = i€C; <= jES,. (7)

Note that k., is to class m what p; is to class i. Also, for i € C,,,, we can rewrite
(3) as

Cm Cm Ti,m
et (1 _om)
m — Ym rj —Ym Cm
S (1 + nmlx"—’m) . 8)
Cm

Lemma 5 C,, NC, # 0.

Proof. Assume the contrary, i.e., if ¢ € Cy,, then i ¢ C,, and if k € C,,
then k ¢ C,,. For one such pair ¢ and k, from (7), we can conclude that
K > u;l > kp and Kk, > u;l > Km, which is a contradiction. m

Since Cp, N C,, # 0, from (8), we have

Cm n

o (1+nmlxi—’m) =r," <1+nn1xi—’”>, Vi € Cp NC. (9)

Lemma 6 k,, < k, < H c(C,: L™ <

Cm Cn
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Proof. Straight part: From Lemma 5, C,,, NC,, # 0. If Ky, < Koy, then, from (9),

R s
Cm Cn

Converse part: 3 € Cy, Tlm’” < TC—" Either ¢ € Cy, or ¢ gé Cm. If i €Ch,
then, from (9), km < kn. If i & Cyy,, then, from (7), Ky, < ;' < k.

Lemma 7 If k,, < Ky, then Cp, C Cy,.

Proof. If i € C,,,, then, from (7), p; < k. If K < Ky, then p; < k,. Hence,
from (7) we can conclude that i € C,,. Therefore, C,,, CC,,. ®

Lemma 8 Im €(; : TC’” = Hm o mci’”',Vi € Cp.

Cn Cm
Proof. Straight part: If 3i € C,, : Z= -
have k., < ky and Cp, C C,,. For i 6 Cm, from (9), w;;" < ac;_: For i € Cp \ Cpn,
Tim =0and 0 < x;,. Hence, 22 < ZL2 Vi € C,,.

Cm

Converse part: It is true from the statement. =

The following proposition proves a monotonic property regarding the order
of preference of servers as seen by each class.

Proposition 2 The following statements are equivalent:

1. km < K.

. Ti,m Ti,n
2. Hies, <
3. =< ;7‘1”, Vi € Cp.
4 T'm T'n
T oCm Cn

Proof. 1 < 2 <= 3 follows from Lemmata 6 and 8. Next, we show 3 < 4.

Straight part: If Zem < in 5 € C, . then from the fact that 3 <= 1 and

Tm — Li,m ZTin __ Tn
Lemma 7, we can conclude that = Km+Y icc,, o < K+ icc, o=
XT;
Converse part: Slnce ==kt —n if Zm < Tnthen either ky, < Ky
i€Cp Cn

orEIzEC,.T;’" <z . .Slnce1<:>2<:>3,Wecanc0ncludethat1f£f” <,
then%<T",ViECn. [

The above proposition shows that if server n has a lower cost per unit ca-
pacity than server m, i.e. ¢,/r, < Cm/Tm, then, at the NEP, the ratio of the
residual capacities will be greater than ¢, /cp,, i.e. :"—”" > CC” , and for each
class ¢ using server n, the ratio of the amount of trafﬁc sent to each server by

Tin Cn
class 7 will be greater than ¢, /¢y, i.e. —=% > £

Tim Cm ”
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Corollary 2 From Proposition 2 it follows that

1. Kk = Kkp <= F€C,: =2 =0 — i — LY e(, —
Cm Cn Cm Cn
'm _ T'n
Cm Cn "

3

2. IfZ—Z < T—n then C,, C Cy,.
3. IfZ—Z = In then C,, = C,.

Cn

The above corollary shows that we get a partition of classes among servers
at the NEP: starting with a server m of maximal cost per unit capacity % and
moving towards servers n with lower cost per unit capacity i—: < i_:ﬁ we observe
more and more classes joining the servers, i.e. C,, C C,,.

Recall that it is assumed that the servers are numbered in the following
order: ¢1/r1 < cafrg < ... < ¢s/rs. According to the above properties, it
implies that if we consider two servers n and m > n, then we have C,, C C,,
ﬁ > g—; and :—; > g—; for each class i € C,,, with the equalities holding if
and only if ¢, /r, :’cm/rm.

Let S; = |S;|. Proposition 2 implies that if m € S;, then n € S;, Vn < m.
As a consequence, the set S; has the following structure: S; = {1,...,5;}.

Before moving to the analysis of the set of servers used by each class at
the equilibrium, we conclude this section with a last property related to the
server costs per unit capacity. This technical result will play a key role when
comparing the costs of two different equilibria.

Lemma 9 o o
J'J S > 17541 Q,Vj,
(rj =y;)* ~ (rj+1 — Y1)
with strict inequality if C; \ Cj+1 # 0.

Proof. From (3), if z; ; > 0, then

= —2— 4
Cory—yy o (=)

€

from which we conclude that

S i = Ny gy W= gy

= o ey iy ()
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Now,
cjr1(Njp1 —1 Cj+1T;j
j+1( Jj+1 ) + J+175+1 s = Z 1L
Ti+1 — Yi+1 (rj+1 = yjt1) i€Cr
S IR W
iECj iECj\Cj+1
c¢j(N; =1 cjTy ¢y CjTi
- j(,J_ ,)+( ,ij,)2_ Z ( — .+( ,J_w,)2)
i Y i Y i€C\Cyaq NI T Y i Y
ci(N: —1 CaTs ci(N: — N CaTi
— ji.J_y.)—’—(r.i;.P_ J( rj._y.ﬁ_l)_ Z (r.] 7;‘)2
7Y 7Y 7Y i€C\Cyyn VI T Y
_ (Njra = 1) CiT Cjig
BT A R 2 (rj — )
7Y 7Y €CN\Cyan VI T Y
Thus,
¢ri _ Gwrimn _ GrnWip = 1) ¢i(Njp — 1) - CjTij
(rj —v;)*  (rjg1 — Yj41)? Ti+1 — Yj+1 T3 —Yj ieCN; (rj —y;)?
tebg\bi+1
(10)
Cit1 Cj CiTi
- (r- S T,_j ) (Njr1 — 1)+ Z (T,J_U,)Q
J+L T i 7Y i€C;\Cjp1 7 Yi
(11)
s cj Ci+1 : S e ) . Cjt1 cj .
From Proposition 2, rj- < m]-+1 implies k; > K41, i.e. Tj+1771/j+1 > Tj:yj. Since

the second term on the RHS is strictly positive if C; \ C;j+1 # 0, we can conclude

that o o
3" s — J+175+1 220’
(rj —y;)*  (rj+1 — yj41)

with strict inequality if C; \ Cj41 #0. m

4.4 Characterization of the set of servers used

The following proposition shows that the set of servers used by each class has the
so-called water-filling structure. Recall that dispatcher i solves the optimization
problem (1).

Proposition 3 For each class i € C, the threshold S; is such that

Gis; <X <Gisi41, (12)

where
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79_ZT77J 1(T7QZ CjTi,j 22,...75. (13)

with G;1 =0 and G 541 = Zjes rj — X+ \;. Note that Gi,s+1 15 the system
capacity as seen by class i jobs.

Proof. Let A be a subset of S;. Since r; ; = r; —y; + i j, (3) can be rewritten
as wi (rj —y;)? = ¢;jr;; for all j € S;. Summing over j € A, we get

2

. CjTi;

i = Z]GA VA2V A C Si, (14)
> jeaTi — Y

which in the case A = S; can be written as,

2
ics. VCiTi,j
Z]ESZ VALY ) (15)

i =
djesi Tig — Ai
since Y- ics, 75 — Ui = Yjes, Tig — Tij = 2jes, Tid — i

Since S;y+1 & S;, we have from (4),

2
> jes: VT C8it1
Hi=\S~ o~ < —
Zjesi Tij — N TS;+1 — YS;+1

which yields

S,
Ti,8;+1
Z A A csitl Z\/Cﬂ"%] Gisi+1- (16)

For the lower bound, observe that, since S; € S;, (3) holds for j = ;.
Therefore, using (14) with A = {1,...,5; — 1}, we can write

Si—1 2
= 2o VETH Y\ esiris,
AT ) s s

ie.,
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Si—1

Ti,8; — Ti.S; T'i,S;

CS T 3 Sifl C Srifl

i 11,04 S,

CTig = e [ Y g i | > DI
j=1 7j=1

Jj=1

from which we get

Cs;

Si—1 7 Si—1
l,SL
Gis, = Y Tig = | =t D VGTig <A (17)
j=1 j=1

Remark 2 In the special case \; = G; g,41, inequality (4) holds tight for j =
S; + 1. Therefore, in this case, we can define the set of servers used by class
ias S = {1,...,5;,8; + 1}, where server S; + 1 is “marginally” used, with
zi 5,41 = 0.

From Corollary 1, we can conclude that the thresholds Si,..., Sk satisfy
the order S; < S5 < ... < Sk.

5 Analysis of the Global Cost

In this section, it will be assumed that the capacity vector r and the cost vector
c are fixed. Our goal is to prove that the global cost Dg (A, r,¢) achieves its
maximum in the symmetric case, i.e. when A = A™.

For each rate vector A € A, we already know that there exists a unique NEP
x € X. Let us define the function N : A — X such that for each vector A € A,
N(X) € X is this unique NEP. In the sequel, the function N will be called the
Nash mapping. We have the following result.

Theorem 3 The Nash mapping N is a continuous function from A into X.

Proof. Note that for each vector A € A, N(A) € X C Q,cc ®,es[0,75] and
the latter set is a compact set. As a consequence, in order to apply the closed
graph theorem (see Appendix A), we only need to show that the graph Gy of
N is closed. Let us therefore consider a convergent sequence (A", z™), . of
points in Gy, where 2™ = N'(A™). Let (), ) denote the limit of this sequence.

Note that A € A since A is closed as a topological space. We need to show that
z=N(N).

We first show that x € X and Zjes x;; = A foreach i € C. Fori € C
and j € S fixed, the sequence (z7;)nen takes values in the closed set [0,7;]
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and converges to z; j, from which we deduce that 0 < z; ; < r; and thus that
x € X. Moreover, for each n € IN and each i € C, we have ZjeS zi; = A
Since " — x, we have for each class i € C,

Ai = lim A = lim E = E Zi g
n—00 n— 00 J ’
JES jES

We therefore conclude that the limit point x is such that x € X and satisfies
Zjes x;; = A; for each ¢ € C. Let us now show that x is the unique NEP in
X satisfying these conditions. For each n € IN, since x™ is a NEP, there exist
multipliers ', ¢ € C, such that

n

s Cj G Lij . s
uy o= — s if x2j>0
T3 —Yj (; yj)
n Cj n
py < it 2, =0
T 71] _ y‘;’L 1,7

Now, let us show that there exist y; such that ' — p;. To this end, let
yj = limy, o0 Y7 = D ;e 2i,j for each j € S. Note that y7 < r; implies y; < 7.
Let us first show that y; < r1. Assume by contradiction that y; = r;. Then we
have
Ve > 0,dN.,Vn € N,n > N, = r; —yi <e.

But, since r; —y7 < ¢; (ri1 —yp)/cq for all j € S, it implies that for each
€ > 0, we can find n sufficiently large such that r; — y? < ¢; e/ci forall j € S,

and thus,
er —X:er —Zy? <ezﬁ.
jes jeS jES jes @

Since the above holds for each € > 0, this is clearly a contradiction with our
assumption A < Y jesTi We therefore conclude that y; < r;. Now since each
class uses server 1, we have for each n,

n
C1 C1T; 1

-yl (m-yp)?

ey

Since 2" — z and yi — y1 < 71, we conclude that the sequence (1),
convergences to a limit p; such that

C1 C1Z41
T — U (7“1 - y1)2'

i =

Observe that it implies that y; < r; for all j € §. Indeed, if we assume on
the contrary that y; = >, @i ; = rj, then it implies that there exist i € C such
that z; ; = € > 0. But in turn it implies that for n sufficiently large we have
z'; > €/2 and thus p* > (¢;€/2)/(r; —y?)Q. We then deduce from y' — r; that
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pim — oo, which is a contradiction with p' — ;. Thereforey; < r; forall j € S.

Now, let us consider the complementary slackness conditions for each NEP

x™, that is,
Cj Cj Xj 5
xn‘ J + »J _ Mn =0.
2, <rj _ y;L (rj _ y;l)Q 7

Taking the limit as n — oo, we obtain

¢j Cj Tiyj
Ti; + —pi ) =0.
I (7‘1‘ -y (rj—y;)? 7)

Since the above are the necessary and sufficient optimality conditions for a
point to be a NEP, we conclude that z = A(\) and thus that the graph Gur is
closed. Applying the closed graph theorem yields the proof. m

In order to prove that the global cost achieves its maximum in the symmetric
case, we need to compare the equilibria A’ (A) and A'(A) that are induced by
two different rate vectors X and A in A. If the resulting equilibria are such that
the set of servers over which each class sends its flow do not coincide at both
equilibria, then the comparisons become extremely complex, if possible at all.

To avoid this difficulty, we proceed as follows. In section 5.1, we first prove
some preliminary results concerning the comparison of the equilibria induced
by two different rate vectors A and by assuming that these equilibria are such
that each class sends its flow to the same servers under both equilibria. In
Section 5.2, we compare the equilibria induced by two different rate vectors A
and A, assuming that (i) these equilibria are such that each class sends its flow
to the same servers under both equilibria, and (i) A is obtained from X using
a certain transformation. In Section 5.3 we exploit the continuity of the Nash
mapping to show that the global cost increases under this transformation even
when the set of servers is different at the two equilibria. Finally, in Section 5.4,
we show that the symmetric rate vector A~ can be obtained from any rate vector
A with a finite number of such transformations.

5.1 Preliminary Results
In this section, we prove some lemmata that will be used in order to compare
the Nash equilibria induced by two vectors A € A and A € A. In the sequel, if

z is a certain quantity related to the Nash equilibrium induced by the vector A
then we shall denote the corresponding quantity for vector A by Z.

Lemma 10 Fori € Cy,

1. if @j < Yj and :%iyj < Tij, then fi; < ;.
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2. Zf ])j S Yj and .f?@j S Li,j, then ,[Lz S i -
3. Zf ])j < Y and .f?@j < Zj, then ,[Lz < M-

4. if U = Y4 and fi; < p;, then a5 < Xij-
Proof. Proof of part 1 : for i € C;, we rewrite (3) as

TP — Y
J?i,j:(rj—yj)( JC' J/.h;—l).

J

Therefore, &; ; < x; ; is equivalent to

(i =y
(Tj—yj)<jo ju¢—1>é(7“j—yj)(Jc} JMz'—l),

J J

which, since r; — y; < r; — §;, is equivalent to

N (TP Y
(G-w)(jo jui—1><(7”j—yj)(Jc, JM—1>,

J J

which is equivalent to

I ri—y;

I PP B Y
Cj Cj

Since 7; —y; < rj — 95, we can conclude that fi; < ;.

The proofs of parts 2, 3, and 4 follow similarly. m

Lemma 11 For m andn in S, and i € C,, N Cy,

Zf ym > Ym s j:z’m Z xi,m; and yn S Yn s then j:i,n > xi,n-

Proof. Assume the contrary, that is, 3n,m € S and 7 € C,, N C, such that
Um > Yms Tim = Tijm, Un < Yn and i, < 255 From Lemma 10.1, g > ym
and ; ., > ;. implies fi; > p;. However, from Lemma 10.2, g, < y, and
Zin < ;. implies f1; < p;, which is a contradiction. m

In the rest of the section, we shall make the following assumption on the
vectors A and A.

Assumption 1 The vectors A and X are such that C; = C;, Vj € S.
From the above assumption, it follows that S; = S;, Vi € C.

Lemma 12 For any j € S:
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1.9 2y <= Yiec, i 2 Diec, Mi-

2.9 > Y5 = Dice, i > Dice, Mi-

Proof. Proof of part 1: from (2) and (3), if ¢ € C;, then

|: 1 + T 5
pi = ¢
Y iy (- yy)?
Thus,
1 Yi
Wi = njc; + c; .
; iy - )?
Since N; = N; (from Assumption 1), we can conclude that > iec; Mi 18 an

increasing function of y;.

The proof of part 2 follows similarly. m

Lemma 13 IfC,, =C, then :

1 Gm > Ym <= Un > Yn.

2. Um > Ym <= Un > Un-

Proof. Proof of part 1: from Lemma 12, g, > y,, is equivalent to Ziesm [y >

ZiESm i, which, since C,, = C,, is equivalent to Ziesn i > Ziesn ;. Again,
from Lemma 12, we can conclude that ¢, > y,.

The proof of part 2 follows similarly. m

Corollary 3 For m,n € 81, m > Ym <= Un > Yn-

Proof. Since, for m,n € &, Cp, = C,, = {1,2,..., K}, the above statement
follows from Lemma 13.2. m

5.2 Basic Transformation of a Rate Vector

For each rate vector A € A, recall that by convention A\; = min;cc \; and
Ax = maX;ec ;. Define the sets Cpuin and Cpuqz as follows:

Cmin = {ZEC : )\i:/\l};
Cnaz = {1€C : A\ =Xk},

and let nmin = |Cimin| and Nimaz = |Cmaz)-
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Definition 1 For each rate vector A € A, define the function hy : [0, npmaz Ax] —
A as follows:

h>\(e)=)\+e< ! > e - ! > ei>, (18)

Ttmin ee ftmaz i ce ™,
where e; denotes the vector in RE with the i-th component equals to 1 and all
other components are equal to 0. A rate vector X € A is said to be obtained
from X under a basic transformation if and only if there exists € € [0, Nnaz AK]
such that X = hx(€). In this case, € is called the step of the transformation.

Note that the above transformation increases the traffic of classes i € Cpuin
(the classes with the smallest amount of traffic) and decrease correspondingly
the traffic of classes i € Cpqar (the classes with the largest amount of traffic),
i.e., it preserves the total amount of traffic: >, ..\ = > ;¢ Ai = A. There
are several other properties of the basic transformation which are worthwhile
noticing. They are stated in the following lemma.

Lemma 14 Let X be obtained from X under a basic transformation, i.e., A=
ha(e). Then,

1. XN = N for all i € Coyin, Ni < Ni for all i € Cpan, and N\; = X\; for all
1 & CrninUCmaz, where the inequalities are strict if and only if Crnin # Cinax
and € > 0.

2. N = A1 for all i € Conin and N; = A for all i € Cpnaz,

3N < Ak foralli € Cppin and N>\ for alli € Craz for € < min(Numin, Mmaz) (AKk —
A1).

4- Ziecmm 5‘1' —Ai = — Ziecm{w Ai = A,
9. Djes Vi = 2ujes Ui»

Proof. In part 1, if either Cppin = Cipaz Or € = 0, then A=A Hence, the
equalities are satisfied. So, we consider the case when Cyip # Cinaz and € > 0,
and show that the inequalities are strict. From (18), it is immediate that A=\
for i & Crnin UCmaz. Moreover 5\1' =\+ ﬁ for all i € Cpnipn and 5\1' =)\ — ==

Nmazx

for all ¢ € Cpqe. Since € > 0, we thus obtain ;\7 > \; for 7 € Cpin and ;\7 < N
for ¢ € Cpnae, and 1 is proved.

We note that if Cipy = Cinaz, then A=A Hence, the parts 2 to 5 are true
in this case. So, for the rest of the proof, we assume that Cmip # Craz- From
Ai = Ap fori € Copin and A\; = A for i € Cpuae, we obtain that \; = A+ —— =

MNmin

5\1 for i € Cpin and 5\1' =g+ < = S\K for i € Cpaz, which proves 2.

Nmazx
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To prove 3, let us consider i € Cypin. We observe that € < min(nmin, Nmaz ) (Ax —
A1) implies that A; = A;+—— < )\i—l—w()«—)\l) <N+(Ax—XA1) =

Nmin MNmin

Ax. The proof of ;\7 > A1 for i € Cppqq is symmetric.
To prove 4, we observe that,

DIETRPYEE S D (T

Nomi n
i€Cmin i€Cmin T i€Cmaz 1€Cmas

Finally, the proof of property 5 is immediate since it is equivalent to ) 3, ., i =
ZiEC Ai. m

In the following, we will compare two rate vectors A and X. If z is a certain
quantity related to the Nash equilibrium induced by the vector A then we shall
denote the corresponding quantity for vector A by z. The comparison is done
under the following assumption.

Assumption 2 The rate vectors A € A and XA € A are such that:

is obtained from A\ under a basic transformation,

1A
2.C;=C;,VjeS.

In other words, we assume that the transformation A into X leaves unaffected
the set of servers used by each class.

The key point here is that in order to determine the impact of a basic
transformation of the rate vector A on the global cost, we need to compare the

server loads under the equilibria x = A(A) and x = N (A). To this end, let us
define the sets ST and S~ as follows:

ST={jeS : gj>y;} and S =8\ST,

i.e., ST is the set of servers whose load increases under the transformation while
S~ is the set of servers whose load is non-increasing under the transformation.

We first prove two lemmata concerning the sets ST and S~. The first one
shows that ST is empty if and only if the load of each and every server is
constant under the transformation.

Lemma 15 y;, =3;,Vj € S <— ST =10.

Proof. If ST = () then S~ = S. That is, §; < y;,Vj € S. We also have
> jes Ui =2 jesyj- This is possible only if §; = y;,Vj € S.

The converse is true by definition of S*. m

The second lemma shows that S~ cannot be empty, i.e. that there is at least
one server whose load is non-increasing under the transformation.
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Lemma 16 S~ # 0.

Proof. Assume S =0, then y; < §;,Vj € S. Therefore, 3, sy; < > jcs ;-
This is in contradiction with Assumption 2 which says Zjes Yji =D jes¥j- ®

We now prove three fundamental propositions regarding the impact of the
transformation on server loads. We first show in proposition 4 that if there exists
at least one server whose load increases under the transformation, then the load
of each and every server used by class 1 increases. We then prove in proposition
5 that the load of all servers is non-increasing under the transformation if and
only if all traffic classes use the same set of servers. Finally, proposition 6 proves
that the transformation induces a monotonic partition of servers: there exists a
threshold J < S such that for all servers j > J the load is non-increasing under
the transformation.

Proposition 4 If ST # () then S; C S™T.

Proof. Assume by contradiction that we can find a server s € &7 such that
s € 8. Then, according to Corollary 3, & C S~. Since St # 0 and §; > y;
for all j € S*, we have 37 s+ U5 > D5+ Yy 1€,

DO DIETE ED DI D DT B

i€C \jesSt i€C \jesS+

from which we conclude that there exists ¢ such that Zjes+ Zij > Zje3+ Zi g
Since S = &1 € S for all k € Cppin, We necessarily have i & C,p;p, and thus

Ai < \;. Therefore,
N = Z i"i’j + Z :i"i’j < Z T+ Z Ti = YR
JES— JEST JES— jEST

Thus,

Z 25 < Z i+ Z Tij — Z Tig | < Z T, j-

JES— JES— JEST JEST JES—

We therefore conclude that class i is such that >, g+ &5 > > cs+ 21,7 and
>jes- Tij < jes- ®iyj- Therefore, we can find a server m € St and a server
n € 8~ such that £;, > 2;, and 2;, < z;,. But according to Lemma 11,
this is impossible. We therefore conclude that S; C ST. m

Proposition 5 ST =) <— S, = Sx.
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Proof. We first prove that if ST = () then S; = Sx. From Lemma 15, this
is equivalent to proving that if y; = ¢;, Vj € S then & = Sig. Assume the
contrary, that is S € Sk. Then, Im :m € Sk, m ¢ 5.

Since ym = Jm, from Lemma 12, we get > ;.o i = D ;ce  fli, which we
can rewrite as

Z Wi + Z i = Z fui + Z i (19)

1€Cmaa i€C771\CnLax 1€Cmaz iean\C'mam

We shall show that the above equality is not possible, which then proves the
claim.

For i € Cppaz, since A; > j\i, EjES,; Zij > EjES,; Z; ;. Thus, there exists an
n € §; such that z; , > 2; ,,. Since y,, = Yy, from Lemma 10.3, we can conclude
that p; > fi;, and that Y ;.o wi > D ce  fli, which, upon substitution in

(19), leads to

S owe Yo

iec'm\cnm.x iec’m\cnm.x

If Cr \Cinax = 0, then the above inequality cannot be possible which then proves
the claim. So, assume Cp, \ Ciaz 7 0. Then the above inequality implies that
i ¢ Crin U Crag © i < f1i. Since y; = §;,Vj € S;, application of Lemma 10.4
leads to z; ; < &7, Vj € S;, and consequently to A = > c s iy <D jcs, Lij =
Ai. However, for i ¢ Cpin UCpaq, from Lemma 14.1, A; = A;. Hence, there is a
contradiction, and we can conclude that S; = Si. =

As a direct consequence of the above proposition, we get the following corol-
lary that tells us that if at equilibria x and % all classes use the same set of
servers, then the server loads are constant under the transformation.

Corollary 4 y; =9;,Vj €S < &1 =S«k.
We now turn our attention to the set S~ and prove the following result.
Proposition 6 Forallje€ S8, ifj€S™ thenj+1€S™.

Proof. If St = ) then the proposition is true. So, assume St # (. Then,
from Proposition 4, S; C ST. In order to prove the proposition, assume by
contradiction that there exists a server j € {S; + 1,...,Sk — 1} such that
j €8  and j+1¢cST. Again, if S; +1 = Sk then the proposition is true. So,
assume that S; +1 < Sk.

Since j € S~ and j + 1 € 8T, from Lemma 13,

o<y (20)

i€Cy i€C;



24

and

Z [ > Z i (21)

1€C 11 1€Cj41

Moreover, from the contrapositive of Lemma 13, we can conclude that C;\Cj+1 #
(. Note that since j < Sk, classes i € Cpas do not belong to C;\Cj41. Similarly,
since j > 51, classes ¢ € Cpnin do not belong to C; \ Cj41.

Since Cj41 C Cj, we have, for all i € Cj41,

Tij

o= —2— ¢
oy ()

Therefore, Ziecjﬂ [ > Ziecjﬂ 1; 18 equivalent to

Cj Cj Cj Cj
J J o J J
Ni+1r._&+(r,_&)2 ) Tig > Njpr —= '+(r»— 2 > T
J Yi J Yi 1€Cj11 J Yi J Yi i€Cjta

and since g; < y;, this implies that ZieCHl Ty > Zi6C7~+1 x;,5. Since g5 < yj,
necessarily > iccc,,, Tig < Diec,\cyy, Tig- However, since all classes k €
Crmin UCmaq do not belong to C;\C,jt1, we know that \; = \; foralli € Ci\Cj+1,

and thus ‘ ‘
J J
SN0 ma=D Y i

I=14€C;\Cj+1 I=14€C;\Cj+1

from which we obtain

Z Z xi,l:Z Z i1+ Z &ij — Z zij |,

1<j iECj\Cj+1 1<j iECj\Cj+1 ieCj\Cj+1 ieCj\Cj+1

and therefore

Z Z xi7l<z Z Zig. (22)

1<j i€C;\Cj41 1<j i€C;\Cj+1

Substracting (21) from (20), we obtain

Z i < Z Hi-

iECj\Cj+1 iECj\Cj+1
Hence, for each server [ < j,
Cl (&}

N;—N; e F—
( J ]+1) r— i (Tl . yl)2

N C C
Z T < (Nj—Nj+1) d + d Z T -

2
, =y (ri—y)* .
i€C;\Cj+1 Z w) i€C;\Cj+1




But, for I < j and [ € 87, it implies that

Sooda< > w,

i€Ci\Cj+1 i€Ci\Cj+1
and thus
E E Tig < E E T (23)
I<jlEST I€C;\Cjs1 I<jlEST I€C;\Cjs1

From (22), we have

Z Z Zig > Z Z Tig+ Z Z Tl — Z Z Tig |,

1<j,l€S™ i€C;\Cj41 1<j,l€S™ i€C;\Cj41 I<jlEST €C;\Cjy1 I<jlEST €C;\Cjy1

and using (23) it leads to

Z Z ﬁfi,l > Z Z Zi - (24)

I<jleS~ i€Ci\Cjt1 1<j,leS~ i€Ci\Cj1

According to (21), for each server I < j,

C ] R (&) C
N; + Z Z;1 > N; + Z Ti].
Jj+1 — - RY) il Jj+1 — — p) il
=g (=90 o= -y (n—y)? o
But, for [ < j, 1 € §7, it implies that
Z Tig > Z T4,
1€C 11 1€Cj11
and thus
)ODDETEND DD DT (25)
1<j,leS— i€Cjt1 1<j,leS— i€Cj+1

Now, summing (25) and (24) gives

S Ea> > D m (26)

I<j,leS— i€C; I<j,leS— i€Cy

However, for each server | € S~, we have g; < y; and thus )
Elq’les, yi. Since, for | < j, y; can also be written as y; =

Zigcj x;,1, it yields

lif',leS* U <
iec; Til +

Z Zfﬁi,zﬁ Z Zwi,z—i— Z in,l— Z Zﬁi,l ,

1<jl€S™ igC; 1<jl€S igC; 1<j,l€5~ i€C; 1<j,l€S i€C;
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and using (26),

Yo < D0 D (27)

1<jleS igC; 1<j,l€S~ i¢C;
Therefore, there exists a class ¢ ¢ C; such that

Z ﬁfi,l< Z Til- (28)

1<jleS— I<jleS—

It implies that, for this class ¢, we can find a server n ¢ S; and n € S~ such
that Z;, < ;. Since Cmae € Cj, we know that ¢ ¢ Cpper. Moreover, since

=

Sy, =8, C ST for all k € Crin, i € Crmin. We therefore have \o= M\ Thus,
Z i+ Z Ty = Z T+ Z Ti,
leS— lesS+ lesS— lesS+

which implies

S dii= Y wmia+t (Z DY xz) :

lest lest leS— leS—

and with (28), it yields

Z ﬁfi,l > Z Zi -

leS+ leSt

This implies that there exists a server m < j, m € ST such that Lim > Tim-
But, according to Lemma 11, there cannot be two servers m,n € S such that
Um > Yms Un < Yn, Tim > Tim and 3, < Z;p. This is a contradiction.
Therefore, if j € S7, then j+ 1€ S~ for all servers j € S. m

Proposition 6 proves that the transformation induces a monotonic partition
of servers: there exists a threshold J < S such that for all servers j > J the
load is non-increasing under the transformation.

Using the above results regarding the impact of the transformation on the

~

server loads, the following two theorems compare the costs D(A) and D(A).
The first theorem uses the following lemma.

Lemma 17 Ifb;, i = 1,2, ..., is such that

1. b >0,
2. b; §02>bi+1 <0, and

3. 5,bi =0,
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and a;, 1 =1,2, ..., is such that

1. a; > a;4+1, and

2. a; — ary1 > 0,
where I = max{i : b; > 0}, then Y, a;b; > 0.

Proof. We have

Zalb —Zab —l—Zab

i<l i>1
> alzbi +Zaibi
i<I i>1
>ary bi—ari1y |bi
i<I i>1
> (ar —ar41) Zbi
i<I
> 0.

We are now in position to state our main results.
Theorem 4 D(A) < D(A) < &) C Sk.

Proof. We first show that if S; C Sk then D(A) < D(X). As a function of
the loads, the global cost is given by

D=3 = e (29)
JES A JES
Let Ay; = §; — y;. Note that Ay; >0 < (r; —9;)~' > (r; —y;)~", which
leads to Ay; #0 < Ay;(r; — ;)" > ij(rj —y;)~ L. Thus,

D)~ D) = 3 LA 5 S Ay )

jeS(J_y)r_yJ ]ES T = Yj)

We now show that the RHS in the above inequality is positive. Since &1 C
Sk, from Proposition 4 and Lemma 16, we can infer that ST # () and S~ # 0.
From Proposition 4, we can also infer that S§ € S*. Hence, Ay; > 0. From
Proposition 6, if j € S~ then j+1 € S~. Therefore, the sequence Ay;,j € S is
such that

1. Ay; >0,
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2. Ay; <0= Ay;j41 <0, and
3. ZjGS ij =0.

Let J = max{j : j € ST}. Then, J+ 1 = min{j : j € S~}. Note that
Cj # Cji1, otherwise from Lemma 13, either both J and J + 1 belong to S* or
both belong to S~. From Lemma 9, we can conclude that

TS > CiHiTitl g
. and
=92 = Tryra—ys40)2° VD

2 cJjTJg CJ4+1TJ+1
Cra—ya)? T (romi—yae)?”
Since the sequences ¢;jr;/((r; —y;)? and Ay; satisfy the conditions of Lemma
17, we have
A A
———=Ay; > 07
2 (rj —y;)? "

J
and hence, from (30), we can conclude that D(A) < D(A).
To show the converse, if D(A) < D(X) then necessarily there exists an m

such that y,,, # ¥m. From Proposition 4, we obtain S; # Sk . Since S§; C Sk,
we can conclude that S; C Sk. =

Remark 3 If §; C Sk, we hcwe shown that in order to prove D(A) < D(X) it
is sufficient to prove that ZJ @ yJ E Ay; > 0. It is remarkable that it amounts
to prove that Zj 5y, ij > 0. However, the above proof is not based on this
variational argument and is valid whatever the value of 0 < € < Nz Ak -

Theorem 4 shows that if all the classes do not use the same set of servers at
the equilibrium x, then the transformation will strictly increase the cost. The
following theorem proves that the cost is constant under the transformation if
all classes use the same set of servers.

Theorem 5 D(A) = D(A) < S = Sk.

Proof. From Lemma 16 and Proposition 4, if §; = Sk then y; = 3;,Vj € S
and therefore, D(A) = D(X). To prove the inverse, if S; # Sk_then necessarily
81 € Sk. From Theorem 4, we can conclude that D(A) # D(A). m

5.3 Maximum Step of a Basic Transformation

Theorems 4 and 5 enable the comparison of the equilibria induced by two differ-
ent rate vectors A and )\ provided that X can be obtained from A under a basic
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transformation which leaves unaffected the set of servers used by each class. The
main limitation of these results comes from the latter assumption. However, as
will be shown below, the continuity of the Nash mapping can be exploited to
prove that, under certain conditions, the global cost is non-decreasing under the
transformation even if some classes change the set of servers they use.

Definition 2 For each rate vector X € A, the mazimum step of the transfor-
mation hy 1s

A = min (nmzn Amina Nmazx Amar) 5 (31)

. b : A
where A\ ,in = —A14+min (?7 miniee\c,.in /\7;) and A e = A\ —max (?, MaX;eC\Cy o /\7)

Intuitively, if the step € of a basic transformation is lower than the maximum
step A, then the sets C,in and Cipee will be unaffected by the transformation.
On the contrary, if e = A, then, after the transformation, we will have either (i)
one more class in the set Cpnin Or Cpnaa, or (i) A = A7

For each rate vector A, let A(e) = ha(e) for € € [0,A]. All quantities of
interest can be treated as functions of €. Therefore, in the following, if z is a
certain quantity related to the Nash equilibrium induced by the vector A then
we shall denote the corresponding quantity for vector A(e) by z(e).

We first prove the following properties of the transformation when e < A.
Lemma 18 For each e < A,

1. Mi(e) < min (%,minkec\cmm )\k) for all i € Chmin, and the inequality
is strict if € < Npin Amin whereas it holds as an equality if ¢ = A =

Nomin Amin;

2. X\i(e) > max (%,maxkec\cmw )\k) for all i € Ciae, and the inequality
is strict if € < Nmaz Dmaz, whereas it holds as an equality if e = A =

nmaw Amaw i

Proof. For i € Cpin, we have \;(€) = A\ + ——. Since € < Nynin Apmin, it yields

MNmin

Ai(€) < A1+ Apin, 16 Ai(e) < min (%,minkec\cmm )\k), as claimed. Note
that the inequality is strict if € < nmin Amin and that it holds as an equality if

€ = Nunin Dmin- The proof of property 2 is symmetric. =

The following two lemmata detail how the sets Cy,4, and Cp,qz evolve under
the transformation.
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Lemma 19 For each e < A,

1. Cmvn g Cmvn(e) and CmaT g Cmam(e);
If€ < NMmin Amin; then Cmvn = Cmvn (6)7
If€ < Nmazx Amam; then Cmam = CmaT (6)7

If € = Nmin Armn and szn 7é C; then szn - Cmin(e);

=

Gro o e

If € = nimaz Amaz and Coaz # C, then Coazr S Cinax(€)-

Proof. We just prove the relations between C, and Cpin (€), since the proofs of
the relations between Cpqp and Cpqq(€) are symmetric. We first prove assertion
1. Let i € Cpin. From Lemma 18.1, we have A;(e) < A for all k € C\ Cppin.
For k & Cpnin U Cinaz, Lemma 14.1 states that A\gx(e) = Ap, which implies that
Ai(€) < Ag(e) for all k &€ Crnin U Crae. From Lemma 18.1, we also have \;(e) <
% < Ai(e) for all k € Cpqs, where the last inequality comes from Lemma 18.2.
We therefore conclude that \;(e) < Ai(e) for all k € C\ Cpin. However, from
Lemma 14.2, we have A;(e) = A;(€) = A1 (e) for all k € Cpin. We conclude that
if i € Cinin, then \;(e) < Ag(e) for all k € C, and thus i € Cypin(€). This shows
that Cin C Cmm(ﬁ)

Let us now prove assertion 2. Assume € < Npin Amin. Since Crin C Cin(€),
we just need to prove that Cpin(€) C Cmin. It is sufficient to show that if
k & Cpin, then k & Cryin(€). Let k € C\ Crin. If k & Cinaz, then, according to
Lemma 18.1, Ai(€) < Ay = Ai(€), whereas if k € Ciaz, Ai(€) < & < Ag(e), also
from Lemma 18. Since A;(€) = min;ec A;(€), we conclude that k & Cynin(€), and
thus that Cpin = Cpnin(€).

A
K

We now prove assertion 4. From Lemma 18.1, we have either \i(e) = & or
A1(€) = mingeere,,;, Ak-
o If \i(e) = %, then it clearly implies that A;(e) = % for all 4 € C. However,

since Cpnin # C, it implies that class K belongs to Cppin(€) but not to Cpip-

o If A\i(e) = mingeeyc,,., Ak, We can find j € C\ Cnin such that \; < % and
in Ak From \; < % we deduce that j & Cas. Therefore
from Lemma 14.1 we obtain A;(e) = A; = A1(€). We conclude that class j
belongs to Cpin(€) but not to Cpyin.

Aj = mingec\c

Since in both cases we can find a class i € Cpin(€) such that i &€ Cpin, we
conclude that Cpin, C Crnin(e). ®

Lemma 20 The following statements hold.
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1. If Conin U Cinaz # C, then Conin U Craz S Ciin(A) U Crax (A).
2. If Conin U Crnaa = C, then A(A) = A7,

Proof. We first prove assertion 1. Assume that C,,ip U Chae # C. We have
either A = Nynin Amin, 08 A = Nypar Apmaz- According to Lemmata 19.4 and
19.5, if A = nynin Amin, then Cryin S Crnin(€), while if A = nypae Apmaz we have
Crnaz S Crmaz(€). We therefore conclude that Cpnin UCmar S Comin (A)UCmaz (A).

Now we prove assertion 2. We first note that if Cpin = Cinae = C, then
A = A7, and thus A(A) = A™. So we consider the case Cpnin 7# Cmaz- Since
C\Cmin = Cimazs Amin = —A\1+min (S\/K, min;ee, .. /\7;) = A/K —\;. Similarly,
Apaz = A — M/ K.

AISO, nminAmin = nminS\/K_nminAl = (K_nmax)j\/K_ (S\_nmam)\K) =
nmaa:Amaw~ Hence, nminAmin = nmaa:Amaa: = A. NOW, Vi € Cminv )\Z(A) =
~M+A/Npin = A/ K. Similarly, Vi € Cpaz, Mi(A) = A/K. Hence, A(A) = A~.
[

The following proposition states that if we consider two rate vectors obtained

from A under basic transformations of steps lower than the maximum step, then
one can be obtained from the other by a basic transformation.

Proposition 7 Let e1,e2 € [0,A], €1 < €. Then A(e2) can be obtained from
A(e1) under a basic transformation.

Proof. Since €; < ey implies ¢ < A, from Lemmata 19.2 and 19.3 we have
Crnin(€1) = Cimin and Ciaz(€1) = Cpaz. Accordingly, A(e2) can be written as

Se Y

A(Eg) = A+ €1 €Cmin _ 1€Cmax
Nimin Nmax
Z € Z €
_|_(€2 _ 61) 1€Cmin (51) _ 1€Cmaxzx (51) ,
Nmin (51) Nmazx (61)

ie, A(e2) = hxe,)(e2 —€1). m

We now show that even if some classes change the set of servers they use, the
global cost is non-decreasing under the transformation A(e¢) = hx(€) provided
that € < A. The proof is based on the following theorem which is proved in [14]
(Theorem 5, page 321), and closely parallels the discussion in section III.B of
the above reference.
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Theorem 6 (Theorem 5 in [14]) Let f : X — IR, where X C R is a closed
interval. Consider a family A = {A1,...,An} of closed subsets of X, such
that (i) UM 1 A; = X, and (i) for every A, € A, we have : x,y € A; and
x<y= f(z) < f(y). Then f is non-decreasing in X.

The following theorem extends Theorems 4 and 5 to the case when the
transformation changes the set of servers used by some classes.

Theorem 7 Fore < A, D(X(e)) > D(A).

Proof. Consider a rate vector A and the transformation A(e) = hx(e) of this
rate vector for € € [0,A]. We want to prove that D(A(e)) > D(X). Since
all quantities of interest, and in particular the global cost, can be treated as
functions of e, it suffices to show that D is a nondecreasing function of € on
[0, A].

Let A;; = {e €[0,A] : G;j(e) < Ai(e) < Gij+1(€)}, denote the set of € €
[0, A] for which class ¢ sends flow to servers {1,...,7} under equilibrium A (e).
From (13), one can see that G; ; is a continuous function of the r; ;, which in
turn are continuous function of the equilibrium strategies of the other classes.
The continuity of the Nash mapping then implies that G;; is a continuous
function of € € [0, A]. Continuity of the functions G; ;(¢) and A;(e) implies that
A; ; is a closed set.

For each S € S¥, define
As = NiecAss,,

which is also a closed set. If €1,e5 € Ag, then each class sends its flow to the
same set of servers under equilibria N(e1) and N (e2).

Consider a vector S € S¥ and assume that we can find €1, €2 € Ag such that
€1 < €9, i.e. Ag is neither empty nor reduced to an isolated point. According
to Proposition 7, the vector A(e2) can be obtained from A(e;) under a basic
transformation. Since €1, € Ag, this transformation satisfies Assumption 1,
and according to Theorems 4 and 5 we have either D(e3) > D(e1) or D(eq) =
D(e1). We therefore conclude that if we can find €, e5 € Ag such that ¢; < €3,
then D(e2) > D(eq).

Since [0, A] = Ugesx Ag, all conditions of Theorem 6 are fullfilled, and we
can conclude that D is a nondecreasing function of € on [0,A]. =

5.4 Maximum of the Global Cost

The purpose of this section is to prove that the global cost achieves its maximum

A

in the symmetric case, i.e., when A = A~ = (F’ ey

%) To this end, starting
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from a fixed rate vector A, we build a sequence (z\k)k of rate vectors such
eN
that:
0 _
e A" =) and

e A\t is obtained from A¥ under a basic transformation of maximum step,
k+1 _ k
e., A — h}\k (A )

The following proposition shows that the sequence ()\k)k converges to
_ €N
A~ in a finite number of steps.

Proposition 8 The sequence ()\k)k N Comverges to A~ in at most K steps.
€

Proof. Let w* be the number of classes in Cfnm UCk ... Note that w® > 2.
According to Lemma 20.2, if w* = K, then A" = A~ Otherwise according
to Lemma 20.1, we have C’;“n UCk .. CCHlycktl and thus wk < w’“‘1 <K.

This structure implies that in at most K steps we have w* = K, and thus
AN == m

We now prove Theorem 1.

Proof of Theorem 1. For each A € A, the sequence (/\k) e converges to A~
e

in a finite number of steps. According to Theorem 7, we have D(AF1) > D(AF).
This implies that D(A™) > D(A). =

6 Price of Anarchy

According to Theorem 1, we have

D (A Dr(A=
POA(K):supM:SUP K( ,I‘,C)

— 32
A,r,c D1(>\7ryc) r,c Dl()\,I‘,C) ( )

Therefore, in order to analyze the PoA, we can focus on the symmetric case.
We analyze the symmetric game in Section 6.1 and derive an explicit expression
for the equilibrium flows. These results are then used in Section 6.2 to prove
that the PoA is upper-bounded by the square root of the number of dispatchers.
In Section 6.3 we prove the lower bound on the PoA by exhibiting an example for
which the ratio %K((i‘ 2.9 is K/(2v/K —1). Finally, in Section 6.4, we summarize
our result on the PoA and discuss its consequences.
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6.1 Analysis of the Symmetric Game

It is well known that in this case the non-cooperative routing game is a potential
game, i.e., the equilibrium flows are the global minima of a standard convex
optimization problem (see e.g. Theorem 4.1 in [7]). This is formally stated in
the following proposition.

Proposition 9 If the vector y is global optimum of the following convex opti-
mization problem, then

o ¢ |y Ty
= | =4+ (K-1)1
minimize E % [ +( ) log (rj_ )}

jes T3 =Y Yi

s.t.

Zjesyj :5‘7
0<y; <r;, VjeS.

then the multi-strategy x = (y/K,...,y/K) is a NEP of the symmetric game.

Ca
Ta—Ta "

Proof. The statement follows from Theorem 4.1 in [7]) with cq(z,) =
]

Note that when K = 1, the above problem reduces to the global optimization
problem solved by the centralized scheme, whereas when K — oo, the above
problem reduces to the problem stated in Proposition 4 of [1]. In the latter case,
the equivalent problem states that the common function optimized jointly by
an infinite number of players and is characteristic of the Wardrop equilibrium.

In order to describe the solution of the above equivalent problem, let us
define u; = ¢j/r;, j € S, and ugy1 = co. Note that, by definition, the sequence
u; is increasing in j. Let us also define the function

J J

WJ(K; Z) = ]]-{ze[qL_j71L_j+1)} : Z ~ 5 =l B - er"’_;\ N
s=1 (K 1) —|—4KU,g z (K 1) s=1

2rg

and let W(K, z) = ;s W;(K, z). The following lemma states some properties

of the function W (K, z).

Lemma 21 The function W (K, z) is such that:

1. for a fized K, the function W : [u1,00) — R is continuous and decreasing
m z,

2. for a fized z, W(K, z) is decreasing in K,

3. for a fized K, W(K,z) =0 has a unique solution in the interval (uy,00).



Proof. Let us first prove property 1. By definition W (k,z) = W;(K,x) in
the interval [uj,ujt1). Since W; is continuous and decreasing in (u;,uj4+1)
so is W. To conclude the proof, we need to verify that W is continuous at
uj,j =2,3,...,5. We have

lim W(K,z) — lim W(K,z)= lim W;(K,z)— lm W;_1(K, u,)

j o j
-1 X : IR

U -1 Ry - (K1)

j—1

i=1 \/(K —1)2 4 4Ku; 'u; — (K —1) =1
= O’

which shows that the function W (K, x) is also continuous at the points u;, j =
2,3,..., 5.

To prove property 2, it is sufficient to show that for K7 < Ko,

1 1
>

VU = D2 44Ky — (K1) /(s — 1)2 + 4Kou; by — (5 — 1)

It is thus sufficient to show that

\/(KQ — 1)2 —|—4K2u;1uj — (KQ — ].) > \/(Kl — 1)2 +4K1u;1uj — (Kl — 1)

We show below that, under a certain condition, the function \/(K —1)2 4+ 4Kui_1uj—
(K — 1) is increasing in K on assuming K to be real, and that this condition
is satisfied. For this we show its derivative is positive, which is equivalent to
showing

1 2(K—D+4u'u;
2 V(K12 +4Ku; T, >0
= (K~ 1)+ 20y > /(K — 1?2 +4Ku;

e (K —1)2 +4(u;  uy)? + 4K — Duy tu,
& d(uy tug)? — du; tug

V

(K —1)% + 4Ku; 'y
0.

V

Since u; 1uj > 1 the above inequality holds.

Finally, let us now prove property 3. First, we note that W (K, ui) = A
and W (K, o) = —7 + A which is negative (by assumption). Also according to
property 1, W (K, x) is continuous and decreasing in the interval [u1, c0). Hence,
there is a unique value of = for which W(K,z) =0. m

In the following, we let v(K) be the unique solution of W(K,z) = 0 in
[ug,00).
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The following proposition gives the solution of the symmetric game.

Proposition 10 The subset of servers that are used at the NEP is S*(K) =
{1,2,...,55(K)}, where j*(K) is the greatest value of j such that W (K, ujt1) <
0 < W(K,u;). The equilibrium flows are x; j = 4, i € C,j € S*(K), where the
offered traffic of server j is given by

P V(K =12 +4K~y(K)rj/c; — (K + 1)
T VE R A ARy (E)ryfe — (K~ 1)

(33)

with v(K) the unique root of W(K,z) =0 in [u1,00).

Proof. Let y be an optimal solution of the equivalent problem stated in Propo-
sition 9. According to the KKT conditions, there exist v and v; > 0, j € S such
that for each j € S,

yivi = 0, (34)
o0, +K-1) = 7+ v (35)

where ¢; = r;/(r; — y;). Since v; > 0, we have from (35) that
Kuily<¢j(d;+K—1), VjeS, (36)

with equality if and only if y; > 0. Moreover, eliminating v; from (34), we
obtain the following complementary slackness condition

yj [6j(0;+K—1) — Kuj'y] =0, VjeS. (37)

Let us now consider a server j. Let us first assume that u; < . In this case,
a necessary condition for (36) to hold is ¢;(¢; + K — 1) > K, which implies
¢; > 1 and hence y; > 0. We therefore obtain from (37) that

¢ + (K —1)¢; — Kuj'y =0.

The above equation has a single positive root given by

1

b= [\/(K—1)2+4Kuj1fy—(K—1) .

We thus conclude that if u; < «, then the load y; = r; (¢; —1)/¢; of the server
j is given by

\/(K —1)2+4Ku; 'y — (K +1)

Y =7 — :
K—-1)2+4Ku; v— (K -1
j

Let us now assume on the contrary that u; > ~. If y; > 0, then ¢; > 1, which
implies that ¢,(¢; + K — 1) > K. However, according to the complementary
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slackness condition (37), the left hand side is just K u;lfy, and we therefore
obtain that v > wuj, i.e., a contradiction. As a consequence, if u; > v, then
y; = 0. Finally, we conclude from the above analysis that

(K—1)24+4Ku; 'y—(K+1)

T = if u; <,
y; = \/(K—1)2+4Kuj Ly—(K—1) (38)

0 otherwise.

Let j*(K) be such that u;-x) < v < uj-(x)+1. Then the subset of servers
used at the Nash equilibrium is S*(K) = {1,...,5*(K)}. Using (38), we deduce
from 3 c s« (r)Y; = A that

Z Tj—5\= Z 27”k

jeS* (K) keS*(K) \/(K —1)2+4Ku 'y — (K - 1)

ie., W(K,v) = 0, which implies that v = «(K) according to Lemma 21.3.
Moreover, since for a fixed K the function W : [uy,00) — R is decreasing in z,
we deduce from uj« gy < Y(K) < uj-(xy41 that

We now prove that the distributed scheme with K dispatchers uses only a
subset of the servers used by the centralized scheme. The proof is based on the
following proposition.

Proposition 11 The function v(K) is decreasing in K.

Proof. For K; < Ky, we have 0 = W(K1,v(K1)) > W (K2, v(K1)), where the

inequality follows from Lemma 21.2. Using W(Ks3,u1) = A > 0, and Lemma
21.3, we can conclude that u; < y(K3) < y(K1). =

The fact that v(K) is decreasing in K implies that j*(K) is non-increasing
in K. We therefore have the following important corollary.

Corollary 5 For K > 1, S*(K +1) C S*(K).
As an immediate consequence, we can conclude that S*(K) C §*(1), i.e., the

distributed scheme with K dispatchers uses only a subset of the servers used by
the centralized scheme.
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6.2 Upper Bound on the PoA

In order to distinguish between the offered traffic in server j for different values
of K, we denote by y;(K) the offered traffic in equilibrium in the K player
symmetric game, where y;(K) is given by (33).

The following lemma gives a bound on the mean number of jobs in a server
in the decentralized case in terms of the mean number of jobs in the same server
in the centralized case.

Lemma 22

y; (K) y;(1) e
mﬁ\/firj_yj(l),VjES(l). (39)

Proof. From Corollary 5, we have $*(K) C S§*(1). For j € §*(1) \ S*(K),
p;(K) = 0. Hence (39) holds. It now remains to be shown that (39) holds for
every j € S*(K).

From (33),
‘ _, V(K =12 +4Ky(K)rj/c; — (K + 1
vilK) =13 VE =12+ 4Ky(K)rjjc; — (K - 1)’ (40
from which it follows that
YK 2
1 T \/(K—1)2+4K7(K)rj/cj—(K—1)’ (41)
and that
p(K) K= P AR (K7, — (K +1) )
rj —y;(K) 2 '

We shall now use the fact that y;(K)/(r; —y;(K)) is increasing in v(K). Since
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Y(K) < (1), from (42),

V(K =12 +4K~y(1)r;/c; — (K +1)

T 2
V(K =12+ 4Ky1)rj/e; — (K +1) /(K —1)2 + 4Ky(1)r;/c; + (K 4+ 1)
a 2 VK =12 +4K~(N)rs/c; + (K +1)
_ AKy(U)rj/c; — 4K 1
B 2 VIE = D2 F KA fe; + (K +1)
_ ox (Drj/e; =1
VK =12 +4Ky(1)rj/c; + (K +1)
< y(ry/ej — 1 (since K —1>0)
AKy(D)rj/c; + (K +1)
yW)rj/ei —1 :
< QK\/W-F?\/? (smceK—l—lEQ\/E)
- VK Y(@)rj/c; —1
VYDri/e; +1
~ VE (/e 1) (43)
From (42),
yi () VAW)ri/fe =2 Jer —
7 —y;(1) = B) =\/1(W)rj/c; — 1, (44)
which upon substitution in (43) gives

ri =y (K) — oy —y;(1)

The above lemma leads to the following upper bound on PoA(K).

Proposition 12
PoA(K) < VK.

Proof. Since $*(K) C S*(1),

r.c)= C Yi (K)
DK (A ) jesz*%K) J =Y (K)
< Z ¢; y; (K)
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which, on substituting from Lemma 22, gives

DK(A:7r7C)
—_ ' < VK.
Dl()‘7r7c) _\/_

Since this bound in independent of r and ¢, we can conclude that PoA(K) <

VK. m

6.3 Lower Bound on the PoA

We now give an example which shows that the PoA is bounded below by

K/(2VK —1).

Proposition 13
K

Proof. To prove this statement, we give a particular choice of the r and c for
p Do) _ K

Di(Are) — 2vVE-1’
follows closely the example in Theorem 5 in [1]. We take ¢; =7, =1, for j > 1.
Using Proposition 3, one can verify that if

whic independently of the number of servers S > 2. It

T N G Y,

_ 46
1 7“1—)\4—%)\ ( )

then the centralized scheme will use all servers whereas, at the NEP, the dis-
tributed scheme with K dispatchers will only use the first server. In order to
ensure that (46) is always satisfied we set ¢; = (r; —\)? a(r1) for a(ry) such that

N
it <a(r) < (rl - A+ %) . Note that % <1l= %’ which is in agreement
with the assumption that ¢;/r; are non-decreasing in j.

For K > 2, since all the classes use only the first server,

- A - _
Dg(A™,r,c) =c = = Aa(r)(r1 — A). (47)
T1 —>\
For K =1,
5 y; (1)
Di(A\r,c) = E Cj————.
el Ty —y;(1)

jes*(1)
which, upon substituting from (42), gives

Di(\r,c) = Z c; (\/m_l): Z (mm_q)' (48)

jes*(1) JES*(1)
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Since the centralized scheme uses all the S servers, from Proposition 10, y(1) is

such that

5 5
;\/rj/cjfy jz:;r

which upon substitution in (48) gives

Since co = ro = 1, we obtain

D1(5\,r,c) - ( 01_701/\15‘15,__11)2 - (Cl + S — 1)
_ (S = 1)(2y/err1 — (7:1 —A) —ci(S—1-2N)
-A+5-1
(-1 - NEVmai) - 1) - (r - Ma(r)(S —1- %)
A+ S-1

From the above equation and (47),

Dg(A~,r,c) Aa(ry)
Di(\r,c)  (S-DE@y/ralr)-D)-(—Na(r)(S-1-X) '
'r‘1—A+S—1

Taking the limit as r1 | \,

_ Note that the RHS in the above equation is increasing in Aa()), and that
Aa(A) has to be chosen in the interval (1, K). Choosing the larger value, we

obtain

DK(A:7r7C) _ K
Dl(j\,r,c) _2\/?—1,

which proves the inequality (13). m

6.4 Discussion on the PoA

We first give the proof of Theorem 2.
Proof of Theorem 2. From Propositions 12 and 13 we can conclude that

K
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We first note that the bounds on the PoA are valid for all values of K and
not just asymptotically. From these bounds, we can infer that the PoA grows
as VK as K grows to infinity. Thus, the PoA can be made arbitrarily large
in the limit K — oo, which is an alternative proof of Theorem 5 in [1] for the
Wardrop equilibrium. In the other extreme case of K = 1, the bounds lead to
PoA(1) = 1, which is consistent with the fact that the case K =1 corresponds
to the centralized setting.

We also observe that the PoA is independent of the number of servers —
the bounds are valid as long as there are at least two servers. This result is in
contrast to the corresponding one for the case when server costs are equal, for
which the PoA was shown to be bounded by the number of servers ([12], [21]) in
the non-atomic game. Thus, we infer that the inclusion of unequal server costs
has a non-negligible impact on the PoA in the sense that, even in a system with
two servers, the PoA can be of the order of VK.

7 Conclusions and future work

We investigated the performance of non-cooperative load-balancing in processor-
sharing server-farms. We have first shown that the worst global performance
is obtained when all K dispatchers route exactly the same amount of traffic.
This result implies that the analysis of the PoA can be done by focusing on
the symmetric case, and therefore using the potential function method. We
have then proved that, for a system with two or more servers, the PoA is lower
bounded by K/(2vK — 1) and upper bounded by /K, independently of the
number of servers.

We believe that this methodology can be generalized to other network topolo-
gies than the parallel link scenario considered in this paper. We therefore plan
to investigate under which conditions the symmetry of traffic demands leads to
a maximum global cost for general network topologies.
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