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Abstract—We propose Interactive Differential Evolution (IDE)

based on paired comparisons for reducing user fatige and

evaluate its convergence speed in comparison withteractive

Genetic Algorithms (IGA) and tournament IGA. User interface

and convergence performance are two big keys for deicing

Interactive Evolutionary Computation (IEC) user fatigue.

Unlike IGA and conventional IDE, users of the propsed IDE

and tournament IGA do not need to compare whole
individuals each other but compare pairs of individials, which

largely decreases user fatigue. In this paper, weedign a
pseudo-IEC user and evaluate another factor, IEC
convergence performance, using IEC simulators anchew that

our proposed IDE converges significantly faster tha IGA and

tournament IGA, i.e. our proposed one is superior d others

from both user interface and convergence performare points

of view.

Evolutionary Algorithms; Differential Evolution; Interactive
Evolutionary Computation, Paired Comparison, Gaussian
Mixture Model

. INTRODUCTION

There are many optimization tasks that it is nayear
almost impossible to design scales for evaluatiaget
systems quantitatively but that we can evaluatgestifely.
Some of these tasks include, for example, drawingtage
based on witness's memory, fitting a hearing-aidgéd
satisfactory sounds, designing cute or lovely micof
home robots. Interactive Evolutionary ComputatioBQ)
has been applied to these tasks in a wide varidty
application areas [1].

The biggest drawback of the IEC is IEC user fatigue
to human cooperation with tireless computer. IE€X s to
evaluate generated individuals, which makes the luséng
and tired. The population size and evolving geimnatare
limited due to the fatigue, and 10 - 20 individuatel 10 - 20
generations are frequently used in IEC, but they quite
fewer than those of normal EC search and resulveslo
convergence. The slower convergence is other fafttine
IEC user fatigue.

Several trials have been done to solve the fatigu
problem[1]. Improving IEC user interface is one of them

Some of them are: improving display interface tipheser to

- conventional
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compare individuals easily, improving input intexdaby
reducing evaluation levels, for example 5 evaluatevels
rather than 100 ones, and data visualization bjeptiag the
distribution of individuals in th&@-D searching space onto 2-
D or 3-D space, and others .

Predicting IEC user's evaluation using trained jotemh
models is other trial. The model is used as ad#rfenction
of normal EC search and is combined with IEC tcebmate
IEC search. To train these models using IEC user's
evaluations in past generations, a distance-baseteInil],
genetic programming [2], neural networks [1], ang$ort
Vector Machine [3, 4] has been used. References]5,
propose to use an eye-tracker to avoid the inputtrodss
values and even to avoid the user for selectingt bes
individuals: it could be done by correctly interimg
cognitive store data; for instance, by considetinge spent
on evaluating an individual.

Another possible solution is to use tournament [E[C
that is based on only paired comparisons rathen tha
comparing all individuals. This technique is eageran IEC
user to evaluate a pair of individuals than to carapall
individuals and evaluate them at once. Howevembagk is
its less information for giving fitness values tbiadividuals
due to lack of comparison of all individuals, whiateans
that the fithess includes more noise and may resaiy
convergence. Simulated breeding is an IEC methadlEC
user just chooses better individuals among all, @l click
selection of a pointing device is an easy IEC usg&rface.
Although it compares all individuals unlike tournam IEC,
Ghe 1 bit evaluation includes more quantizationseoin
fithess than any other evaluations and may make&s IE
convergence slower [8].

Introducing new type of EC and accelerating IEC
convergence are other approaches. Differential Ul
(DE) [9] is an optimization technique come to begfrently
used in this decade. DE has two possible advanttgds
completely fall into IEC conditions: first one iket use of
comparisons between only two individualspaifed
comparisons) and second one is its potential of faster
convergence. The objective of this paper is to uatal
fhteractive DE (IDE) [10-12] in comparison with
IEC approaches and show its potential.



Unfortunately, IDE in the references [10-12] did nge the
first feature of paired comparisons.
Optimization (PSO) can be used as an EC part in i&C
PSO is sensitive to quantization noise in IEC B8)ebetter
performance of Interactive PSO than Interactive &tien
Algorithms (IGA: Interactive GA) is achieved by cbming
some methods reducing the effect of the quantizatioise
in fitness with Interactive PSO [8].

The objective of this paper is to show better cogerce
performance of our proposed paired comparison-bH3Ed
than convectional IEC algorithms through IEC sirtiola
Since the advantage of its paired comparison inpawison
with many comparison of conventional IGA is obviptise
proposed IDE is the best if the proposed IDE isefathan
tournament IGA or faster than or equal to IGA.

We explain EC algorithms used in our study inclgdin
GA and DE in sectiohl and how individuals are evaluated
in interactive frameworks in sectidh. SectionlV evaluates
how IDE converges in comparison of three conveatidBC
approaches.

.  ECALGORITHMS

We compare four EC algorithms (DE, Genetic Algarith
(GA), tournament1-GA, and tournament2-GA) with/\aitth
an IEC framework. Let us first present what is t@ment-
GA and next what is DE.

A. Tournament Genetic Algorithms (TGA)

Reference [13] was the first who proposmupetitive
fitness that does not use absolute values of a fitneggim
but relative evaluation. Reference [7] was thet fifsat
applied the tournament fitness to IEC. It also psmu a
tournament IEC that uses not only which is betfex paired
individual but also how better into their finalrfégss values.

The tournament1-GA is a GA in that individuals are
evaluated thanks to competitive fitness callsiahgle-
elimination tournament in [13, 14]. Individuals are paired at
random, and play one game per pair. Losers of gaares
eliminated from the tournament... This process caomtin
until the tournament has only one champion lefe Timess
of an individual is the number of games played.the
interactive case, i.e. tournamentl-IGA, IEC usst ghooses
one of two displayed individuals.

The tournament2-GA is a GA in that individuals are
evaluated thanks to another competitive fithessedbasn
single-elimination tournament first proposed in.[7he
fitness is computed based on not only given thebaumof
games played but also how far between a pairedithdil.
For instance, we start by giving a fithess of 10the
champion of the tournament. Individual which hastlo
against the champion is given champion’s fitness, 10,
minus the difference between it and the champiahsanon
for all individuals. In the interactive case, thdfatence
between both individuals is supposed to be givethbyuser
and previous fitness values are also made disdirete
evaluation levels.

An individual that has fought against the tournatisen
champion in the first game, i.e. it lost the toumeat at the

first game, it will have a better fithess in toument2 than in

Particle Swarmtournamentl.

B. Differential Evolution (DE)

The point is thatcomparing two vectors is only the
evaluation of DE. We believed that tipaired comparison is
the big advantage of DE to use for IEC. Howevemkntpne
by [10-12], that seems to be first work on InteiracDE, did
not use this big potential to reduce IEC user tatigand
asked an IEC user to choose better individuals gmsbown
all eight individuals.

DE is a population based, stochastic and continuous
function optimizer [9] where distance and direction
information from current population is used to guithe
search process [15]. DE is known to be able to leandn-
differentiable, nonlinear and multimodal cost fuoes, to be
parallelized to cope with computation intensive tcos
functions, easy of use, and well suited for ragidwvergence,
i.e. consistent convergence to the global minimum i
consecutive independent trials.

Basically, for each individual of the populatigralent or
target vector), first generate amutant vector by adding
weighted difference d{fference vector) between two
randomly chosen vectorparameter vectors) to the third
chosen vectorbase vector). Secondly, thetrial vector is
obtained from the mutant vector and the targetoreasing
binomial or exponential crossover. Finally, targettor is
replaced with a better vector of either of thel toiae or the
target one. There are some variations in how tergene the
base vector. More details could be obtained in$J,

I1l.  EVALUATION TASK

A. Pseudo-IEC User

Human cannot conduct thousands of evaluations under
completely same conditions and is not unreliablevluate
the convergence of IDE by comparing with those of
conventional IEC methods. We should evaluate théimam
IEC simulation by designing a pseudo-IEC user efave
evaluate our proposed paired comparison-based IRE w
human IEC user later [8].

There are three IEC features that we must reatizhe
pseudo-IEC user:

(1) evaluation characteristics with less complexity,

(2) relative fitness in each generation, and

(3) discrete fitness in-evaluation levels.

Furthermore, the evaluation characteristics ofog®udo-
IEC user should be controlled parametrically.

We realized the (1) using a Gaussian Mixture Model
described in sectionll.B. The (2) is realized thanks to
competitive fitness function [7, 13, 14] explained in section
II.LA, and the (3) is realized by dividing the rangfethe best
fitness and the worst fitness obtained thanks Gauss
Mixture Model inn-evaluation levels in each generation.

The reason why we use the Gaussian Mixture Models
consisting of four Gaussian Mixture functions isetmulate
the evaluation landscape in human mind. IEC task na
be a unimodal but not complex because IEC usersezarh



to satisfactory solutions with less number of pagioh size 100 generations. For IEC framework, fitness is réisped
and generations (see Figure 1). into 5 evaluation levels (as explained in sectlbA).
. . Our experiments are also conducted with two differe
B. Gaussian Mixture Model population sizes of 16 and 128. The former corredpcto
Our evaluation tasks are 4 different dimensionakhe population size when a human IEC user runs IEC
Gaussian Mixture Models in 3-D, 5-D, 7-D, and 10Me  experiments, while the latter corresponds to thatnbrmal
design to make all their function characteristiesne to EC search and is conducted as the reference fopanimy
control our experimental complexities by changimyahe  with convergence characteristics of IEC. Populatime had
dimensionality. They are expressed as: also been chosen because of implementation of esingl
elimination tournament (cf. sectidhA); size needs to ba
K 0 (x - p1)? power of tV\l;o, ot?erwise some individuals will not have the
— ij i same number of wins.
P %q) = Z a ex Z 202 @) As mentioned in sectioih.B, different strategies exist for
1 1= U DE and we used DE/best/1/bin algorithm that isasdsdrd

one.
wherek andn are the number of Gaussian functions and the Al following remarks are based on the best fitnass

dimensionality, respectivelk=4 andn = 3, 5, 7, and 10 in ot on the average of fitness.

this paper.a;, g; and y; represent the height, the standard , ,
deviation and the central position of thgh Gaussian B- Comparison of DE and three other EC algorithms as
function, respectively. Parameters values that wed ufor References

our model are the following: In general :

(1,5 1515 1.5 1.5 1.5 1.5 1.5 1.5 1,5} ( j « EC with smaller population size is harder than that
o= , a= and

with more population size,
higher dimensional tasks is more difficult,
4 15 -2 25 4 15 -2 —25 -1 15 » tournament GA's use less information for selection
/J_( 0 23 1 0 =23 1 0 ‘Zj.These values than nprmal C_sA_t_hat select_s b_etter_ parents by
-25 -2 15 35 -25 -2 15 35 -25 -2 comparing all individuals, which implies that the

-2 1 -1 3 -2 1 -1 3 -2 1
h b h h G : Mixt Model normal GA converges faster than the tournament
ave been chosen such as Gaussian Mixture Mode GA's in general, and

landscape has four peaks more or less overlappeahitate « from the observations of EC research in this decade
human decision making as shown in Figure 1. In suchse, DE seems to converges faster than normal GA
boundaries between classes of evaluation are aoisgr Figure 3 to Figure 10 show all these general

observations. This is why we may believe that auwr fEC
algorithms run correctly though we have not applsgh
tests to these results.
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C. Comparison of IDE and three other IEC algorithms

From the practical IEC point of view, we shouldenttat
practical generation numbers would be 10 - 20 (reagb
most 30) and a population size would be up to 2wéver,
convergence curves till 100 generations in grapasuaeful
to observe general characteristics of IEC.

From convergences till 20-30 generations in Fiduréo
Figure 14, which is a practical use of IEC condisip it
seems that there are no significant differencesngmbEC
Figure 1. 3D view of a 4D Ga_ussian Mixture Modetdign our methods except the simplest task of the 3-D Gawussia

experiments. Mixture Model. We should apply a sign test or Wioa
sign test and confirm whether this view is correa;do it in

Tk

IV. EXPERIMENTAL RESULTS the next session. o .
Comparison of Figure 11 until Figure 14 and Figlige
A. Experimental conditions until Figure 18 shows that:

Genotype is a vector of float values; each flodtieas * normal IGA with big population size works well in
represented as an array of 12 bits. Vector's dimengs early generatlons: and . . .
equal to the Gaussian Mixture Model's dimension5(37 or e IDE runs better in later generations, i.e. IDE is a
10). Crossover operator is a multipoint crossovéh va slow starter than IGA. Although we cannot use IEC
100% rate. Mutation rate is 5%. We use a tournament with big population size and Figure 15 to Figure 18
selection operator made of 2 individuals for each are not realistic, analysis of the reason of the'sD

tournament. For all experiments, 100 runs are diuréng slow_starter may give us a hit to be _appll_ed to
practical IEC conditions of less population size in



fewer generations and improve IDE in practicalgreatly than comparison of all individuals. Esplgjat is
conditions. effective when IEC tasks handle individuals dispthyime-
sequentially, i.e. sounds or movies. Since thisaathge is
D. Results obvious, we evaluated another key point, convergepeed
Unlike DE and GA, two tournament GA's use rank orde and show the superiority of IDE to IGA and two teaiment
fitness, i.e. relative fitness. All IDE, IGA, andurnament |GA's. From these two advantages of the IDE, we san
IGA use relative fitness. If we make a graph obtheelative  that our proposed IDE is the better than conveati¢DE,
fitness along with generations, of course we cambserve |GA, and tournament IGA's.
convergence. Normalization of fithess also canmdgesit. Our next step of this research is to evaluate these
However, for making comparisons, we must obseredr th advantages of our IDE found though IEC simulatiosis
convergence in a searching space with their alesélatction  really effective for human IEC. We are planningeiluate
values of the individuals evolved based on thetik@a the proposed IDE using real human users.
fitness.
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