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An optimized Schwarz algorithm for the compressible Euler
equations

V. Dolean∗ and F. Nataf †

5th May 2006

Abstract

In this work we design new interface transmission conditions for a domain decomposition Schwarz
algorithm for the Euler equations in 2 dimensions. These new interface conditions are designed to
improve the convergence properties of the Schwarz algorithm. These conditions depend on a few
parameters and they generalize the classical ones. Numerical results illustrate the effectiveness of the
new interface conditions.

1 Introduction

When solving the compressible Euler equations by an implicit scheme the nonlinear system is usually
solved by Newton’s method. At each step of this method we have to solve a linear system that is non-
symmetric and very ill conditioned. In a previous paper [DLN04] we formulated a Schwarz algorithm
(interface iteration which relies on the successive solution of the local decomposed problems and the
transmission of the result at the interface) involving transmission conditions that are derived naturally
from a weak formulation of the underlying boundary value problem. We also studied the convergence of
the proposed algorithm from a quantitative point of view in the two and three dimensional overlapping
and non-overlapping cases by applying a Fourier analysis. For the sake of the analysis we limited ourselves
to the cases of two and three subdomain decompositions and we provided analytical expressions of the
convergence rate of the Schwarz algorithm applied to the linearized equations.

Various works and studies deal with Schwarz algorithms applied to scalar problems: classical and
optimized transmission conditions as well as preconditionning aspects were treated for example in the
case of the Poisson, advection-diffusion equations [JN00, JNR01], Helmholtz [GMN02], or other simple
systems reducible to scalar problems, on conforming and non-conforming meshes. There are also such
methods for linear systems such as time harmonic Maxwell equations [CDJP97][DJR92] [AG04] and linear
elasticity. To our knowledge, little is known about multicomponent systems. When dealing with systems
we can mention some classical works by Quarteroni and al. [Qua90] [QS96], Bjorhus [Bjø95] or Cai et al.
[CFS98]. As far as the optimized interface conditions are concerned, we can mention [DLN02] based on
the Smith factorization . The work most related to our study belongs to Clerc [Cle98] and it describes
the principle of building very simple interface conditions for a general hyperbolic system which we will
apply and extend to Euler system.
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In this work we formulate and analyze the convergence of the Schwarz algorithm with new interface
conditions inspired by [Cle98], depending on two parameters whose value is determined by minimizing
the norm of the convergence rate.

The paper is organized as follows. In the section 2 we first formulate the Schwarz algorithm for a
general linear hyperbolic system of PDEs with general interface conditions built in order to have a well-
posed problem. The convergence rate is computed in the Fourier space as a function of some parameters.

In the section 3 we present the discretization method as well as the discrete counterpart of the con-
sidered problem. We will further estimate the convergence rate at the discrete level. We will find the
optimal parameters of the interface conditions at the discrete level.

In the section 4, we use the new optimal interface conditions in Euler computations which illustrate the
improvement over the classical interface conditions (first described in [QS96]). An appendix containing
the solution of the optimization problem in the non-overlapping case, where we can obtain some analytical
results, concludes this work.

2 A Schwarz algorithm with general interface conditions

2.1 A well-posed boundary value problem

In this section we briefly review the main definitions and properties of hyperbolic systems of conservation
laws that are of interest to our study. Then we introduce a Schwarz algorithm which is based on general
transmission conditions at subdomain interfaces that take into account the hyperbolic nature of the
problem. In addition, we recall some existing results concerning the convergence of the algorithm. We
consider here a general nonlinear system of conservation laws which has the form:

(1)
∂W

∂t
+

d∑

i=1

∂Fi(W )
∂xi

= 0, W ∈ Rq,

where d denotes the space dimension and q the dimension of the system. The flux functions Fi are
assumed differentiable with respect to the state vector W = W (x, t). In the general case, the flux
functions are non-linear functions of W . Under the hypothesis that the solution is regular, we can also
write a nonconservative (or quasi-linear) equivalent form of equation (1) :

(2)
∂W

∂t
+

d∑

i=1

Ai(W )
∂W

∂xi
= 0,

where the Ai are the Jacobian matrices of the flux vectors. Assume that we first proceed to an integration
in time of (1) using a backward Euler implicit scheme involving a linearization of the flux functions and
eventually we symmetrize it (we know that when the system admits an entropy it can be symmetrized
by multiplying it by the Hessian matrix of this entropy). This operation results in the linearized system:

(3) L(δW ) ≡ Id
∆t

δW +
d∑

i=1

Ai
∂δW

∂xi
= f,

where δW ≡ Wn+1 − Wn and Wn+1 = W (x, (n + 1)∆t), and Ai is a shorthand for Ai(Wn).
In the following we will define the boundary conditions that have to be imposed when solving the

problem on a domain Ω ⊂ Rd. We denote by An =
d∑

i=1

Aini, the linear combination of Jacobian matrices
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by the components of the outward normal vector at the boundary of the domain ∂Ω. This matrix is real,
symmetric and can be diagonalized

An = TΛnT−1, Λn = diag(λi)

It can also be split in negative and positive parts using this diagonalization





An = A+
n + A−

n

A±
n = TΛ±

nT−1

Λ+
n = diag(max(λi, 0)), Λ−

n = diag(min(λi, 0))

This corresponds to a decomposition with local characteristic variables. A more general splitting in
negative (positive) definite parts, Aneg

n and Apos
n , of An can be done such that these matrices satisfy the

following properties:

(4)






An = Aneg
n + Apos

n

rank(Aneg,pos
n ) = rank(A±

n)
Apos

−n = −Aneg
n

In the scalar case the only possible choice is Aneg
n = A−

n . Using the previous formalism we can define
the following boundary condition:

Aneg
n W = Aneg

n g, on ∂Ω

Remark 1 In the case of a classical decomposition into negative and positive part this boundary condition
has the physical meaning of the incoming flux in domain Ω. By extension of the properties found in this
case we call the last equality of (4) conservation property because it insures that the “outflow” quantity
(given by the positive part of the jacobian flux matrix with oposite direction of the normal) is retrieved
out of the “inflow” quantity imposed by the boundary condition (given the negative part of the jacobian
flux matrix).

Within this framework we have the following result concerning the boundary value problem associated
to the system that can be found in [Cle98] :

Theorem 1 If f ∈ L2(Ω)q and g satisfies
∣∣∣∣

∫

∂Ω
Aneg

n g · g
∣∣∣∣ < ∞ and there exists a constant C0 independent

of x such that the following inequality is respected in the sense of symmetric positive definite matrices:
(

Id

∆t
−
∑

∂xiAi

)
≥ C0Id > 0

then there exists a unique, W ∈ L2(Ω)q with
∑

Ai∂xiW ∈ L2(Ω)q solution of the boundary value problem:

(5)






L(W ) =
Id
∆t

W +
d∑

i=1

Ai∂xiW = f in Ω

Aneg
n W = Aneg

n g on ∂Ω

The unique solution W of (5) satisfies the estimate:

(6) C0‖W‖2
L2(Ω) +

∫

∂Ω
Apos

n W · W ≤ −
∫

∂Ω
Aneg

n W · W

As the boundary value problem (5) is well-posed, the decomposition (4) enables the design of a domain
decomposition method.
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2.2 Schwarz algorithm with general interface conditions

We consider a decomposition of the domain Ω into N overlapping or non-overlapping subdomains Ω̄ =
N⋃

i=1

Ω̄i. We denote by nij the outward normal to the interface Γij bewteen Ωi and a neighboring subdomain

Ωj. Let W (0)
i denote the initial appoximation of the solution in subdomain Ωi. A general formulation of

a Schwarz algorithm for computing (W p+1
i )1≤i≤N from (W p

i )1≤i≤N (where p defines the iteration of the
Schwarz algorithm) reads :

(7)






LW p+1
i = f in Ωi

Aneg
nij

W p+1
i = Aneg

nij
W p

j on Γij = ∂Ωi ∩ Ωj

Aneg
nij

W p+1
i = Aneg

nij
g on ∂Ω ∩ ∂Ωi

where Aneg
nij

and Apos
nij

satisfy (4). We have the following result concerning the convergence of the Schwarz
algorithm in the non-overlapping case, due to([Cle98]):

Theorem 2 If we denote by Ep
i = W p

i − Wi the error vector associated to the restriction to the i-th
subdomain of the global solution of the problem. Then, the Schwarz algorithm converges in the following
sense :






lim
p→∞

‖Ep
i ‖L2(Ωi)q = 0

lim
p→∞

‖
d∑

j=1

Aj∂jE
p
i ‖L2(Ωi)q = 0

The convergence rate of the algorithm defined by (7) depends of the choice of the decomposition of
Anij into a negative and a positive part satisfying (4). In order to choose the decomposition (4) we need
to relate this choice to the convergence rate of (7).

2.3 Convergence rate of the algorithm with general interface conditions

We consider a two-subdomain non-overlapping or overlapping decomposition of the domain Ω = Rd,
Ω1 =] − ∞, γ[×Rd−1 and Ω2 =]β,∞[×Rd−1 with β ≤ γ and study the convergence of the Schwarz
algorithm in the subsonic case. A Fourier analysis applied to the linearized equations allows us to derive
the convergence rate of the “ξ”-th Fourier component of the error. We will first briefly recall the technique
of Fourier transform which was already described in detail in [DLN04]. The vector of Fourier variables is
denoted by ξ = (ξj , j = 2, . . . , d). Let (Ep

i )(x) = (W p
i −Wi)(x) be the error vector in the ith subdomain

at the pth iteration of the Schwarz algorithm and:

Ê(x1, ξ2, . . . , ξd) = FE(x1, ξ2, . . . , ξd) =
∫

Rd−1
e−iξ2x2−...−iξdxdE(x1, . . . , xd)dx2 . . . dxd

be the Fourier symbol of the error vector. This transformation is useful only if the Ai matrices are
constant which is the case here because we have considered the linearized form of the Euler equations
around a constant state W̄ . The Schwarz algorithm in the Fourier space (ξ ∈ Rd−1) can be written as
follows:

(8)






d

dx1
Êp+1

1 = −M(ξ)Êp+1
1 , x < γ

Aneg(Êp+1
1 ) = Aneg(Êp

2 ), on x = γ






d

dx1
Êp+1

2 = −M(ξ)Êp+1
2 , x > β

Apos(Êp+1
2 ) = Apos(Êp

1 ), on x = β
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where we denoted by Aneg = Aneg
n , Apos = Apos

n with n = (1,0) the outward normal to the domain Ω1

and:

(9) M(ξ) = A−1
1

(
1
∆t

Id +
d∑

i=2

Aiξi−1

)

We thus obtain local problems that for a given ξ are simple ODEs whose solutions can be expressed as
linear combinations of the eigenvectors of M(ξ) :

(10) Êp
i (x1, ξ) =

q∑

j=1

αi,p
j (ξ)e−λj(ξ)x1Vj(ξ)

where λj(ξ) are the eigenvalues of M(ξ). Here we have assumed that the eigenvectors Vj(ξ) of M(ξ)
are linearly independent. Furthermore, we require that these solutions are bounded at infinity (−∞ and
+∞ respectively). We deduce that in the decomposition of Ê1(x1, ξ) (respectively Ê2(x1, ξ)) we must
keep only the eigenvectors corresponding to the negative (respectively the positive) real parts of the
eigenvalues. Taking into account these considerations we replace the expressions of the local solutions
(10) into the interface conditions (8) to obtain the interface iterations on the α coefficients:






(α1,p+1
j )j,%(λj)<0(ξ) = T1

[
(α2,p

j )j,%(λj)>0(ξ)
]

(α2,p+1
j )j,%(λj)>0(ξ) = T2

[
(α1,p

j )j,%(λj)<0(ξ)
]

Then, the convergence rate of the ξ-th component of the error vector of the Schwarz algorithm can
be computed as the spectral radius of one of the iteration matrices T1T2(ξ) or T2T1(ξ):

ρ2
2 ≡ ρ2

Schwarz2 = ρ(T1T2) = ρ(T2T1)

2.4 The 2D Euler equations

After having defined in a general frame the well-posedness of the boundary value problem associated to
a general equation and the convergence of the Schwarz algorithm applied to this class of problems, we
will concentrate on the conservative Euler equations in two dimensions:

(11)
∂W

∂t
+ ∇.F (W ) = 0 , W = (ρ, ρV , E)T , ∇ =

(
∂

∂x
,

∂

∂y

)T

.

In the above expressions, ρ is the density, V = (u, v)T is the velocity vector, E is the total energy
per unit of volume and p is the pressure. In equation (11), W = W (x, t) is the vector of conservative
variables, x and t respectively denote the space and time variables and F (W ) = (F1(W ) , F2(W ))T is
the conservative flux vector whose components are given by

F1(W ) =





ρu
ρu2 + p

ρuv
u(E + p)



 , F2(W ) =





ρv
ρuv

ρv2 + p
v(E + p)



 .

The pressure is deduced from the other variables using the state equation for a perfect gas p =
(γs − 1)(E − 1

2ρ ‖ V ‖2) where γs is the ratio of the specific heats (γs = 1.4 for the air).
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2.5 A new type of interface conditions

We will apply now the method described previously to the computation of the convergence rate of the
Schwarz algorithm applied to the two-dimensional subsonic Euler equations. In the supersonic case there
is only one decomposition satisfying (4), that is: Apos = An and Aneg = 0 and the convergence follows
in 2 steps. Therefore the only case of interest is the subsonic one.

The starting point of our analysis is given by the linearized form of the Euler equations (11) which
are of the form (3) where we replace δW by W and to which we applied a change of variable W̃ = T−1W
based on the eigenvector factorization of A1 = T Ã1T−1. In the following we will abandon the ˜ symbol:

W

c∆t
+ A1∂xW + A2∂yW = 0

characterized by the following jacobian matrices:

(12) A1 = diag(Mn − 1 , Mn + 1 , Mn , Mn) A2 =





Mt 0
1√
2

0

0 Mt
1√
2

0

1√
2

1√
2

Mt 0

0 0 0 Mt





where Mn =
u

c
, Mt =

v

c
denote respectively the normal and the tangential Mach number. Before

estimating the convergence rate we will derive the general transmission conditions at the interface by
splitting the matrix A1 into a positive and negative part.
We have the following general result concerning this decomposition:

Lemma 1 Let λ1 = Mn − 1, λ2 = Mn + 1, λ3 = λ4 = Mn. Suppose we deal with a subsonic flow:
0 < u < c so that λ1 < 0, λ2,3,4 > 0. Any decomposition of A1 = An, n = (1, 0) which satisfies (4) has
to be of the form:

Aneg =
1
a1

u · ut, u = (a1, a2, a3, a4)t

Apos = An −Aneg .

where (a1, a2, a3, a4) ∈ R4 satisfies a1 ≤ λ1 < 0 and
a1

λ1
+

a2
2

a1λ2
+

a2
3

a1λ3
+

a2
4

a1λ4
= 1.

Proof The fact that each 1-rank symmetric matrix is of the form ±v ·vt is straightforward. In order to
have a negative matrix we need to take: Aneg = −v · vt with v = (c1, c2, c3, c4)t. Indeed, for each vector
x = (x1, x2, x3, x4)t we have:

xtAnegx = −(xt · v)2 ≤ 0

A necessary condition for Apos to be of rank 3 is det(An −Aneg) = 0, that is:

(13) 0 =
c2
1

λ1
+

c2
2

λ2
+

c2
3

λ3
+

c2
4

λ3
+ 1 ≥ 1 +

c2
1

λ1

which implies that c1 -= 0. Thus, without loss of generality and in order to simplify the writing of the

interface conditions, in the sequel we will take Aneg =
1
a1

u · ut with u = (a1, a2, a3, a4)t. On the other

hand,

(14) Apos = An −Aneg
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is of a maximum rank 3 iff det(Apos) = 0, that is:

(15)
a1

λ1
+

a2
2

a1λ2
+

a2
3

a1λ3
+

a2
4

a1λ3
= 1.

In the same time from An = Apos + Aneg and the fact that rank(Aneg) = 1 and rank(An) = 4 we infer
that rank(Apos) ≥ 3, therefore rank(Aneg) = 3. Relation (15) also implies that

λ1 − a1 =
λ1

a1

(
a2
2

λ2
+

a2
3

λ3
+

a2
4

λ3

)
≥ 0.

Under these hypothesis we can show that Apos is positive. First of all we can see that if a1 = λ1

this result is obvious as we are in the case of the classical transmission conditions. Suppose now that
a1 ∈] − ∞, λ1[. Then, by using the above relation and the Cauchy-Schwarz inequality applied to the

vectors
(

a2√
λ2

,
a3√
λ3

,
a4√
λ4

)
and
(
x2

√
λ2, x3

√
λ3, x4

√
λ4

)
:

a1

λ1
(λ1 − a1)(λ2x

2
2 + λ3x

2
3 + λ3x

2
4) =

(
a2
2

λ2
+

a2
3

λ3
+

a2
4

λ3

)
(λ2x

2
2 + λ3x

2
3 + λ3x

2
4) ≥ (a2x2 + a3x3 + a4x4)2.

From the previous inequality we have a minoration of λ2x2
2+λ3x2

3+λ3x2
4 by a term in y = a2x2+a3x3+a4x4

and then by using it we get the desired result:

xtAposx = (λ1 − a1)x2
1 − 2x1y − 1

a1
y2 + λ2x

2
2 + λ3x

2
3 + λ3x

2
4

≥ (λ1 − a1)x2
1 − 2x1y +

y2

λ1 − a1
=
(√

λ1 − a1x1 −
y√

λ1 − a1

)2

≥ 0.

We will proceed now to the estimation of the convergence rate using some results from [DLN04]. The
matrix M corresponding to (9) is written as:

(16) M(ξ) =





a

Mn − 1
0

iξ√
2(Mn − 1)

0

0
a

1 + Mn

iξ√
2(1 + Mn)

0

iξ√
2Mn

iξ√
2Mn

a

Mn
0

0 0 0
a

u





with β =
1

c∆t
, a = β + iξMt. We obtain the following expressions for the eigenvalues and the corre-

sponding eigenvectors of the matrix M(ξ) :

λ1(ξ) =
−aMn − R(ξ)

1 − M2
n

, V1(ξ) =
[
− (R(ξ) + a)(1 + Mn)√

2
,
(R(ξ) − a)(1 − Mn)√

2
, iξ(1 − M2

n), 0
]T

λ2(ξ) =
−aMn + R(ξ)

1 − M2
n

, V2(ξ) =
[
(R(ξ) − a)(1 + Mn)√

2
,− (R(ξ) + a)(1 − Mn)√

2
, iξ(1 − M2

n), 0
]T

λ3,4(ξ) =
a

Mn
, V3(ξ) =

[
− iξMn√

2
,
iξMn√

2
, a, 0
]T

, V4(ξ) = [0, 0, 0, 1]T

7



where R(ξ) =
√

a2 + ξ2(1 − M2
n). We recall that we made the assumption that the flow is subsonic i.e.

M < 1; this also means that Mn < 1 and Mt < 1 since M2 = M2
n + M2

t . Finally we also assume that
the flow is such that u > 0, in other words we have that 0 < Mn < 1. Under the assumption 0 < u < c
we have that .(λ1(ξ)) < 0 and .(λ2,3,4(ξ)) > 0.

Following the technique described in section 2.3 we estimate the convergence rate in the non-overlapping
case and we use the non-dimensional wave-number ξ̄ = c∆tξ. If we drop the bar symbol, we get for the
general interface conditions the following:

(17)




ρ2
2,novr(ξ) =

∣∣∣∣1 − 4Mn(1 − Mn)(1 + Mn)R(ξ)a2
1(a + MnR(ξ))

D1D2

∣∣∣∣

D1 = R(ξ)[a1(1 + Mn) − a2(1 − Mn)] + a[a1(1 + Mn) + a2(1 − Mn)] − i
√

2a3ξ(1 − M2
n)

D2 = Mna1[R(ξ)[a1(1 + Mn) − a2(1 − Mn)] + a[a1(1 + Mn) + a2(1 − Mn)]]

+ a3(1 − M2
n)[a3(R + a) − iMna1ξ

√
2]

Remark 2 The expression (17) gives the convergence rate in the classical case for a1 = −(1 − Mn) =
λ1(0) and a2 = a3 = a4 = 0, which corresponds to the classical transmission conditions. Moreover,
theorem 2 proves that this quantity is always strictly less than 1 as the algorithm is convergent.

In order to simplify our optimization problem we will take a3 = 0, we can thus reduce the number
of parameters to 2, a1 and a2, as we can see from (15) that a4 can be expressed as a function of a1, a2

and a3. We can also see that the convergence rate is a real quantity when the flow is normal to the
interface Mt = 0. In the same time for the purpose of optimization only we introduce the parameters:
b1 = −a1/(1 − Mn) and b2 = a2/(1 + Mn) which provide a simpler form of the convergence rate:

(18) ρ2
2,novr(ξ) =

∣∣∣∣1 − 4b1(a + MnR(ξ))R(ξ)
(R(ξ)(b1 + b2) + a(b1 − b2))2(Mn + 1)

∣∣∣∣

From (15) we get the intervals in which the new parameters lie:

(19)






b1 ∈ I1 =]1,∞[, b2 ∈ I2(b1)

b2
2 ≤ 1 − Mn

1 + Mn
b1(b1 − 1) ⇒ I2(b1) =

[
−
√

1 − Mn

1 + Mn
b1(b1 − 1),

√
1 − Mn

1 + Mn
b1(b1 − 1)

]

Before proceeding to the analysis of the general case we recall some results found in the classical case
obtained in [DLN04]. The asymptotic convergence rate in the non-overlapping case:

(20) lim
k→+∞

ρ2,novr(k) =

√(
1 − 3Mn

1 + Mn

)2

+
8MnM2

t

(1 + Mn)3
< 1

is always strictly inferior to 1. Moreover, in the particular case M$
n = 1/3 and Mt = 0, this limit becomes

null. The inequality (20) has a numerical meaning. For a given discretization, let ξmax denote the largest
frequency supported by the numerical grid. This largest frequency is of the order π/h with h a typical
mesh size. The convergence rate in a numerical computation made on this grid can be estimated by
ρh
2 = max|ξ|<ξmax ρ2(ξ). From (20), we have that ρh

2 ≤ max|ξ|<ξmax ρ2(ξ) < 1. This means that for finer
and finer grids, the number of iterations may increase slightly but should not go to infinity. Thus the
optimization problem with respect to the parameters b1 and b2, makes sense:

(21) min
(b1,b2)∈I1×I2(b1)

max
ξ≥0

ρ(ξ)
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The solution of this problem is quite a tedious task even in the non-overlapping case, where we can
obtain analytical expression of the parameters only for some values of the Mach number (see the appendix
for details). In the same time, we have to analyze the convergence of the overlapping algorithm. Indeed,
standard discretizations of the interface conditions correspond to overlapping decompositions with an
overlap of size δ = h, h being the mesh size, as seen in [CFS98] and [DLN04]. By applying the procedure
described in section 2.3 to the overlapping case we have the following expression of the convergence rate:

(22)






ρ2
2,ovr =

∣∣∣Ae−(λ2(k)−λ1(k))δ̄ + (B + C)e−(λ3(k)−λ1(k))δ̄
∣∣∣

A =
a + MnR(ξ)
a − MnR(ξ)

·
(

b1(R(ξ) − a) + b2(R(ξ) + a)
b1(R(ξ) + a) + b2(R(ξ) − a)

)2

B = −2Mn(b1(1 − Mn) + b2(1 + Mn))R(ξ)(R(ξ) − a)(R(ξ) + a)
(1 − M2

n)(a − MnR(ξ))(b1(R(ξ) + a) + b2(R(ξ) − a))2

C =
4((1 − Mn)(b2

1 − b1) − b2
2(Mn + 1))(a + MnR(ξ))

(1 − M2
n)(b1(R(ξ) + a) + b2(R(ξ) − a))2

where δ̄ =
δ

c∆t
denotes the non-dimensional overlap between subdomains.

Analytic optimization with respect to b1 and b2 seems out of reach. We will have to use numerical
procedures of optimization. In order to get closer to the numerical simulations we will estimate the conver-
gence rate for the discretized equations with general transmission conditions, both in the non-overlapping
and the overlapping case and then optimize numerically this quantity in order to get the best parameters
for the convergence.

3 Optimized interface conditions

In this section we study the convergence of the Schwarz algorithm with general interface conditions
applied to the discrete Euler equations. First, we consider a well-posed boundary value problem defined
on a half plane as described in [DLN04]. This BVP is discretized using a finite volume scheme where the
flux at the interface of the finite volume cells is computed using a Roe [Roe81] type solver. Afterwards,
we formulate a Schwarz algorithm whose convergence rate is estimated in a discrete context.

3.1 Discretization by a finite volume method

We consider first the following BVP defined on the domain Ω1 =] −∞, γ[×R

(23)






W

c∆t
+ A1

∂W

∂x
+ A2

∂W

∂y
= f, for x < γ

AnegW = g for x = γ,

In order to discretize the BVP (23) we consider a regular quadrilateral grid where a vertex vij is charac-
terized by

vij =
((

i − 1
2

)
∆x ,

(
j − 1

2

)
∆y

)
for i ≤ 0 and j ∈ Z.

We associate to each vertex a finite volume cell, Cij = [(i − 1)∆x , i∆x] × [(j − 1)∆x , j∆x] which is a
rectangle having as a center the vertex vij . A first order vertex centered finite volume formulation for
the discretization of (23) simply is written (see for example [Cle98])

(24)
Wi,j

c∆t
+

1
|Cij |

∑

e∈∂Cij

|e|Φe = f,

9



where |Cij | denotes the area of the cell Cij , |e| the length of the edge e and Wi,j the average value of the
unknown on the cell Cij

Wi,j =
1

|Cij |

∫

Cij

W (x, y)dxdy.

Here, the elementary flux Φe
ij across edge |e| is computed by a Roe type scheme

Φe = A+
nWi,j + A−

nWk,l,

where n = (nx , ny) is the outward normal to the the edge e, An = nxA1 + nyA2 and Ckl is the
neighboring cell of Cij sharing the edge e with it. In the present case, we easily see that Ckl is such that
(k, l) ∈ {(i − 1, j), (i + 1, j), (i, j − 1), (i, j + 1)} and the four edges of a cell have the following lengths
and outward normal vectors

|e1| = ∆x , n1 = ( 0, 1), |e2| = ∆y , n2 = ( 1, 0)

|e3| = ∆x , n3 = ( 0,−1), |e4| = ∆y , n4 = (−1, 0)

which allows us to rewrite (24) as

(25)
Wij

c∆t
+

|A1|Wi,j + A−
1 Wi+1,j − A+

1 Wi−1,j

∆x
+

|A2|Wi,j + A−
2 Wi,j+1 − A+

2 Wi,j−1

∆y
= f, i ≤ l2..

where γ = l2∆x. We will further denote ∆̄x =
∆x

c∆t
and ∆̄y =

∆y

c∆t
, the non dimensional counterpart of

the mesh size in x and y directions.

In the following we will detail the equations (25) in order to emphasize the use of the new boundary
conditions (here we denoted by wl

i,j the l-th component of the vector Wi,j ):

(26)






w1
i,j −

1 − Mn

∆x
(w1

i+1,j − w1
i,j) +

1
∆y

[
1 + Mt

2
w1

i,j −
1 − Mt

4
w1

i,j+1 −
1 + 3Mt

4
w1

i,j−1

]

+
1
∆y

[
1 − Mt

2
w2

i,j −
1 − Mt

4
w2

i,j+1 −
1 − Mt

4
w2

i,j−1

]

+
1
∆y

[
Mt√

2
w3

i,j +
1 − Mt

2
√

2
w2

i,j+1 −
1 + Mt

2
√

2
w3

i,j−1

]
= f1

i,j

w2
i,j +

1 + Mn

∆x
(w2

i,j − w2
i−1,j) +

1
∆y

[
1 + Mt

2
w2

i,j −
1 − Mt

4
w2

i,j+1 −
1 + 3Mt

4
w2

i,j−1

]

+
1
∆y

[
1 − Mt

2
w1

i,j −
1 − Mt

4
w1

i,j+1 −
1 − Mt

4
w1

i,j−1

]

+
1
∆y

[
Mt√

2
w3

i,j +
1 − Mt

2
√

2
w2

i,j+1 −
1 + Mt

2
√

2
w3

i,j−1

]
= f2

i,j

w3
i,j +

Mn

∆x
(w3

i,j − w3
i−1,j) +

1
∆y

[
w3

i,j −
1 − Mt

2
w3

i,j+1 +
1 + Mt

2
w3

i,j−1

]

+
1
∆y

[
Mt√

2
w1

i,j +
1 − Mt

2
√

2
w1

i,j+1 −
1 + Mt

2
√

2
w1

i,j−1

]

+
1
∆y

[
Mt√

2
w2

i,j +
1 − Mt

2
√

2
w2

i,j+1 −
1 + Mt

2
√

2
w2

i,j−1

]
= f3

i,j

w4
i,j +

Mn

∆x
(w4

i,j − w4
i−1,j) +

Mt

∆y
[w4

i,j − w4
i,j−1] = f4

i,j .

10



As for the equations at x = γ (i.e. for i = l2), we use the last 3 equations of (26) but not the first
one because of the unknown w1

l2+1,j which is not defined in the domain. We will provide the missing
information from the boundary condition:

a1w
1
l2,j + a2w

2
l2,j + a4w

4
l2,j = gj , ∀j ∈ Z.

obtaining a linear system where the number of unknowns and the number of equations are the same.

For the discretized BVP in the domain Ω2 =]β,∞[×R

(27)






W

c∆t
+ A1

∂W

∂x
+ A2

∂W

∂y
= f, for x > β

AposW = g for x = β,

we obtain inside the domain the discrete equations (26). If we denote β = l1∆x, on the points of the
boundary, that is at x = β (i.e. for i = l1) we can only keep the first equation of (26) and add three more
boundary conditions:






−a2w1
l1,j +

(
λ1 −

a2
2

a1

)
w2

l1,j −
a2a4

a1
w4

l1,j = gj,2, ∀j ∈ Z.

λ3w3
l1,j = gj,3, ∀j ∈ Z.

−a4w1
l1,j −

a2a4

a1
w2

l1,j +
(

λ3 −
a2
4

a1

)
w4

l1,j = gj,4, ∀j ∈ Z.

3.2 Optimization of the convergence rate for the discrete Schwarz algorithm

Because of the linearity of the problem studied we can consider directly the algorithm applied to the
homogeneous problem, in terms of the error vector. We will further look for a solution under the following
form

(28) Wi,j =
∑

k

3∑

l=1

αkle
(i− 1

2 )λl(k)∆xeIjk∆yVl(k)

where I2 = −1. By introducing this expression into the discrete equation (25) we get that for each k,
λl(k) and Vl(k) have to be the solution of

(
Id +

|A1| + A−
1 eλl(k)∆x − A+

1 e−λl(k)∆x

∆x
+

|A2| + A−
2 eIk∆y − A+

2 e−Ik∆y

∆y

)
Vl(k) = 0.

If we denote by Ll(k) =
e−λl(k) − 1
∆x

and by ey(k) =
eIk∆y − 1
∆x

and





h1(k) = −1 − Mt

4
ey(k) +

1 + 3Mt

4
ey(k)

ey(k)∆y + 1

h2(k) = −1 − Mt

4
ey(k) +

1 − Mt

4
ey(k)

ey(k)∆y + 1

h3(k) =
1 − Mt

2
√

2
ey(k) +

1 + Mt

2
√

2
ey(k)

ey(k)∆y + 1

h4(k) = −1 − Mt

2
ey(k) +

1 + Mt

2
ey(k)

ey(k)∆y + 1

11



and by doing the calculation we can see that the discrete eigenvalues Ll(k) and the corresponding eigen-
vectors Vl(k) = [Vl,1(k), Vl,2(k), Vl,3(k), 0]t, l = 1, 2, 3 satisfy the following:






Vl,1(k)[1 − (1 − Mn)Ll(k)] + h1(k)Vl,1 + h2(k)Vl,2(k) + h3(k)Vl,3(k) = 0

Vl,2(k)
[
1 +

1 + Mn

Ll(k)∆x + 1

]
+ h1(k)Vl,2 + h2(k)Vl,1(k) + h3(k)Vl,3(k) = 0

Vl,3(k)
[
1 +

Mn

Ll(k)∆x + 1

]
+ h4(k)Vl,3 + h3(k)Vl,1(k) + h3(k)Vl,2(k) = 0

V4(k) = [0, 0, 0, 1]t.

We note that lim
∆x,∆y→0

Ll(k) = λl(k) where λl(k) are the eigenvalues of the matrix M(k) given by

(9) ands Vl(k) can be found up to a multiplicative constant. Therefore Ll(k) and Vl(k) can be seen as
the discrete counterpart of the eigenvalues and eigenvectors obtained in the continuous case. Moreover,
Ll(k) cannot be expressed analytically in a simple form as it is the root of a third order polynomial
P (Ll(k),∆x,∆y) whose expression is not detailed here but whose coefficients tend, as ∆x and ∆y tend
to zero, to those of the characteristic polynomial of the matrix M(k). Thus, we can conclude using
continuity arguments, that for a small ∆x and ∆y, P (Ll(k),∆x,∆y) possesses the same number of roots
with positive real part as lim

∆x,∆y→0
P (Ll(k),∆x,∆y).

The discrete counterpart of the Schwarz algorithm is:

(29)

Ω1 :





W p+1
i,j

c∆t
+

|A1|W p+1
i,j + A−

1 W p+1
i+1,j − A+

1 W p+1
i−1,j

∆x

+
|A2|W p+1

i,j + A−
2 W p+1

i,j+1 − A+
2 W p+1

i,j−1

∆y
= f, i < l2.

AnegW p+1
i,j = AnegW p

i,j , i = l2
Ω2 :





W p+1
i,j

c∆t
+

|A1|W p+1
i,j + A−

1 W p+1
i+1,j − A+

1 W p+1
i−1,j

∆x

+
|A2|W p+1

i,j + A−
2 W p+1

i,j+1 − A+
2 W p+1

i,j−1

∆y
= f, i > l1.

AposW p+1
i,j = AposW p

i,j , i = l1

where γ = l2∆x and β = l1∆x.

If we assume that the flow is subsonic that is, if we adopt the same hypotheses as in section 2 then,
in each subdomain, the solution has the form

(30)

Wi,j =
∑

k

αk1e
(i− 1

2 )λ1(k)∆xeIjk∆yV1(k) for i ≤ l2.

Wi,j =
∑

k

(
αk2e

(i− 1
2 )λ2(k)∆xeIjk∆yV2(k)

+ αk3e(i− 1
2 )λ3(k)∆xeIjk∆yV3(k) + αk4e(i− 1

2 )λ3(k)∆xeIjk∆yV4(k)
)

for i ≥ l1.

By introducing these expressions in the interface conditions of (29) we get the discrete convergence
rate

12



Table 1: Overlapping Schwarz algorithm
Numerical vs. theoretical parameters

Mn bth
1 bth

2 bnum
1 bnum

2

0.1 1.6 -0.8 1.6 -0.9
0.2 1.3 -0.5 1.4 -0.6
0.3 1.25 -0.3 1.25 -0.45
0.4 1.08 -0.15 1.08 -0.28
0.5 1.03 -0.08 1.02 -0.23
0.6 1.0 0.0 1.0 0.0
0.7 1.02 0.06 1.01 0.04
0.8 1.03 0.08 1.02 0.06
0.9 1.06 0.08 1.04 0.06

(31)

ρ2
2(k,∆x, Mn, Mt) =

∣∣∣∣
((v3

31 − v1
31)b2 + (v1

31v
3
21 − v3

31v
1
21)b1)(b1(Mn − 1) + b2v2

21(Mn + 1))
((v3

31 − v2
31)b2 + (v2

31v
3
21 − v3

31v
2
21)b1)(b1(Mn − 1) + b2v1

21(Mn + 1))
E2

− ((v2
31 − v1

31)b2 + (v1
31v

2
21 − v2

31v
1
21)b1)(b1(Mn − 1) + b2v3

21(Mn + 1))
((v3

31 − v2
31)b2 + (v2

31v
3
21 − v3

31v
2
21)b1)(b1(Mn − 1) + b2v1

21(Mn + 1))
E3

+
((b2

1 − b1)(1 − Mn) − b2
2(Mn + 1))(v1

31(v3
21 − v2

21) + v3
31(v2

21 − v1
21) + v2

31(v1
21 − v3

21))
((v3

31 − v2
31)b2 + (v2

31v
3
21 − v3

31v
2
21)b1)(b1(Mn − 1) + b2v1

21(Mn + 1))
E3

∣∣∣∣ ,

where we denoted by vi
j1 =

Vi,j(k)
Vi,1(k)

and Ej = e−(λj(k)−λ1(k))(l2−l1)∆x, j = 2, 3.

Optimizing the convergence rate with respect to the two parameters is already a very difficult task
at the continuous level in the non-overlapping case; we could not carry on such a process and obtaining
analytical results at the discrete level in the overlapping case (which is our case of interest). Therefore,
we will get the theoretical optimized parameters at the discrete level by means of a numerical algorithm,
by calculating the following

(32)
ρ(b1, b2) = max

k∈Dh

ρ2
2(k,∆x, Mn, Mt, b1, b2)

min
(b1,b2)∈Ih

ρ(b1, b2)

where Dh is a uniform partition of the interval [0, π/∆x] and Ih ⊂ I a discretization by means of a uniform
grid of a subset of the domain of the admissible values of the parameters. This kind of calculations are
done once for all for a given pair (Mn, Mt) before the beginning of the Schwarz iterations. An example
of such a result is given in the Figure 1 for Mach number Mn = 0.2. The computed parameters from the
relation (32) will be further referred to with a superscript th. The theoretical estimates are compared
afterwards with the numerical ones obtained by running the Schwarz algorithm with different pairs of
parameters which lie in a an interval such that the algorithm is convergent. We are thus able to estimate
the optimal values for b1 and b2 from these numerical computations. These values will be referred to by
a superscript num.

4 Implementation and numerical results

We present here a set of results of numerical experiments that are concerned with the evaluation of the
influence of the interface conditions on the convergence of the non-overlapping Schwarz algorithm of the

13



−1 −0.9 −0.8 −0.7 −0.6 −0.5 −0.4 −0.3 −0.2 −0.1 0
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

b2

b1

Theoretical optimization: Mn=0.2, predicted precision after 20 iterations

−5.2

−5.2

−5
.2−5

−5

−5

−5

−5

−4
.8

−4.8

−4.8
−4.8

−4.8

−4.8

−4
.6

−4.6

−4.6
−4.6

−4.6

−4.6

−4
.4

−4.4

−4.4

−4.4

−4.4

−4.4

−4
.2

−4.2

−4.2

−4.2

−4.2

−4.2

−4

−4

−4

−4

−4

−4

−4−3.8

−3.8

−3.8

−3.8
−3.8

−3.8

−3.6

−3.6

−3.6

−3.6
−3.6

−3.6−3.4

−3.4

−3.4

−3.4
−3.4

−3.4

−3.2

−3.2

−3.2
−3.2

−3.2

−3

−3

−3

−3
−3

−3−2.8

−2.8

−2.8
−2.8

−2.8−2.6

−2.6

−2.4

−2.4

−2.2

−2.2

−2

−2

−1.8

−1.8

−1.6

−1.6

−1.4

−1.4

−1.2

−1.2

−1

−1

−0.8

−0.8

−0.6

−0.6

−0.4

−0.4

−0.2

−0.2

0

0

−5

−4.5

−4

−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

Figure 1: Isovalues of the predicted reduction factor of the error after 20 iterations via formula (32)
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Figure 2: Isovalues of the reduction factor of the error after 20 iterations for the finite volume code
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Table 2: Overlapping Schwarz algorithm
Classical vs. optimized counts for different values of Mn

Mn IT num
0 IT num

op

0.1 48 19
0.2 41 20
0.3 32 20
0.4 26 19
0.5 22 18
0.7 20 16
0.8 22 15
0.9 18 12

form. The computational domain is given by the rectangle [0 , 1] × [0 , 1]. The numerical investigation
is limited to the resolution of the linear system resulting from the first implicit time step using a Courant
number CFL=100.

In all these calculations we considered a model problem: a flow normal to the interface (that is when
Mt = 0). In figures 1 and 2 we can see an example of a theoretical and numerical estimation of the
reduction factor of the error (result of the optimization for different values of the normal Mach number
is presented in Table 1). We illustrate here the level curves which represent the log of the precision after
20 iterations for different values of the parameters (b1, b2), the minimum being attained in this case for
bth
1 = 1.3 and bth

2 = −0.5, bnum
1 = 1.4 and bnum

2 = −0.6. We can see that we have good theoretical esti-
mates of these parameters we can therefore use them in the interface conditions of the Schwarz algorithm.

Table 2 summarizes the number of Schwarz iterations required to reduce the initial linear residual by
a factor 10−6 for different values of the reference Mach number with the optimal parameters bnum

1 and
bnum
1 . Here we denoted by IT num

0 and IT num
op the observed (numerical) iteration number for classical and

optimized interface conditions in order to achieve a convergence with a threshlod ε = 10−6. The same
results are presented in Figure 4. In the Figure 3 we compare the theoretical estimated iteration number
in the classical and optimized case. Comparing figures 3 and 4 we can see that the theoretical prediction
are very close to the numerical tests.

The conclusion of these numerical tests is, on one hand, that the theoretical prediction is very close
to the numerical results: we can get by a numerical optimization (32) a very good estimate of optimal
parameters (b1, b2)). On the other hand, the gain, in number of iterations, provided by the optimized
interface conditions, is very promising for low Mach numbers, where the classical algorithm doesn’t give
optimal results. We can note that the optimized convergence rate is monotone with respect to the normal
Mach number while the classical one isn’t. For bigger Mach numbers, for instance, those who are close
to 1, the classical algorithm already has a very good behaviour so the optimization is less useful. In the
same time we studied here the zero order and therefore very simple transmission conditions. The use of
higher order conditions (see [GMN02]) is a possible way that can be further studied to obtain even better
convergence results.
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Figure 3: Theoretical iteration number: classical vs. optimized conditions
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Figure 4: Numerical iteration number: classical vs. optimized conditions
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5 Appendix

In the following we place ourselves in the case Mt = 0, therefore the convergence rate has the expression:

(33) ρ(R, b1, b2) = 1 − 4Rb1(1 + MR)
(R(b1 + b2) + b1 − b2)2(1 + M)

where R =
√

1 + ξ2(1 − M2) is a real quantity depending only on the wave number ξ and the Mach
number M = Mn. We have the following optimization result:

Theorem 3 The optimization problem

min
(b1,b2)∈I1×I2

max
R≥1

|ρ(R, b1, b2)|

possesses an analytical solution if M ∈
[
0.125,

−5 + 3
√

17
16

]
which is given by






b1 = 1 +
(
√

M + 1 −
√

M)2

8
√

M(M + 1)

b2 =
√

M(M + 1) − (1 − M)
(
√

M + 1 +
√

M)
√

M + 1
b1

Before proceeding to the proof we will first formulate some properties of the convergence rate:

Lemma 2 We will denote by Rs the local extremum (solution of the equation ρ′
R(R, b1, b2) = 0) when

it exists. If the convergence rate has two distinct roots (there exists R1,2 > 1 such that ρ(R1, b1, b2) =
ρ(R2, b1, b2) = 0) then the solution of the optimization problem satisfies the relations:

(34) max{ρ(1, b1, b2), ρ(∞, b1, b2)} = −ρ(Rs, b1, b2)

and this equation gives an admissible solution ((b1, b2) ∈ D) only for M ∈ [0.125, M0] ≡ [0.125, 0.55].

Moreover the optimum verifies ρ(1, b1, b2) = ρ(∞, b1, b2) for M ∈ [0.125,
−5 + 3

√
17

16
].

Proof Before proceeding to the analysis we notice that for a fixed value R > 1 the convergence rate
grows monotonically in the parameters b1,2:

(35)

∂ρ

∂b1
=

4(MR + 1)R(Rb1 − Rb2 + b1 + b2)
((Rb1 + Rb2 + b1 − b2)3(1 + M))

> 0

∂ρ

∂b2
=

8(MR + 1)Rb1(R − 1)
((Rb1 + Rb2 + b1 − b2)3(1 + M)

> 0

When ρ has two roots R1,2 > 1 then the parameters satisfy the following

(36) b2 ∈ I′
2(b1) =

[√
4Mb1

M + 1
− b1,

Mb1 −
√

b1(b1 − 1)
M + 1

]

Moreover it admits one extremum Rs which is the solution of its derivative:

(37) Rs =
b1 − b2

b1 + b2 − 2M(b1 − b2)
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By imposing that Rs be bigger than 1 we get an additional condition on b2:

b2 ≤ 2M + 1
M + 1

− b1

which gives together with b2 ∈ I′
2(b1) a new restriction on b1:

(38) b1 ∈ I1 =
]
1,

(2M + 1)2

4M(M + 1)

]

The convergence rate for this value (Rs) will have an opposite sign to

ρ(1, b1, b2) =
b1 − 1

b1
> 0

and its modulus decreases monotonically in the parameters b1,2:

(39)

∂ |ρ(Rs, b1, b2)|
∂b1

=
(M − 1)b2

1 − (M + 1)b2
2

(b1 − b2)2(Mb1 − Mb2 − b1 − b2)2(1 + M)
< 0

∂ |ρ(Rs, b1, b2)|
∂b2

= − 2b1(Mb1 − (M + 1)b2

(b1 − b2)2(Mb1 − Mb2 − b1 − b2)2(1 + M)
< 0

From the previous remarks we deduce that the positive quantities ρ(1, b1, b2) and ρ(∞, b1, b2) are
increasing with respect to the parameters b1 and b2 and −ρ(Rs, b1, b2) is decreasing. Therefore ρ is
minimized if the ”positive” maximum of ρ and the ”negative” maximum are equal in modulus, that is:

(40) max{ρ(1, b1, b2), ρ(∞, b1, b2)} = −ρ(Rs, b1, b2)

The fact that ρ(1, b1, b2) = ρ(∞, b1, b2) comes out by supposing the contrary, that is for example:

ρ(1, b1, b2) > ρ(∞, b1, b2) > 0

The arbitrary small changes δb1 and δb2 of the parameters lead to arbitrary small change in ρ(∞, b1, b2)
which is unimportant and this inequality will be preserved. The changes in ρ(1, b1, b2) and ρ(Rs, b1, b2)
are given by:

(41)

δρ(1, b1, b2) = δb1
δρ

δb1
(1, b1, b2) + δb2

δρ

δb2
(1, b1, b2)

δρ(Rs, b1, b2) = δRs
δρ

δR
(Rs, b1, b2) + δb1

δρ

δb1
(Rs, b1, b2) + δb2

δρ

δb2
(Rs, b1, b2)

= δb1
δρ

δb1
(Rs, b1, b2) + δb2

δρ

δb2
(Rs, b1, b2)

and the extremum will be now located in Rs + δRs. From the relations (35) and (41) we see that we can
decrease b1 and increase b2 such that ρ(Rs, b1, b2) increases while ρ(1, b1, b2) decreases which contradicts
the fact that we had an optimum. Therefore the optimum is attained for those values of the parameters
where the equalities (34) hold. In the case when, for a given Mach number this cannot be satisfied (the
solution to these equations gives admissible values to the parameters only for certain values of the Mach
numbers as we will see later) we still have the weaker condition given by (40).
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In the following we will determine which are the values of Mach number for which one of the relations
(34) or (40) hold. In order to have an admissible solution we have to check first that b2 ∈ I2(b1) where
b1 and b2 are the solutions of (34):

(42)






b1 = 1 +
(
√

M + 1 −
√

M)2

8
√

M(M + 1)

b2 =
√

M(M + 1) − (1 − M)
(
√

M + 1 +
√

M)
√

M + 1
b1

By solving the inequality which characterizes this inclusion we get that it is possible only for the

values of the Mach number lying in the interval

[
1
8
,
−5 + 3

√
17

16

]
= [0.125, 0.46]. When the Mach number

doesn’t lie in this interval we still have the equation (40) verified. We can distinguish two possible cases:
Case 1a. ρ(1, b1, b2) = −ρ(Rs, b1, b2) > lim

R→∞
ρ(R, b1, b2).

In this case by solving the first equation we get the value of the parameter b2 in function of b1:

(43) b2(b1, M) =
(4Mb1 − 2M − 2

√
4b2

1 − 6b1 + 2)b1

2(2b1 − 1)(1 + M)

and the inequation gives

b1 > 1 +
(
√

M + 1 −
√

M)2

8
√

M(M + 1)

Afterwards we have to check that for a given Mach number b2(b1, M) ∈ I2(b1) ∩ I′
2(b1). We find

numerically that this is true only when M ∈ [0.125, 0.55] but we cannot get an analytical solution.
Case 1b. −ρ(Rs, b1, b2) = lim

R→∞
ρ(R, b1, b2) > ρ(1, b1, b2).

After some tedious calculations we get that the solution of the min-max problem is found in the
previous case.

Now we will proceed to the proof of the theorem:
Proof If M ∈]0.125, 0.55[, according to the results given by the lemma, the solution is given by a

pair (b1, b2) where b1 lies in an interval given by

{b1|b2(b1, M) ∈ I2(b1) ∩ I′
2(b1)}

Moreover the value of the convergence rate is increasing with respect to b1:

∂ρ(1, b1, b2)
∂b1

=
1
b2
1

> 0

so the value of b1 which minimizes the convergence rate will be given by:

(44) min{inf {b1|b2(b1, M) ∈ I2(b1) ∩ I′
2(b1)} , inf {b1|b2(b1, M) ∈ I2(b1) ∩ I′

2(b1)}} =
= inf {b1|b2(b1, M) ∈ I2(b1) ∩ I′

2(b1)}

Moreover if M ∈ [0.125,
−5 + 3

√
17

16
[ the infimum of the relation (44) is given by the formula (42).
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