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Abstract. We investigate the topological complexity of non Borel recognizable tree languages with
regard to the difference hierarchy of analytic sets. We showthat, for each integern ≥ 1, there is a
Dωn(Σ1

1)-complete tree languageLn accepted by a (non deterministic) Muller tree automaton. On
the other hand, we prove that a tree language accepted by an unambiguous Büchi tree automaton
must be Borel. Then we consider the game tree languagesW(ι,κ), for Mostowski-Rabin indices
(ι, κ). We prove that theDωn(Σ1

1)-complete tree languagesLn are Wadge reducible to the game
tree languageW(ι,κ) for κ− ι ≥ 2. In particular these languagesW(ι,κ) are not in any classDα(Σ1

1)
for α < ωω.
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1. Introduction

A way to study the complexity of languages of infinite words orinfinite trees accepted by various kinds
of automata is to study their topological complexity, and firstly to locate them with regard to the Borel
and the projective hierarchies. It is well known that everyω-language accepted by a deterministic Büchi
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automaton is aΠ0
2-set. This implies that anyω-language accepted by a deterministic Muller automaton

is a boolean combination ofΠ0
2-sets hence a∆0

3-set. [Tho90, Sta97, PP04]. But then it follows from Mc
Naughton’s Theorem, that all regularω-languages, which are accepted by deterministic Muller automata,
are also∆0

3-sets. The Borel hierarchy of regularω-languages is then determined. Moreover Wagner
determined a much more refined hierarchy on regularω-languages, which is in fact the trace of the
Wadge hierarchy on regularω-languages, now called the Wagner hierarchy.

On the other hand, many questions remain open about the topological complexity of regular languages
of infinite trees. We know that they can be much more complex than regular sets of infinite words.
Skurczynski proved that for every integern ≥ 1, there are someΠ0

n-complete and someΣ0
n-complete

regular tree languages, [Sku93]. Notice that it is an open question to know whether there exist some
regular sets of trees which are Borel sets of infinite rank. But there exist some regular sets of trees
which are not Borel. Niwinski showed that there are someΣ

1
1-complete regular sets of trees accepted

by Büchi tree automata, and someΠ
1
1-complete regular sets of trees accepted by deterministic Muller

tree automata, [Niw85]. Every set of trees accepted by a Büchi tree automaton is aΣ1
1-set and every

set of trees accepted by a deterministic Muller tree automaton is aΠ
1
1-set. Niwinski and Walukiewicz

proved that a tree language which is accepted by a deterministic Muller tree automaton is either in the
classΠ0

3 or Π1
1-complete, [NW03]. More recent results of Duparc and Murlak, on the Wadge hierarchy

of recognizable tree languages, may be found in [Mur08, ADMN07].

It follows from the definition of acceptance by non deterministic Muller or Rabin automata and from
Rabin’s complementation Theorem that every regular set of trees is a∆1

2-set, see [Rab69, PP04, Tho90,
LT94]. But there are only few known results on the complexityof non Borel regular tree languages.
The second author gave examples ofDωn(Σ1

1)-complete regular tree languages in [Sim92]. Arnold and
Niwinski showed in [AN08] that the game tree languagesW(ι,κ) form a infinite hierarchy of non Borel
regular sets of trees with regard to the Wadge reducibility.

In this paper, we investigate the topological complexity ofnon Borel recognizable tree languages with
regard to the difference hierarchy of analytic sets. We showthat, for each integern ≥ 1, there is a
Dωn(Σ1

1)-complete tree languageLn accepted by a (non deterministic) Muller tree automaton. Onthe
other hand, we prove that non Borel recognizable tree languages accepted by Büchi tree automata have
the maximum degree of ambiguity. In particular, a tree language recognized by an unambiguous Büchi
tree automaton must be Borel. Then we consider the game tree languagesW(ι,κ), for Mostowski-Rabin
indices(ι, κ). We prove that theDωn(Σ1

1)-complete tree languagesLn are Wadge reducible to the game
tree languageW(ι,κ) for κ− ι ≥ 2. In particular, these languagesW(ι,κ) are not in any classDα(Σ1

1) for
α < ωω.

The paper is organized as follows. In Section 2 we recall the notions of Büchi or Muller tree automata and
of regular tree languages. The notions of topology, including the definition of the difference hierarchy
of analytic sets, are recalled in Section 3. We show in Section 4 that there areDωn(Σ1

1)-complete tree
languagesLn accepted by Muller tree automata. We consider the complexity of game tree languages in
Section 5.
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2. Recognizable tree languages

We recall now usual notations of formal language theory.
WhenΣ is a finite alphabet, anon-empty finite wordoverΣ is any sequencex = a1 · · · ak, whereai ∈ Σ
for i = 1, . . . , k , andk is an integer≥ 1. The lengthof x is k, denoted by|x|. Theempty wordhas no
letter and is denoted byλ; its length is0. Σ⋆ is theset of finite words(including the empty word) overΣ.
A finitary languageover the alphabetΣ is a subset ofΣ⋆.

Thefirst infinite ordinal is ω. An ω-word overΣ is anω -sequencea1 · · · an · · · , where for all integers
i ≥ 1, ai ∈ Σ. Whenσ is anω-word overΣ, we write σ = σ(1)σ(2) · · · σ(n) · · · , where for all
i, σ(i) ∈ Σ, andσ[n] = σ(1)σ(2) · · · σ(n) for all n ≥ 1 andσ[0] = λ.
The usual concatenation product of two finite wordsu andv is denotedu · v (and sometimes justuv).
This product is extended to the product of a finite wordu and anω-wordv: the infinite wordu · v is then
theω-word such that:
(u · v)(k) = u(k) if k ≤ |u| , and(u · v)(k) = v(k − |u|) if k > |u|.
Theprefix relationis denoted⊑: a finite wordu is aprefix of a finite wordv (respectively, an infinite
wordv), denotedu ⊑ v, if and only if there exists a finite wordw (respectively, an infinite wordw), such
thatv = u · w.
Theset of ω-wordsover the alphabetΣ is denoted byΣω. An ω-languageover an alphabetΣ is a subset
of Σω.

We introduce now languages of infinite binary trees whose nodes are labelled in a finite alphabetΣ.
A node of an infinite binary tree is represented by a finite wordover the alphabet{l, r} wherer means
“right” and l means “left”. Then an infinite binary tree whose nodes are labelled inΣ is identified with a
functiont : {l, r}⋆ → Σ. The set of infinite binary trees labelled inΣ will be denotedTω

Σ .

Let t be a tree. A branchB of t is a subset of the set of nodes oft which is linearly ordered by the tree
partial order⊑ and which is closed under prefix relation, i.e. ifx andy are nodes oft such thaty ∈ B
andx ⊑ y thenx ∈ B.
A branchB of a tree is said to be maximal iff there is not any other branchof t which strictly contains
B.

Let t be an infinite binary tree inTω
Σ . If B is a maximal branch oft, then this branch is infinite. Let

(ui)i≥0 be the enumeration of the nodes inB which is strictly increasing for the prefix order.
The infinite sequence of labels of the nodes of such a maximal branchB, i.e. t(u0)t(u1) · · · t(un) · · · is
called a path. It is anω-word over the alphabetΣ.

Let thenL ⊆ Σω be an ω-language overΣ. Then we denote∃Path(L) the set of infinite treest in Tω
Σ

such thatt has (at least) one path inL.

We are now going to define tree automata and recognizable treelanguages.

Definition 2.1. A (nondeterministic topdown) tree automaton is a quadrupleA = (K,Σ,∆, q0), where
K is a finite set of states,Σ is a finite input alphabet,q0 ∈ K is the initial state and∆ ⊆ K×Σ×K×K
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is the transition relation. The tree automatonA is said to be deterministic if the relation∆ is a functional
one, i.e. if for each(q, a) ∈ K ×Σ there is at most one pair of states(q′, q′′) such that(q, a, q′, q′′) ∈ ∆.
A run of the tree automatonA on an infinite binary treet ∈ Tω

Σ is a infinite binary treeρ ∈ Tω
K such that:

(a)ρ(λ) = q0 and (b) for eachu ∈ {l, r}⋆, (ρ(u), t(u), ρ(u.l), ρ(u.r)) ∈ ∆.

Definition 2.2. A Büchi (nondeterministic topdown) tree automaton is a 5-tupleA = (K,Σ,∆, q0, F ),
where(K,Σ,∆, q0) is a tree automaton andF ⊆ K is the set of accepting states.
A run ρ of the Büchi tree automatonA on an infinite binary treet ∈ Tω

Σ is said to be accepting if for
each path ofρ there is some accepting state appearing infinitely often on this path.
The tree languageL(A) accepted by the Büchi tree automatonA is the set of infinite binary treest ∈ Tω

Σ

such that there is (at least) one accepting run ofA on t.

Definition 2.3. A Muller (nondeterministic topdown) tree automaton is a 5-tupleA = (K,Σ,∆, q0,F),
where(K,Σ,∆, q0) is a tree automaton andF ⊆ 2K is the collection of designated state sets.
A run ρ of the Muller tree automatonA on an infinite binary treet ∈ Tω

Σ is said to be accepting if for
each pathp of ρ, the set of states appearing infinitely often on this path is inF .
The tree languageL(A) accepted by the Muller tree automatonA is the set of infinite binary treest ∈ Tω

Σ

such that there is (at least) one accepting run ofA on t.
The classREG of regular, or recognizable, tree languages is the class of tree languages accepted by
some Muller automaton.

Remark 2.4. Each tree language accepted by some (deterministic) Büchiautomaton is also accepted by
some (deterministic) Muller automaton. A tree language is accepted by a Muller tree automaton iff it
is accepted by some Rabin tree automaton. We refer for instance to [Tho90, PP04] for the definition of
Rabin tree automaton.

Example 2.5. Let L ⊆ Σω be a regularω-language (see [PP04] about regularω-languages which are
theω-languages accepted by Büchi or Muller automata). Then theset∃Path(L) ⊆ Tω

Σ is accepted by a
Büchi tree automaton, hence also by a Muller tree automaton.
The set of infinite binary treest ∈ Tω

Σ having all their paths inL, denoted∀Path(L), is accepted by a
deterministic Muller tree automaton. It is in fact the complement of the set∃Path(Σω − L).

3. Topology

We assume the reader to be familiar with basic notions of topology which may be found in [Mos80, LT94,
Kec95, Sta97, PP04]. There is a natural metric on the setΣω of infinite words over a finite alphabetΣ
containing at least two letters which is called theprefix metricand defined as follows. Foru, v ∈ Σω

andu 6= v let δ(u, v) = 2−lpref(u,v) wherelpref(u,v) is the first integern such that the(n + 1)st letter of
u is different from the(n + 1)st letter of v. This metric induces onΣω the usual Cantor topology for
which open subsetsof Σω are in the formW · Σω, whereW ⊆ Σ⋆. A setL ⊆ Σω is aclosed setiff its
complementΣω − L is an open set.
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There is also a natural topology on the setTω
Σ [Mos80, LT94, Kec95]. It is defined by the following

distance. Lett ands be two distinct infinite trees inTω
Σ . Then the distance betweent ands is 1

2n where
n is the smallest integer such thatt(x) 6= s(x) for some wordx ∈ {l, r}⋆ of lengthn.
The open sets are then in the formT0 · T

ω
Σ whereT0 is a set of finite labelled trees.T0 · T

ω
Σ is the set of

infinite binary trees which extend some finite labelled binary treet0 ∈ T0, t0 is here a sort of prefix, an
“initial subtree” of a tree int0 · Tω

Σ .
It is well known that the setTω

Σ , equipped with this topology, is homeomorphic to the Cantorset2ω,
hence also to the topological spacesΣω, whereΣ is an alphabet having at least two letters.

We now define theBorel Hierarchyof subsets ofΣω. It is defined similarly on the spaceTω
Σ .

Definition 3.1. For a non-null countable ordinalα, the classesΣ0
α andΠ

0
α of the Borel Hierarchy on

the topological spaceΣω are defined as follows:
Σ

0
1 is the class of open subsets ofΣω, Π0

1 is the class of closed subsets ofΣω,
and for any countable ordinalα ≥ 2:
Σ

0
α is the class of countable unions of subsets ofΣω in

⋃
γ<α Π

0
γ .

Π
0
α is the class of countable intersections of subsets ofΣω in

⋃
γ<α Σ

0
γ .

For a countable ordinalα, a subset ofΣω is a Borel set ofrank α iff it is in Σ
0
α ∪ Π

0
α but not in⋃

γ<α(Σ0
γ ∪ Π

0
γ).

There exists another hierarchy beyond the Borel hierarchy,which is called the projective hierarchy. The
classesΣ1

n andΠ
1
n, for integersn ≥ 1, of the projective hierarchy are obtained from the Borel hierarchy

by successive applications of operations of projection andcomplementation. The first level of the pro-
jective hierarchy is formed by the classΣ1

1 of analytic setsand the classΠ1
1 of co-analytic setswhich

are complements of analytic sets. In particular, the class of Borel subsets ofΣω is strictly included in the
classΣ1

1 of analytic setswhich are obtained by projection of Borel sets.

Definition 3.2. A subsetA of Σω is in the classΣ1
1 of analytic sets iff there exists another finite setY

and a Borel subsetB of (Σ × Y )ω such thatx ∈ A ↔ ∃y ∈ Y ω such that(x, y) ∈ B, where(x, y) is
the infinite word over the alphabetΣ × Y such that(x, y)(i) = (x(i), y(i)) for each integeri ≥ 1.

Remark 3.3. In the above definition we could takeB in the classΠ0
2. Moreover analytic subsets ofΣω

are the projections ofΠ0
1-subsets ofΣω × ωω, whereωω is the Baire space, [Mos80].

We now define the notion of Wadge reducibility via the reduction by continuous functions. LetX, Y
be two finite alphabets. ForL ⊆ Xω andL′ ⊆ Y ω, L is said to be Wadge reducible toL′, denoted by
L ≤W L′, iff there exists a continuous functionf : Xω → Y ω, such thatL = f−1(L′).

We now define completeness with regard to reduction by continuous functions. For a countable ordinal
α ≥ 1, and an integern ≥ 1, a setF ⊆ Σω is said to be aΣ0

α (respectively,Π0
α, Σ1

n, Π1
n)-complete set

iff for any setE ⊆ Y ω (with Y a finite alphabet):E ∈ Σ
0
α (respectively,E ∈ Π

0
α, E ∈ Σ

1
n, E ∈ Π

1
n)

iff E ≤W F . Σ
0
n (respectivelyΠ0

n)-complete sets, withn an integer≥ 1, are thoroughly characterized
in [Sta86].



6 Olivier Finkel, Pierre Simonnet / On Recognizable Tree Languages Beyond the Borel Hierarchy

The Borel hierarchy and the projective hierarchy onTω
Σ are defined from open sets in the same manner

as in the case of the topological spaceΣω.

Theω-languageR = (0⋆ ·1)ω is a well known example ofΠ0
2-complete subset of{0, 1}ω . It is the set of

ω-words over{0, 1} having infinitely many occurrences of the letter1. Its complement{0, 1}ω−(0⋆ ·1)ω

is aΣ
0
2-complete subset of{0, 1}ω .

The set of infinite trees inTω
Σ , whereΣ = {0, 1}, having at least one path in theω-languageR = (0⋆ ·1)ω

is Σ
1
1-complete. Its complement is the set of trees inTω

Σ having all their paths in{0, 1}ω − (0⋆ · 1)ω ; it
is Π

1
1-complete.

We now recall the notion of difference hierarchy of analyticsets. Letη < ω1 (whereω1 is the first
uncountable ordinal) be an ordinal and(Aθ)θ<η be an increasing sequence of subsets of some spaceX,
then the setDη[(Aθ)θ<η] is the set of elementsx ∈ X such thatx∈Aθ\

⋃
θ′<θ Aθ′ for someθ<η whose

parity is opposite to that ofη. (Recall that a countable ordinalγ is said to be even iff it can be written
in the formγ = α + n, whereα is a limit ordinal andn is an even non-negative integer; otherwise the
ordinal γ is said to be odd; notice that all limit ordinals, like the ordinals ωn, n ≥ 1, or ωω, are even
ordinals.)

We can now define the class ofη-differences of analytic subsets ofX, whereX = Σω or X = Tω
Σ .

Dη(Σ
1
1) :={Dη [(Aθ)θ<η] | for each ordinalθ < η Aθ is aΣ

1
1-set}

It is well known that the hierarchy of differences of analytic sets is strict, i.e. that for all countable
ordinalsα < β < ω1, it holds thatDα(Σ1

1) ⊂ Dβ(Σ1
1). This is considered as a folklore result of

descriptive set theory which follows from the existence of universal sets for each classDα(Σ1
1). Indeed

we know first that the classΣ1
1 of analytic sets admits a universal set, see [Kec95, page 205]or [Mos80,

page 43]. Then, using classical methods of descriptive set theory, one can show that, for each countable
ordinalα, the classDα(Σ1

1) admits also a universal set, see [Kan97, page 443]. This implies, as in the
case of the Borel hierarchy in [Kec95, page 168], that the difference hierarchy of analytic sets is strict.
As a universal set for the classDα(Σ1

1) is also aDα(Σ1
1)-complete set for reduction by continuous

functions, this implies also that there exists aDα(Σ1
1)-complete set.

Notice that in the sequel we shall only consider the classesDα(Σ1
1), for ordinalsα < ωω, and that we

shall reprove that there exists someDα(Σ1
1)-complete subsets ofTω

Σ , giving examples which are regular
sets of trees.

Another folklore result of descriptive set theory is that the union
⋃

α<ω1
Dα(Σ1

1) represents only a small
part of the class∆1

2. It is quoted for instance in [Ste82] or [Kan97, page 443]. (It is noticed in [Ste82]
that the union

⋃
α<ω1

Dα(Σ1
1) is strictly included in the classA(Π1

1) which is the closure of the class
Π

1
1 under Souslin’s operation. The classA(Π1

1) is included in the class∆1
2 by [Mos80, 2.B.5 page 75]).

Notice however that this result is not necessary in the sequel.
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4. Dωn(Σ1
1)-complete recognizable languages

It follows from the definition of the Büchi acceptance condition for infinite trees that each tree language
recognized by a (non deterministic) Büchi tree automaton is an analytic set.
Niwinski showed that some Büchi recognized tree languagesare actuallyΣ1

1-complete sets. An example
is any tree languageT ⊆ Tω

Σ in the form∃Path(L), whereL ⊆ Σω is a regularω-language which is
a Π

0
2-complete subset ofΣω. In particular, the tree languageL = ∃Path(R), whereR = (0⋆ · 1)ω, is

Σ
1
1-complete hence non Borel [Niw85, PP04, Sim92].

Notice that its complementL− = ∀Path({0, 1}ω −(0⋆ ·1)ω) is aΠ
1
1-complete set. It cannot be accepted

by any Büchi tree automaton because it is not aΣ
1
1-set. On the other hand, it can be easily seen that it is

accepted by a deterministic Muller tree automaton.

The tree languagesL andL− have been used by the second author in [Sim92] to give examples of
Dωn(Σ1

1)-complete recognizable tree languages, for integersn ≥ 1. We now give first the construction
of aDω(Σ1

1)-complete set.

For a treet ∈ Tω
Σ andu ∈ {l, r}⋆, we shall denotetu : {l, r}⋆ → Σ the subtree defined bytu(v) = t(u·v)

for all v ∈ {l, r}⋆. It is in fact the subtree oft which is rooted inu.

Now we can define aDω(Σ1
1)-complete tree languageL1.

L1 = {t ∈ Tω
{0,1} | ∃n ≥ 0 tln·r ∈ L and min{n ≥ 0 | tln·r ∈ L} is odd}.

Proposition 4.1. The tree languageL1 is Dω(Σ1
1)-complete.

Proof. We first show that the languageL1 is in the classDω(Σ1
1).

Consider firstly, for some integerk ≥ 0, the setTk = {t ∈ Tω
{0,1} | tlk·r ∈ L}. It is clear that this set

is in the classΣ1
1 because the functionFk : Tω

{0,1} → Tω
{0,1} defined byFk(t) = tlk·r is continuous and

Tk = F−1
k (L) and the classΣ1

1 is closed under inverses of continuous functions.
Let nowHn = {t ∈ Tω

{0,1} | ∃k ≤ n tlk·r ∈ L}. This set is also in the classΣ1
1 because the classΣ1

1 is
closed under finite (and even countable) union andHn =

⋃
k≤n Tk.

The setsHn form an increasing sequence ofΣ
1
1-sets, and we can check that

L1 = Dω[(Hn)n<ω]

We now prove thatL1 is Dω(Σ1
1)-complete.

Let L ⊆ Σω be aDω(Σ1
1)-subset ofΣω, whereΣ is an alphabet having at least two letters. Then there is

an increasing sequence(An)n∈ω of Σ
1
1-subsets ofΣω such thatL = Dω[(An)n<ω]. On the other hand,

we know that the tree languageL is Σ
1
1-complete. Thus for each integern ≥ 0 there exists a continuous

functionfn : Σω → Tω
{0,1} such thatAn = f−1

n (L).

We now define a functionF : Σω → Tω
{0,1} by : for all x ∈ Σω, for all integersk ≥ 0, F (x)(lk) = 0 and

F (x)lk·r = fk(x). It is clear that the functionF is continuous because each functionfk is continuous.
We can now check that for everyx ∈ Σω, x is in the setL = Dω[(An)n<ω] iff there is an odd integer
n such thatx ∈ An \

⋃
k<n Ak iff there is an odd integern such thatfn(x) ∈ L and for allk < n
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fk(x) ∈ L−.
This means thatx ∈ L = Dω[(An)n<ω] iff F (x) ∈ L1.
Finally we have shown, using the reductionF , thatL = Dω[(An)n<ω] ≤W L1 and so the tree language
L1 is Dω(Σ1

1)-complete. �

We can now generalize this construction to obtain someDωn(Σ1
1)-complete tree languages, for every

integern ≥ 1.
Recall first that an ordinalα is strictly smaller than the ordinalωn, wheren ≥ 2 is an integer, if and only
if it admits a Cantor Normal Form

α = ωn−1 · an−1 + ωn−2 · an−2 + . . . + ω · a1 + a0

wherean−1, an−2, . . . , a0, are non-negative integers. In that case we shall denoteOrd(an−1, an−2, . . . , a0) =
ωn−1 · an−1 + ωn−2 · an−2 + . . . + ω · a1 + a0.
Recall also that ifα = Ord(an−1, an−2, . . . , a0) andβ = Ord(bn−1, bn−2, . . . , b0), thenα < β if and
only if there is an integerk such that0 ≤ k ≤ n − 1 andaj = bj for n − 1 ≥ j > k andak < bk.

We now define the tree languageLn, for n ≥ 2, as the set of treest ∈ Tω
{0,1} for which there exist some

integersan−1, an−2, . . . , a0 ≥ 0 such that:

1. tlan−1 ·r·lan−2 ·r···la0 ·r is in L and the parity ofOrd(an−1, an−2, . . . , a0) is odd,

2. If Ord(bn−1, bn−2, . . . , b0) < Ord(an−1, an−2, . . . , a0) then the tree
t
lbn−1 ·r·lbn−2 .r···lb0 ·r is not inL.

Proposition 4.2. For each integern ≥ 2, the tree languageLn is Dωn(Σ1
1)-complete.

Proof. The proof is a simple generalization of the proof of Proposition 4.1. Notice that we have to use
the closure of the classΣ1

1 under countable (and not only under finite) union. Details are here left to the
reader. �

The tree languagesLn can not be accepted by any Büchi tree automaton because eachtree language
accepted by a (non deterministic) Büchi tree automaton is an analytic set andDωn(Σ1

1)-complete sets,
for n ≥ 1, are not in the classΣ1

1. We are going to see that the tree languagesLn are accepted by Muller
tree automata.

We now recall the following result proved by Niwinski in [Niw85], see also for instance [PP04, Tho90].

Lemma 4.3. The languageL− = ∀Path({0, 1}ω − (0⋆.1)ω) is aΠ
1
1-complete set accepted by a deter-

ministic Muller tree automaton.

On the other hand, the tree languageL is aΣ
1
1-complete set. Thus it is not aΠ1

1-set otherwise it would
be in the class∆1

1 = Σ
1
1 ∩ Π

1
1 which is the class of Borel sets by Suslin’s Theorem. But every tree

language which is recognizable by adeterministicMuller tree automaton is aΠ1
1-set therefore the tree

languageL can not be accepted by anydeterministicMuller tree automaton. However we can now state
the following result.
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Lemma 4.4. The languageL is aΣ
1
1-complete set accepted by a non deterministic Büchi tree automaton,

hence also by a non deterministic Muller tree automaton.

Proof. We recall informally how we can define a non-deterministic B¨uchi tree automatonA accepting
the languageL. When reading a treet ∈ L, the automatonA, using the non determinism, guesses an
infinite branch of the tree. Then the automaton checks, usingthe Büchi acceptance condition, that the
sequence of labels of nodes on this branch forms anω-word in (0⋆.1)ω , i.e. contains an infinite number
of letters1. �

Lemma 4.5. For each integern ≥ 1, the languageLn is accepted by a (non deterministic) Muller tree
automaton.

Proof. We first construct a non deterministic Muller tree automatonA1 accepting the languageL1.

Recall that, for each treet ∈ L1, there exists a least integern ≥ 0 such thattln·r ∈ L. This (odd) integer
is definedin a unique way. One can now construct, from Muller tree automataA− andA+ accepting
the tree languagesL− andL, a Muller tree automatonA1 accepting the tree languageL1. Using the
non-determinism, the automatonA1 will guess the (odd) integern ≥ 0 and then, using the behaviour of
A− andA+, it will check thattln·r ∈ L and that, for every integerk < n, tlk·r /∈ L.

We now give the exact construction of the non deterministic Muller tree automatonA1.
Let Σ = {0, 1} andA− = (K,Σ,∆, q0,F) be a (deterministic) Muller tree automaton accepting the
tree languageL−.
And letA+ = (K ′,Σ,∆′, q′0,F

′) be a (non deterministic) Muller tree automaton accepting the tree lan-
guageL. We assume thatK ∩ K ′ = ∅.
Then it is easy to see that the tree languageL1 is accepted by the Muller tree automatonA1 = (K1,Σ,∆1,
q1
0,F

1), where
K1 = K ∪ K ′ ∪ {q1

0, q
1
1 , qf},

∆1 = ∆ ∪ ∆′ ∪ {(q1
0 , a, q1

1 , q0), (q
1
1 , a, qf , q′0), (qf , a, qf , qf ), (q1

1 , a, q1
0 , q0) | a ∈ {0, 1}},

F1 = F ∪ F ′ ∪ {qf}.

For every integern > 1, we can construct in a similar way a Muller tree automatonAn accepting the
tree languageLn.

Recall that for each treet ∈ Ln there exists a least ordinalα = Ord(an−1, an−2, . . . , a0) < ωn such
thattlan−1 ·r·lan−2 ·r···la0 ·r is inL. This (odd) ordinal is definedin a unique way.
One can now construct, from the Muller tree automataA− andA+ accepting the tree languagesL−

andL, a Muller tree automatonAn accepting the tree languageLn. Using the non-determinism, the
automatonAn will guess the (odd) ordinalα = Ord(an−1, an−2, . . . , a0) < ωn and then, using the
behaviour ofA− andA+, it will check thattlan−1 ·r·lan−2 ·r···la0 ·r is in L and that for each ordinalβ =
Ord(bn−1, bn−2, . . . , b0) < Ord(an−1, an−2, . . . , a0) the tree languaget

lbn−1 ·r·lbn−2 .r···lb0 ·r is not inL.
�

We can now summarize the above results in the following theorem.



10 Olivier Finkel, Pierre Simonnet / On Recognizable Tree Languages Beyond the Borel Hierarchy

Theorem 4.6. For each integern ≥ 1, the languageLn is aDωn(Σ1
1)-complete set accepted by a (non

deterministic) Muller tree automaton.

Corollary 4.7. The class of tree languages recognized by Muller tree automata is not included into the
boolean closure of the class of tree languages recognized byBüchi tree automata.

Proof. We know that every tree language recognized by a Büchi tree automaton is aΣ1
1-set. But a tree

language which is a boolean combination ofΣ
1
1-sets is in the classDω(Σ1

1) which does not contain all
tree languages recognized by (non deterministic) Muller tree automata. �

Remark 4.8. We have given above examples ofDωn(Σ1
1)-complete tree languages accepted by Muller

tree automata. In a similar way it is easy to construct, for each ordinalα < ωω, a Dα(Σ1
1)-complete

tree language accepted by a Muller tree automaton. Each ordinal α < ωω may be written in the form
α = Ord(an−1, an−2, . . . , a0) < ωn for some integern ≥ 1 and wherean−1, an−2, . . . , a0, are non-
negative integers withan−1 6= 0.
The tree languageTα is then the set of treest ∈ Tω

{0,1} for which there exist some integersbn−1, bn−2, . . . , b0 ≥
0 such that:

1. Ord(bn−1, bn−2, . . . , b0) < Ord(an−1, an−2, . . . , a0).

2. t
lbn−1 ·r·lbn−2 .r···lb0 ·r is in L and the parity ofOrd(bn−1, bn−2, . . . , b0) is odd iff the parity of

Ord(an−1, an−2, . . . , a0) is even.

3. If Ord(cn−1, cn−2, . . . , c0) < Ord(bn−1, bn−2, . . . , b0) then the tree
tlcn−1 ·r·lcn−2 .r···lc0 ·r is not inL.

The tree languageTα is Dα(Σ1
1)-complete and it is accepted by a (non deterministic) Mullertree au-

tomaton.

The above results show that the topological complexity of tree languages recognized bynon deterministic
Muller tree automata is much greater than that of tree languages accepted bydeterministicMuller tree
automata.

Recall that a Büchi (respectively, Muller) tree automatonA, reading trees labelled in the alphabetΣ, is
said to be unambiguous if and only if each treet ∈ Tω

Σ admits at most one accepting run ofA.

A natural question is whether the tree languagesLn could be accepted by unambiguous Muller tree
automata. A first step would be to prove that the tree languageL is accepted by an unambiguous Muller
tree automaton. But this is not possible. We have learned by personal communication from Damian
Niwinski that the languageL is inherently ambiguous, [Niw09].

We consider now the notion of ambiguity for Büchi tree automata and we shall prove in particular that a
tree language accepted by an unambiguous Büchi tree automaton must be Borel. We shall indicate also
why our methods do not work in the case of Muller automata.
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We first recall some notations and a lemma proved in [FS03].
For two finite alphabetsΣ andX, if B ⊆ Σω × Xω andα ∈ Σω, we denoteBα = {β ∈ Xω | (α, β) ∈
B} andPROJΣω(B) = {α ∈ Σω | Bα 6= ∅}.
The cardinal of the continuum will be denoted by2ℵ0 ; it is also the cardinal of every setΣω or Tω

Σ , where
Σ is an alphabet having at least two letters.

Lemma 4.9. ([FS03])
Let Σ andX be two finite alphabets having at least two letters andB be a Borel subset ofΣω ×Xω such
thatPROJΣω(B) is not a Borel subset ofΣω. Then there are2ℵ0 ω-wordsα ∈ Σω such that the section
Bα has cardinality2ℵ0 .

Proof. LetΣ andX be two finite alphabets having at least two letters andB be a Borel subset ofΣω×Xω

such thatPROJΣω(B) is not Borel.

In a first step we prove that there are uncountably manyα ∈ Σω such that the sectionBα is uncountable.

Recall that by a Theorem of Lusin and Novikov, see [Kec95, page 123], if for all α ∈ Σω, the section
Bα of the Borel setB was countable, thenPROJΣω(B) would be a Borel subset ofΣω.

Thus there exists at least oneα ∈ Σω such thatBα is uncountable. In fact we have not only oneα such
thatBα is uncountable.

For α ∈ Σω we have{α} × Bα = B ∩ [{α} × Xω]. But {α} × Xω is a closed hence Borel subset of
Σω × Xω thus{α} × Bα is Borel as intersection of two Borel sets.

If there was only oneα ∈ Σω such thatBα is uncountable, thenC = {α} × Bα would be Borel so
D = B − C would be borel because the class of Borel sets is closed underboolean operations.
But all sections ofD would be countable thusPROJΣω(D) would be Borel by Lusin and Novikov’s
Theorem. ThenPROJΣω(B) = {α} ∪ PROJΣω(D) would be also Borel as union of two Borel sets,
and this would lead to a contradiction.

In a similar manner we can prove that the setU = {α ∈ Σω | Bα is uncountable} is uncountable,
otherwiseU = {α0, α1, . . . αn, . . .} would be Borel as the countable union of the closed sets{αi},
i ≥ 0.
For eachn ≥ 0 the set{αn} × Bαn would be Borel, andC = ∪n∈ω{αn} × Bαn would be Borel as a
countable union of Borel sets. SoD = B − C would be borel too.
But all sections ofD would be countable thusPROJΣω(D) would be Borel by Lusin and Novikov’s
Theorem. ThenPROJΣω(B) = U ∪ PROJΣω(D) would be also Borel as union of two Borel sets, and
this would lead to a contradiction.

So we have proved that the set{α ∈ Σω | Bα is uncountable} is uncountable.

On the other hand we know from another Theorem of DescriptiveSet Theory that the set{α ∈ Σω |
Bα is countable} is a Π

1

1
-subset ofΣω, see [Kec95, page 123]. Thus its complement{α ∈ Σω |
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Bα is uncountable} is analytic. But by Suslin’s Theorem an analytic subset ofΣω is either countable or
has cardinality2ℵ0 , [Kec95, p. 88]. Therefore the set{α ∈ Σω | Bα is uncountable} has cardinality
2ℵ0 .

Recall now that we have already seen that, for eachα ∈ Σω, the set{α}×Bα is Borel. ThusBα itself is
Borel and by Suslin’s TheoremBα is either countable or has cardinality2ℵ0 . From this we deduce that
{α ∈ Σω | Bα is uncountable} = {α ∈ Σω | Bα has cardinality2ℵ0} has cardinality2ℵ0 . �

This Lemma was used in [FS03] to prove that analytic but non Borel context-freeω-languages have a
maximum degree of ambiguity.

Theorem 4.10. ([FS03])
LetL(A) be a context-freeω-language accepted by a Büchi pushdown automatonA such thatL(A) is an
analytic but non Borel set. Then the set ofω-words, which have2ℵ0 accepting runs byA, has cardinality
2ℵ0 .

Reasoning in a very similar way as in the proof of Theorem 4.10in [FS03], we can now state that analytic
but non Borel tree languages accepted by Büchi tree automata have a maximum degree of ambiguity.

If Σ is an alphabet having at least two letters, the topological spaceTω
Σ is homeomorphic to the topolog-

ical spaceΣω, so we can first state Lemma 4.9 in the following equivalent form.

Lemma 4.11. Let Σ andK be two finite alphabets having at least two letters andB be a Borel subset of
Tω

Σ × Tω
K such thatPROJT ω

Σ
(B) is not a Borel subset ofTω

Σ . Then there are2ℵ0 infinite treest ∈ Tω
Σ

such that the sectionBt has cardinality2ℵ0 .

We can now state the following result.

Theorem 4.12. Let L(A) ⊆ Tω
Σ be a regular tree language accepted by a Büchi tree automaton A such

thatL(A) is an analytic but non Borel set. Then the set of treest ∈ Tω
Σ which have2ℵ0 accepting runs

by A, has cardinality2ℵ0 .

Proof. LetA = (K,Σ,∆, q0, F ) be a Büchi tree automaton accepting a non Borel tree languageL(A) ⊆
Tω

Σ , and letR ⊆ Tω
Σ × Tω

K be defined by :

R = {(t, ρ) | t ∈ Tω
Σ andρ ∈ Tω

K is an accepting run ofA on the treet}.

The setR can be seen as a tree language over the product alphabetΣ × K. Then it is easy to see that
R is accepted by adeterministicBüchi tree automaton. But every tree language which is accepted by a
deterministicBüchi tree automaton is aΠ0

2-set, see [Mur05]. Thus the tree languageR is aΠ
0
2-subset

of the spaceT(Σ×K)ω which is identified to the topological spaceTω
Σ × Tω

K . In particular,R is a Borel
subset ofTω

Σ × Tω
K . But by definition ofR it turns out thatPROJT ω

Σ
(R) = L(A). ThusPROJT ω

Σ
(R) is

not Borel and Lemma 4.11 implies that there are2ℵ0 treest ∈ Tω
Σ such thatRt has cardinality2ℵ0 . This

means that these trees have2ℵ0 accepting runs by the Büchi tree automatonA. �
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Remark 4.13. The above proof is no longer valid if we replace “Büchi tree automaton” by “Muller
tree automaton”. Indeed ifL(A) ⊆ Tω

Σ is a regular tree language accepted by a Muller tree automaton
A = (K,Σ,∆, q0,F), then the setR ⊆ Tω

Σ × Tω
K defined by :

R = {(t, ρ) | t ∈ Tω
Σ andρ ∈ Tω

K is an accepting run ofA on the treet}.

is now accepted by a deterministicMuller tree automaton. Thus we can now only say thatR is aΠ
1
1-set,

and we cannot use the fact thatR is Borel, which was crucial in the proof of Theorem 4.12.

In particular, Theorem 4.12 implies the following important result.

Corollary 4.14. Let L(A) ⊆ Tω
Σ be a regular tree language accepted by an unambiguous Büchitree

automaton. Then the tree languageL(A) is a Borel subset ofTω
Σ .

Remark 4.15. The result given by Corollary 4.14 is weaker than the result given by Theorem 4.12. This
weaker result can be proved by a simpler argument. We give nowthis proof which is also interesting.

Proof. Let L(A) ⊆ Tω
Σ be a regular tree language accepted by an unambiguous Büchitree automaton

A = (K,Σ,∆, q0, F ). Let R be defined as in the proof of Theorem 4.12 by:

R = {(t, ρ) | t ∈ Tω
Σ andρ ∈ Tω

K is an accepting run ofA on the treet}.

The setR is accepted by adeterministicBüchi tree automaton so it is aΠ0
2-subset of the spaceT(Σ×K)ω .

Consider now the projectionPROJT ω
Σ

: Tω
Σ × Tω

K → Tω
Σ defined byPROJT ω

Σ
(t, ρ) = t for all (t, ρ) ∈

Tω
Σ × Tω

K . This projection is a continuous function and it isinjective on the Borel setR because the
automatonA is unambiguous. By a Theorem of Lusin and Souslin, see [Kec95, Theorem 15.1 page
89], the injective image ofR by the continuous functionPROJT ω

Σ
is then Borel. Thus the tree language

L(A) = PROJT ω
Σ
(R) is a Borel subset ofTω

Σ . �

Remark 4.16. The above result given by Corollary 4.14 is of course false inthe case of Muller automata
because we already know an example of non Borel regular tree language accepted by adeterministic
hence unambiguousMuller tree automaton. By Lemma 4.3, the tree languageL− = ∀Path({0, 1}ω −
(0⋆.1)ω) is aΠ

1
1-complete set accepted by a deterministic Muller tree automaton.

5. Game tree languages

Game tree languages are particular recognizable tree languages which are defined by the use of parity
games. So we now recall the definition of these games, as introduced in [AN08, ADMN07].

A parity game is a game with perfect information between two players named Eve and Adam, as in
[AN08, ADMN07].
The game is defined by a tupleG = (V∃, V∀,Move, p0, rank). The setsV∃ andV∀ are disjoint sets of
positions of Eve and Adam, respectively. We denoteV = V∃ ∪ V∀ the set of positions. The relation
Move ⊆ V × V is the relation of possible moves. The initial position in a play is p0 ∈ V . The ranking
function isrank : V → ω and the number of values taken by this function is finite.
At the beginning of a play there is a token at the initial position p0 where the play starts. The players
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move the token according to the relationMove, always to a successor of the current position. The move
is done by Eve if the current position is an element ofV∃, otherwise Adam moves the token. This way
the two players form a path in the graph(V,Move). If at some moment a player cannot move then she
or he looses. Otherwise the two players construct an infinitepath in the graph,v0, v1, v2, . . . In this case
Eve wins the play iflim supn→∞ rank(vn) is even, otherwise Adam wins the play.
Eve (respectively, Adam) wins the gameG if she (respectively, he) has a winning strategy. It is well
known that parity games are determined, i. e., that one of theplayers has a winning strategy. Moreover
any position is winning for one of the players and she or he hasa positionalstrategy from this position,
see [GTW02] for more details.

We now recall the definition of game languagesW(ι,κ).
A Mostowski-Rabin index is a pair(ι, κ), whereι ∈ {0, 1} andι ≤ κ < ω. For such an index, we define
the alphabetΣ(ι,κ) = {∃,∀} × {ι, . . . , κ}.
For a lettera ∈ Σ(ι,κ) we denotea = (a1, a2), wherea1 ∈ {∃,∀} anda2 ∈ {ι, . . . , κ}.
For each treet ∈ Tω

Σ(ι,κ)
we associate a parity gameG(t) = (V∃, V∀,Move, p0, rank), where

• V∃ = {v ∈ {l, r}⋆ | t(v)1 = ∃},

• V∀ = {v ∈ {l, r}⋆ | t(v)1 = ∀},

• Move = {(w,wi) | w ∈ {l, r}⋆ andi ∈ {l, r}},

• p0 = λ is the root of the tree,

• rank(v) = t(v)2, for eachv ∈ {l, r}⋆.

The setW(ι,κ) ⊆ Tω
Σ(ι,κ)

is the set of infinite binary treest labelled in the alphabetΣ(ι,κ) such that Eve

wins the associated gameG(t).

The recognizable tree languageW(ι,κ) is accepted by an alternating parity tree automaton of index(ι, κ).
This notion will be useful in the sequel so we recall it now, aspresented in [ADMN07].

Definition 5.1. An alternating parity tree automaton is a tupleA = (Σ, Q∃, Q∀, q0, δ, rank), where the
set of statesQ is partitioned inQ∃ andQ∀. The setQ∃ is the set of existential states and the setQ∀ is the
set of universal states. The transition relation isδ ⊆ Q×Σ×{l, r, λ}×Q andrank : Q → ω is the rank
function. A treet ∈ Tω

Σ is accepted by the automatonA iff Eve has a winning strategy in the parity game
(Q∃×{l, r}⋆, Q∀×{l, r}⋆, (q0, λ),Move,Ω), whereMove = {((p, v), (q, vd)) | v ∈ dom(t), (p, t(v),
d, q) ∈ δ} andΩ(q, v) = rank(q).

Notice that it can be assumed without lost of generality thatmin rank(Q) is equal to0 or 1. The pair
(min rank(Q),max rank(Q)) is called the Mostowski-Rabin index of the automaton.
It follows from [Rab69] that any alternating parity tree automaton can be simulated by a non deterministic
Muller automaton, see also [GTW02].

There is a usual partial order on Mostowski-Rabin indices:(ι, κ) ⊑ (ι′, κ′) if either ι′ ≤ ι andκ ≤ κ′

(i.e. {ι, . . . , κ} ⊆ {ι′, . . . , κ′}), or ι = 0, ι′ = 1, andκ + 2 ≤ κ′ (i.e. {ι + 2, . . . , κ + 2} ⊆ {ι′, . . . , κ′}).
The indices(1, n) and(0, n − 1) are called dual and(ι, κ) denotes the index dual to(ι, κ).
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It is easy to see that each tree languageW(ι,κ) is accepted by an alternating parity tree automaton of
index(ι, κ).

Moreover the setW(ι,κ) is in some sense of the greatest possible topological complexity among tree
languages accepted by alternating parity tree automata of index(ι, κ). This is expressed by the following
lemma.

Lemma 5.2. ( see [ADMN07] )
If a set of treesT is recognized by an alternating parity tree automaton of index(ι, κ), thenT ≤W W(ι,κ).

In order to use this result to get a lower bound on the topological complexity of the game tree languages
W(ι,κ), we first construct some alternating parity tree automata accepting the tree languagesL andL−

defined in the preceding section.

Lemma 5.3. The tree languageL is accepted by an alternating parity tree automaton of index(1, 2).

Proof. Recall thatL = ∃Path(R), whereR = (0⋆.1)ω .
The tree languageL is then accepted by the alternating parity tree automatonA = (Σ, Q∃, Q∀, q0, δ, rank),
where
Σ = {0, 1},
Q∃ = Q = {q0, q1},
Q∀ = ∅,
δ = {(q, 1, d, q1), (q, 0, d, q0) | q ∈ Q andd ∈ {l, r}},
rank(q0) = 1 andrank(q1) = 2. �

Notice that in the above automatonA all states are existential.

Lemma 5.4. The tree languageL− is accepted by an alternating parity tree automaton of index(0, 1).

Proof. Recall thatL− = Tω
Σ − L = ∀Path({0, 1}ω − (0⋆.1)ω).

The tree languageL− is then accepted by the alternating parity tree automatonA′ = (Σ, Q′
∃, Q

′
∀, q

′
0, δ

′, rank′),
where
Σ = {0, 1},
Q′

∃ = ∅,
Q′

∀ = Q′ = {q′0, q
′
1},

δ′ = {(q′, 1, d, q′1), (q
′, 0, d, q′0) | q′ ∈ Q′ andd ∈ {l, r}},

rank′(q′0) = 0 andrank′(q′1) = 1.
�

Notice that in the above automatonA′ all states are universal.

Remark 5.5. TheΣ
1
1-complete tree languageL is accepted by an alternating parity tree automaton of

index(1, 2) and theΠ1
1-complete tree languageL− is accepted by an alternating parity tree automaton of

index(0, 1). In fact for every tree languageT accepted by an alternating parity tree automaton of index
(1, 2) (respectively,(0, 1)) it holds thatT is in the classΣ1

1 (respectively,Π1
1), see [ADMN07, Theorem

3.6].
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Recall now the definition of theDω(Σ1
1)-complete tree languageL1.

L1 = {t ∈ Tω
{0,1} | ∃n ≥ 0 tln·r ∈ L and min{n ≥ 0 | tln·r ∈ L} is odd}.

We can now state the following result.

Lemma 5.6. The tree languageL1 is accepted by an alternating parity tree automaton of index(0, 2).

Proof. Let, as in the proofs of the two previous lemmas,A = (Σ, Q∃, Q∀, q0, δ, rank) be an alternating
parity tree automaton of index(1, 2) accepting the tree languageL = ∃Path(R), andA′ = (Σ, Q′

∃,
Q′

∀, q
′
0, δ

′, rank′) be an alternating parity tree automaton of index(0, 1) accepting the tree languageL−.
We assume thatQ ∩ Q′ = ∅, whereQ = Q∃ ∪ Q∀ = Q∃ andQ′ = Q′

∃ ∪ Q′
∀ = Q′

∀.
It is then easy to see that the tree languageL1 is accepted by the alternating parity tree automaton
A1 = (Σ, Q1

∃, Q1
∀, q

1
0 , δ

1, rank1), where
Σ = {0, 1},
Q1

∃ = Q∃ ∪ Q′
∃ ∪ {q∃} = Q∃ ∪ {q∃},

Q1
∀ = Q∀ ∪ Q′

∀ ∪ {q1
0 , q

1
1} = Q′

∀ ∪ {q1
0 , q

1
1},

δ1 = δ ∪ δ′ ∪ {(q1
0 , a, l, q∃), (q

1
0 , a, r, q′0), (q∃, a, r, q0), (q∃, a, λ, q1

1), (q1
1 , a, r, q′0), (q

1
1 , a, l, q1

0) | a ∈
{0, 1}},
rank1(q) = rank(q) for q ∈ Q,
rank1(q′) = rank′(q′) for q′ ∈ Q′,
rank1(q1

0) = 0, rank1(q1
1) = 1.

�

Notice that in the above construction of the alternating automatonA1 the universal statesq1
0 , q

1
1 and the

existential stateq∃ are used to choose, when reading a treet ∈ L1, the least integern such thattln·r ∈ L
and to check that this integer is really the least (and odd) one with this property.
In a very similar manner, for each integern ≥ 1, we can define an alternating parity tree automatonAn

of index (0, 2) accepting the languageLn. The complete description would be tedious but the idea is
that now the additional universal or existential states notin Q ∪ Q′ are used to choose, for a given tree
t ∈ Ln, the least ordinalα = ωn−1 ·an−1 +ωn−2 ·an−2 + . . .+ω ·a1+a0 such thattlan−1 ·r·lan−2 ·r···la0 ·r

is inL and to check thatα is odd and that for any smaller ordinalβ = Ord(bn−1, bn−2, . . . , b0) < α, the
treet

lbn−1 ·r·lbn−2 ·r···lb0 ·r is not inL.

We can then state the following result.

Proposition 5.7. For each integern ≥ 1, the tree languageLn is accepted by an alternating parity tree
automaton of index(0, 2).

We can now infer from Theorem 4.6, Proposition 5.7, and Lemma5.2, the following result.

Theorem 5.8. For each integern ≥ 1, theDωn(Σ1
1)-complete tree languageLn is Wadge reducible to

the game tree languageW(0,2), i.e. Ln ≤W W(0,2). In particular the languageW(0,2) is not in any class
Dα(Σ1

1) for α < ωω.
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On the other hand, Arnold and Niwinski proved in [AN08] that the game tree languages form a hierarchy
with regard to the Wadge reducibility.

Theorem 5.9. ([AN08])
For all Mostowski-Rabin indices(ι, κ) and(ι′, κ′), it holds that :

(ι, κ) ⊑ (ι′, κ′) if and only if W(ι,κ) ≤W W(ι′,κ′)

Then we can state the following result.

Theorem 5.10. For each integern ≥ 1 and each Mostowski-Rabin index(ι, κ) such that(0, 2) ⊑ (ι, κ)
or (ι, κ) = (1, 3) = (0, 2), theDωn(Σ1

1)-complete tree languageLn is Wadge reducible to the game tree
languageW(ι,κ), i.e. Ln ≤W W(ι,κ). In particular the languageW(ι,κ) is not in any classDα(Σ1

1) for
α < ωω.

Proof. The result follows directly from Theorems 5.8 and 5.9 in the case(0, 2) ⊑ (ι, κ). What remains is
the case of the index(1, 3) which is the dual of the index(0, 2). But it is proved in [AN08, Lemma 1] that
W

(ι,κ)
coincide withW(ι,κ) = Tω

Σ(ι,κ)
− W(ι,κ) up to renaming of symbols. On the other hand, we know

from Theorem 5.8 that for each integern ≥ 1, theDωn+1(Σ1
1)-complete tree languageLn+1 is Wadge

reducible to the game tree languageW(0,2), i.e. Ln+1 ≤W W(0,2). This is easily seen to be equivalent
to Tω

{0,1} − Ln+1 ≤W W(0,2), i.e. Tω
{0,1} − Ln+1 ≤W W(1,3). ButLn is Dωn(Σ1

1)-complete andLn+1

is Dωn+1(Σ1
1)-complete so it follows from the properties of the difference hierarchy of analytic sets that

Ln ≤W Tω
{0,1} − Ln+1 and soLn ≤W W(1,3) by transitivity of the relation≤W . �

6. Concluding remarks

We have got some new results on the topological complexity ofnon Borel recognizable tree languages
with regard to the difference hierarchy of analytic sets. Inparticular, we have showed that the game tree
languageW(0,2) is not in any classDα(Σ1

1) for α < ωω. The great challenge in the study of the topo-
logical complexity of recognizable tree languages is to determine the Wadge hierarchy of tree languages
accepted bynon deterministicMuller or Rabin tree automata. Notice that the case ofdeterministicMuller
or Rabin tree automata have been solved recently by Murlak, [Mur08].

It would be interesting to locate in a more precise way the game tree languages with regard to the
difference hierarchy of analytic sets. We already know thatW(0,2) is not in any classDα(Σ1

1) for α < ωω.
Is there an ordinalα such thatW(0,2) is in Dα(Σ1

1) and then what is the smallest such ordinalα? The
same question may be asked for the other game tree languagesW(ι,κ). On the other hand, there are some
sets in the class∆1

2 which does not belong to theσ-algebra generated by the analytic sets, see [Kec95,
Exercise 37.8]. Could we expect thatW(0,2) or another game tree languageW(ι,κ) is such an example?
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