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RECTANGULAR R-TRANSFORM AS THE LIMIT OF
RECTANGULAR SPHERICAL INTEGRALS

FLORENT BENAYCH-GEORGES

Abstract. In this paper, we connect rectangular free probability theory and spherical
integrals. We prove the analogue, for rectangular or square non-Hermitian matrices, of a
result that Guionnet and Mäıda proved for Hermitian matrices in [12]. More specifically,
we study the limit, as n,m tend to infinity, of 1

n
logE{exp[√nmθXn]}, where θ ∈ R, Xn

is the real part of an entry of UnMnVm, Mn is a certain n×m deterministic matrix and
Un, Vm are independent Haar-distributed orthogonal or unitary matrices with respective
sizes n×n, m×m. We prove that when the singular law ofMn converges to a probability
measure µ, for θ small enough, this limit actually exists and can be expressed with the
rectangular R-transform of µ. This gives an interpretation of this transform, which
linearizes the rectangular free convolution, as the limit of a sequence of log-Laplace
transforms.

Introduction

In this article, we study the limit, as n,m tend to infinity in such a way that n/m tends
to a limit λ ∈ [0, 1], of

1

n
logE{exp[

√
nmθℜ(Tr(EnUnMnVm))]},

where θ ∈ R, Mn is a certain n×m deterministic matrix, Un, Vm are independent Haar-
distributed orthogonal or unitary matrices with respective sizes n × n, m ×m, En is an
m × n elementary matrix (i.e. a matrix which entries are all zero, except one of them,
which is equal to one) and ℜ(·) denotes the real part.

The departure point of this study is the work of Collins, Zinn-Justin, Zuber, Guionnet,
Mäıda, Śniady, Mingo and Speicher who proved, in the papers [20, 6, 12, 7, 8, 9], that
under various hypotheses on some n× n matrices An and Bn and a positive exponent α,
the asymptotics of

1

nα
logE{exp[nθTr(BnUnAnU

∗
n)]}

are related to free probability theory. For example, it has been proved [12, Th. 2] that
if the spectral law (i.e. uniform distributions on eigenvalues) of the self-adjoint matrix
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2 FLORENT BENAYCH-GEORGES

An converges to a compactly supported probability measure µ and Fn = diag(1, 0, . . . , 0),
then for θ small enough,

(1)
1

n
logE{exp[nθTr(FnUnAnU

∗
n)]} −→

n→∞

β

2

∫ 2θ
β

0

Rµ(t)dt,

where Rµ is the so-called R-transform of µ and β = 1 or 2 according to wether we
consider real or complex matrices. The R-transform is an integral transform of probability
measures on R. Its main property is that it linearizes the additive free convolution ⊞,
the binary operation on probability measures on R which can be defined by the fact
that for A, B large self-adjoint random matrices with spectral laws tending to µA, µB (as
the dimension goes to infinity) and U a Haar-distributed orthogonal or unitary matrix
independent of A and B, the spectral law of A + UBU∗ tends to µA ⊞ µB: the free
convolution ⊞ can be thought as the analogue, for the spectral laws of certain large
random matrices, of the classical convolution for real random variables. For all probability
measures µ, ν on R, we have

(2) Rµ⊞ν(t) = Rµ(t) +Rν(t) (for t in a neighborhood of zero).

Hence in the analogy between the free convolution and the classical one, the R-transform
plays the role of the log-Laplace transform, and (1) gives a concrete sense to this: the
R-transform (more specifically its primitive, which also satisfies (2)), is the limit of a
certain sequence of log-Laplace transforms.

Let us now describe the content of our paper. For each λ ∈ [0, 1], another free con-
volution, denoted by ⊞λ and called the rectangular free convolution with ratio λ, does
the same job as ⊞ for the singular laws (i.e. uniform distributions on singular values) of
rectangular n×m random matrices which dimensions n,m tend to infinity in such a way
that n/m tends to λ: for n,m large integers such that n/m ≃ λ, for A,B some n × m
real or complex matrices with singular laws νA, νB and U, V Haar-distributed orthogonal
or unitary matrices independent of A and B, the singular law of A + UBV is approxi-
mately νA ⊞λ νB (see [4] or the introduction of [5] for a more precise definition of ⊞λ).
Like the R-transform for ⊞ and the log-Laplace transform for the classical convolution,
an integral transform linearizes ⊞λ. It is called the rectangular R-transform with ratio λ
and is denoted by C(λ): for all probability measures µ, ν on [0,+∞), we have

(3) C
(λ)
µ⊞λν

(t) = C(λ)
µ (t) + C(λ)

ν (t) (for t in a neighborhood of zero).

The main result of the paper gives an interpretation of the rectangular R-transform (more
specifically its primitive, which also satisfies (3)) as the limit of a sequence of log-Laplace
transforms: we prove that if the singular law of Mn tends to a probability measure µ and
n/m tends to a limit λ ∈ [0, 1] as n,m tend to infinity, then for θ small enough, for En a
sequence of mn × n elementary matrices,

(4)
1

n
logE{exp[

√
nmθℜ(Tr(EnUnMnVm))]} −→

n,m→∞
β

∫ θ
β

0

C
(λ)
µ (t2)

t
dt.

Let us mention that free probability theory has initially been built in the area of operator
algebras and that concrete relations between free and classical probability theory, like the
ones of (1) and (4), are not that common.
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Let us also mention that expectations of the exponential of traces of polynomials of
constant matrices and uniform orthogonal random matrices, which have been extensively
studied in physics and also other areas, like information theory, are often called spherical
integrals. See e.g. [21, 11, 13] and the references above for the case of square matrices.
Spherical integrals involving rectangular matrices are considered in the papers [19, 10, 16].
The quantities studied in the paper [16] of Kabashima are closely related to the spherical
integral we study here: in Equation (8), Kabashima considers exactly the same spherical
integral as ours, with the same hypotheses (he supposes the singular law of X to have
a limit and p/N to stay bounded), except that he supposes θ to be on the imaginary
line, whereas in our paper, θ is real. He is not giving an argument that qualifies as
a mathematical proof, but he gives an asymptotic formula in Equation (9). With our
vocabulary, this formula expresses

lim
n→∞

1

n
logE{exp iTr(EnUnMnVm)}

as a saddle point value of a certain function. The actual computation of this saddle point
is not easy, but his Equation (9) has a structure which is quite close to our Equation (29).

The paper is organized as follows. In Section 1, we state the main result of the paper,
Theorem 1.2, and discuss it. In Section 2, we recall the precise definition of the rectangular

R-transform and prove a result of continuity of the map (λ, µ) 7−→ C
(λ)
µ . At last, Section

3 is devoted to the proof of Theorem 1.2, following the ideas of the proof of [12, Th. 2].

1. Main result

1.1. Statement. Let us consider, for all n ≥ 1, an integer mn ≥ n such that, as n tends
to infinity, n/mn tends to a limit λ ∈ [0, 1] and an n × mn real or complex nonrandom
matrix Mn whose singular values are strictly bounded, uniformly in n, by a constant
K and such that, as n tends to infinity, the singular law of Mn converges weakly to a
probability measure that we shall denote by µ. Let us define, for θ ∈ R,

(5) In(θ) =
1

n
logE{exp[√nmnθℜ(Tr(EnUnMnVn))]},

where Un, Vn are independent Haar-distributed orthogonal or unitary (according to whether
Mn is real or complex) matrices with respective sizes n× n, mn ×mn and En denotes an
mn × n elementary matrix (i.e. a matrix which entries are all zero, except one of them,
which is equal to one).

In the case where λ = 0, we also suppose that there is α < 2 such that

(6) for n large enough, mn ≤ nα.

Remark 1.1. Let K be either R or C according to wether we consider real or complex
matrices. In(θ) can also be considered as the Laplace transform of a certain scalar product
estimated at a pair of independent random vectors, one of them being a uniform random
vector of the unit sphere of Kn and the other one being the projection, on Kn, of a uniform
random vector of the unit sphere of Kmn . Indeed, let us denote the singular values of Mn
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by µn,1, . . . , µn,n and introduce (see [15]) some orthogonal or unitary matrices Pn, Qn with
respective sizes n× n, mn ×mn such that

Mn = Pn





µn,1 0 · · · 0
. . .

...
...

µn,n 0 · · · 0



Qn.

Let also, for each n, (in, jn) be the index of the non-null entry of En. Then the jnth row
(resp. inth column) un = (un,1, . . . , un,n) (resp. vn = (vn,1, . . . , vn,mn)

t) of UnPn (resp.
QnVn) is uniformly distributed on the unit sphere of Kn (resp. Kmn) and one has

(7) In(θ) =
1

n
logE{exp[√nmnθℜ(

n∑

k=1

un,kµn,kvn,k)]}.

The main result of the article is the following one.

Theorem 1.2. Set β = 1 or β = 2 according to wether we consider real or complex ma-
trices. The function In converges uniformly on every compact subset of (−βK−1, βK−1)
to the function

I(θ) = β

∫ θ
β

0

C
(λ)
µ (t2)

t
dt,

where C
(λ)
µ denotes the rectangular R-transform of µ with ratio λ (its definition is recalled

in Section 2 below).

Remark 1.3. Note that the function C
(λ)
µ is analytic on (−K−2, K−2) and vanishes at

zero, so I is actually well defined and analytic on (−K−1, K−1).

1.2. Particular cases where the matrices Mn are square (λ = 1) or asymptoti-
cally flat (λ = 0). Let us recall that the R-transform of a probability measure ν is the
function

Rν(z) = G−1
ν (z)− 1

z
, for Gµ(z) =

∫
dµ(t)

z − t
(the convention we use is the one of the analytic approach to freeness [14, 1], which is not
exactly the one of the combinatorial approach [18]: Rcombinatorics

ν (z) = zRanalysis
ν (z)).

Let µs be the symmetrization of µ, defined by µs(A) =
µ(A)+µ(−A)

2
for all Borel subset

A of R, and µ2 be the push-forward of µ by the function t 7→ t2.

Corollary 1.4. In the particular case where λ = 1 (resp. λ = 0), the limit I of In can be
expressed via the R-transform of µs (resp. µ2) in the following way

I(θ) = β

∫ θ
2

0

Rµs(t)dt, (resp. I(θ) = β

∫ θ
2

0

tRµ2(t2)dt.)

Proof. It suffices to prove that C
(1)
µ (t2) = tRµs(t) and that C

(0)
µ (t) = tRµ2(t). The second

equation can be found in [4, Lem. 3.2 or Sect. 3.6]. The first equation follows from

the fact that for all λ, C
(λ)
µ = C

(λ)
µs and from the fact that for all symmetric probability

measure ν, by [4, Sect. 3.6], C
(1)
ν (z2) = zRν(z). �
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1.3. Possible extensions of Theorem 1.2.

1.3.1. Cumulants point of view. For λ ∈ [0, 1], the rectangular free cumulants with ratio
λ of µ have been defined in [4, Sect. 3.4] (see also [2, Sect. 2.2]): this is the sequence
(c2k(µ))k≥1 linked to the moments of µ by [3, Eq. (4.1)]. Recall also that for X a bounded
real random variable, the classical cumulants of X are the numbers Clk(X) defined by
the formula

logE(ezX) =
∑

k≥1

Clk(X)

k!
zk.

Differentiating formally the convergence In(θ) −→ I(θ), one would get the following
“classical cumulants interpretation” of the rectangular free cumulants with ratio λ: for
all positive integers k,

(8) c2k(µ) = lim
n→∞

(nmn)
k

n

β2k−1

(2k − 1)!
Cl2k(ℜ(Tr(EnUnMnVn))).

This formula can be considered as a “rectangular analogue” of [6, Th. 4.7]. The author
believes that (8) can be proved rigorously with one of the following two methods. One of

them would be to use the Weingarten calculus, developed by Collins and Śniady, for the
computation of the expectation of moments of the entries of the matrices Un, Vn (as in
the proof of [6, Th. 4.7]). The other one would rely on the extension of Theorem 1.2 to
complex values of θ and notice that the functions in question there are analytic in θ (so
that their convergence implies the one of their derivatives).

1.3.2. Case where M is chosen at random. If Mn is also chosen at random, independently
of Un and Vn, and the expectation, in (5), is taken with respect to the randomness of Un, Vn

and Mn, then Theorem 1.2 stays true in certain cases (for example if Mn is a standard
Gaussian matrix divided by

√
mn), but it can easily be seen that Theorem 1.2 is not true

in general anymore. However, if the expectation, in (5), only concerns the randomness of
Un and Vn, then In(θ) is a random variable, and for certain sequences of random matrices
Mn, more than Theorem 1.2 can be said about its convergence. An important example is
given by the case where Mn = An + PnBnQn with An, Bn deterministic matrices having
limit singular laws µA, µB and Pn, Qn Haar-distributed orthogonal or unitary matrices
with respective sizes n and mn. In this case, one can prove (with technical additional
hypotheses), that almost surely,

limn→∞
1
n
log
∫
e
√
nmnθℜ(Tr(EnUnMnVn))dUndVn =

limn→∞
1
n
log
∫
e
√
nmnθℜ(Tr(EnUnAnVn))dUndVn +

1
n
log
∫
e
√
nmnθℜ(Tr(EnUnBnVn))dUndVn.

To prove it, the ideas are the same as the ones of [12, Sect. 6.1 and 6.2]: first prove that
the random variable

1

n
log

∫

e
√
nmnθℜ(Tr(EnUnMnVn))dUndVn

concentrates around its mean (to do it, use [1, Cor. 4.4.30] instead of [12, Lem. 24] in
order to be allowed to consider the complex case) and then the ideas of [12, Sect. 6.2].
Since the singular law of Mn converges almost surely to µA ⊞λ µB, this gives a new proof
of (3).
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1.3.3. Strong continuity property for the rectangular spherical integrals. One other way
to extend this work, suggested to us by a referee, would be to use (28) to prove a strong
continuity property for the rectangular spherical integrals. in the spirit of Proposition 2.1
or Lemma 2.3 of [17].

2. Preliminaries about the rectangular R-transform

Let µ be a probability measure on the real line which support is contained in [−K,K],
with K > 0 (we do not suppose µ to be symmetric, how it was the case in the initial
definition of the rectangular R-transform). Let us define the generating function of the
moments of µ2

Mµ2(z) =

∫

t∈R

t2z

1− t2z
dµ(t) =

∫

t∈R

1

1− t2z
dµ(t)− 1 (z ∈ [0, K−2)).

It can easily be proved that Mµ2 is nonnegative and non decreasing on [0, K−2). Let us
define, for λ ∈ [0, 1], T (λ)(z) = (λz + 1)(z + 1), and

H(λ)
µ (z) = zT (λ)(Mµ2(z)).

Then H
(λ)
µ defines an increasing analytic diffeomorphism (in this paper, for I an interval,

we shall call an analytic function on I a function on I which extends analytically to
an open subset of C containing I) from [0, K−2) onto the (possibly unbounded) interval

[0, limz↑K−2 H
(λ)
µ (z)) such that

H(λ)
µ (0) = 0, ∂zH

(λ)
µ (0) = 1, H(λ)

µ (z) ≥ z, lim
z↑K−2

H(λ)
µ (z) ≥ K−2.

We denote its inverse by H
(λ)
µ

−1
. Moreover, T (λ) defines an analytic increasing diffeomor-

phism from [−1,+∞) to [0,+∞), thus one can define the rectangular R-transform with
ratio λ of µ:

(9) C(λ)
µ (z) = T (λ)−1

(

z

H
(λ)
µ

−1
(z)

)

for z 6= 0, and C(λ)
µ (0) = 0,

which is analytic and non negative on the interval [0, limz↑K−2 H
(λ)
µ (z)) (which always

contains [0, K−2)).

By Theorems 3.8 and 3.12 of [4], the rectangular R-transform characterizes symmetric
measures, and for all pair µ1, µ2 of compactly supported symmetric probability measures,
µ1 ⊞λ µ2 is characterized by the fact that in a neighborhood of zero,

C
(λ)
µ1⊞λµ2

(z) = C(λ)
µ1

(z) + C(λ)
µ2

(z).

The following theorem states the continuity of the mapping (λ, µ) 7−→ C
(λ)
µ in a way

which is quite different from the one of Theorem 3.11 of [4] (where λ was fixed).

Theorem 2.1. Fix K > 0, let µn be a sequence of probability measures on [−K,K] which
converges weakly to a limit µ, and let λn be a sequence of elements of [0, 1] which converges
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to a limit λ ∈ [0, 1]. Then the sequence of functions C
(λn)
µn converges to C

(λ)
µ uniformly on

every compact subset of [0, K−2).

Proof. Recall that C
(λ)
µ is defined by (9). Since, by Heine’s Theorem, (λ, z) 7→ T (λ)−1

(z)
is uniformly continuous on every compact subset of [0, 1] × [0,+∞), it suffices to prove
that z

H
(λn)
µn

−1
(z)

converges to z

H
(λ)
µ

−1
(z)

uniformly on every compact subset of [0, K−2).

Claim a : For each compact subset E of C\[K−2,+∞), there is a constant kE such that
for any law ν on [−K,K], for any c ∈ [0, 1], for any z ∈ E,

|T (c)(Mν2(z))| ≤ kE.

Indeed, for z ∈ C\[K−2,+∞), for any law ν on [−K,K], for any c ∈ [0, 1],

T (c)(Mν2(z)) =

∫

(t,t′)∈[−K,K]2

1

(1− zt2)(1− zt′2)
dν(t)d(cν + (1− c)δ0)(t

′),

thus kE = max{|1− zt2|−2 ; |t| ≤ K, z ∈ E} is convenient.
Claim b : As ν varies in the set of laws on [−K,K] and c varies in [0, 1], the set of
functions

z ∈ [0, K−2) 7−→ z

H
(c)
ν

−1
(z)

is relatively compact for the topology of uniform convergence on every compact subset of
[0, K−2). By Ascoli’s Theorem, to prove Claim b, it suffices to prove that this family is
uniformly bounded and uniformly Lipschitz on every compact subset of [0, K−2). Let us
fix ν a law on [−K,K] and c ∈ [0, 1]. Note that we have

z

H
(c)
ν

−1
(z)

=
H

(c)
ν (z)

z
◦H(c)

ν

−1
(z), ∂z

z

H
(c)
ν

−1
(z)

=
zH

(c)′

ν (z)−H
(c)
ν (z)

z2H
(c)′
ν (z)

◦H(c)
ν

−1
(z).

Since, moreover, for all z ∈ [0, K−2), H
(c)
ν

−1
(z) ≤ z (indeed, for all z ∈ [0, K−2), H

(c)
ν (z) ≥

z), it suffices to verify that the sets of functions

{z 7−→ H
(c)
ν (z)
z

; ν law on [−K,K], c ∈ [0, 1]}

and {z 7−→ zH
(c)′

ν (z)−H
(c)
ν (z)

z2H
(c)′
ν (z)

; ν law on [−K,K], c ∈ [0, 1]}

are uniformly bounded on every compact subset of [0, K−2). The family of functions
H

(c)
ν (z)
z

= T (c)(Mν2(z)), indexed by ν, c, is a family of analytic functions on C\[K−2,+∞)
which is uniformly bounded on every compact subset of C\[K−2,+∞) (by Claim a). As

a consequence, the family of the derivatives ∂z
H

(c)
ν (z)
z

is also uniformly bounded on every
compact subset of C\[K−2,+∞). Since

zH
(c)′

ν (z)−H
(c)
ν (z)

z2H
(c)′
ν (z)

=
1

H
(c)′
ν (z)

∂z
H

(c)
ν (z)

z

and H
(c)′

ν (z) ≥ 1 on [0, K−2), Claim b is proved.
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Hence one can suppose that z

H
(λn)
µn

−1
(z)

converges to a function f uniformly on every

compact of [0, K−2). Let us fix z ∈ [0, K−2) and let us prove that f(z) = z

H
(λ)
µ

−1
(z)

. If

z = 0, it is clear (since all these functions are implicitly defined to map 0 to 1). Suppose
that z > 0. Note that f(z) 6= 0, because for all n, z

H
(λn)
µn

−1
(z)

≥ 1. Let us denote l = z
f(z)

.

It suffices to prove that l = H
(λ)
µ

−1
(z), i.e. that H

(λ)
µ (l) = z. Since

H(λ)
µ (l) = lim

n→∞
H(λ)

µ (H(λn)
µn

−1
(z)),

it suffices to prove that H
(λn)
µn converges to H

(λ)
µ uniformly on every compact subset of

[0, K−2). But it is easy to see, using [1, Th. C.11], that Mµ2
n
converges to Mµ2 uniformly

on every compact subset of [0, K−2) and then that H
(λn)
µ converges to H

(λ)
µ uniformly on

every compact subset of [0, K−2). �

3. Proof of Theorem 1.2

3.1. Preliminaries. We shall use the following lemmas several times in the paper. Let
‖ · ‖ denote the canonical euclidian norm on each Rd.

Lemma 3.1. Let (Gi)i≥1 be a family of independent real random variables with standard
Gaussian law. Let T be fixed and let, for each n, (σn,1, . . . , σn,n) ∈ [0, T ]n be such that

(10)
1

n

n∑

i=1

σ2
n,i = 1.

Let us define, for each n, Xn = (σn,1G1, . . . , σn,nGn). Then for all κ ∈ (0, 1
2
), for n large

enough,

P{|‖Xn‖ −
√
n| ≥ n

1
2
−κ} ≤ 2T 4n2κ−1.

Proof. Note that by (10), the random variable Nn := ‖Xn‖2
n

− 1 is centered. Moreover,

Var(Nn) =
Var(G2

1)

n2

∑n
i=1 σ

4
n,i ≤ 2T 4

n
. It follows, by Tchebichev’s inequality, that for all

κ ∈ (0, 1
2
),

P{|Nn| ≥ n−κ} ≤ 2T 4n2κ−1.

To deduce that for n large enough,

P

{∣
∣
∣
∣

‖Xn‖√
n

− 1

∣
∣
∣
∣
≥ n−κ

}

≤ 2T 4n2κ−1,

it suffices to notice that the function
√· is 1-Lipschitz on [1/4,+∞) and that n−κ ≤ 3/4

for n large enough. �

Lemma 3.2. Let µ be a probability measure whose support is contained in [−K,K], fix

λ ∈ [0, 1], θ ∈ [0, K−1) and define γ = C
(λ)
µ (θ2). Then

(11) Mµ2

(
θ2

T (λ)(γ)

)

= γ.
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Proof. By the definition of C
(λ)
µ given in (9), θ2

H
(λ)
µ

−1
(θ2)

= T (λ)(γ), hence θ2

T (λ)(γ)
=

H
(λ)
µ

−1
(θ2). Since γ ≥ 0, θ2

T (λ)(γ)
∈ [0, K−2) and one can apply the function H

(λ)
µ on

both sides. We get H
(λ)
µ

(
θ2

T (λ)(γ)

)

= θ2, i.e.

θ2

T (λ)(γ)
T (λ)

(

Mµ2

(
θ2

T (λ)(γ)

))

= θ2.

It follows that T (λ)
(

Mµ2

(
θ2

T (λ)(γ)

))

= T (λ)(γ). Since both Mµ2

(
θ2

T (λ)(γ)

)

and γ are non-

negative real numbers, one gets (11). �

Lemma 3.3. Let Xn be a sequence of nonnegative random variables, with positive expec-
tations. Let Zn be a sequence of real random variables such that there exists deterministic
constants C, η > 0 such that for all n, |Zn| ≤ Cn1−η. Then as n tends to infinity,

1

n
logE(Xne

Zn) =
1

n
logE(Xn) + o(1).

Proof. It suffices to notice that we have Xne
−Cn1−η ≤ Xne

Zn ≤ Xne
Cn1−η

. �

3.2. Notation for the proof of Theorem 1.2. In the next sections, o(1) shall denote
any sequence of functions on (−K−1, K−1) which converges to zero as n tends to infinity,
uniformly on every compact subset of (−K−1, K−1). Also, we shall work with the notation
introduced in Remark 1.1 and handle In(θ) via Formula (7).

3.3. Reduction to the case where all singular values of Mn are positive. Let us
suppose the result to be proved in the particular case where for all n, k, µn,k > 0, and let
us prove it in the general case. We set, for each n, k,

µ̃n,k = µn,k +min{m−2
n , (K − µn,k)/2}

and define the perturbation of In(θ)

Ĩn(θ) =
1

n
logE{exp[√nmnθ

n∑

k=1

ℜ(un,kµ̃n,kvn,k)]}.

The uniform law on the µ̃n,k’s converges weakly to µ as n tends to infinity and we have

0 < µ̃n,k < K, so by hypothesis, if follows that limn→∞ Ĩn(θ) = I(θ). Note moreover that

Ĩn(θ) =
1

n
logE{exp[√nmnθ

n∑

k=1

ℜ(un,kµn,kvn,k)]e
Zn},

with

Zn =
√
nmnθ

n∑

k=1

ℜ(un,kvn,k)min{m−2
n , (K − µn,k)/2}.

Since |Zn| ≤ K−1, Lemma 3.3 allows us to claim that limn→∞ In(θ) = I(θ).
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3.4. Deducing the complex case from the real one. Let us explain how one can
deduce the complex case from the real one. Let us use, in this paragraph, the notation

I
(β)
n,mn(θ,Mn) to emphasize on the value of each of the parameters defining In(θ). We have

I(2)n,mn
(θ,Mn) =

1

n
logE{exp[√nmnθ

n∑

k=1

ℜ(un,kµn,kvn,k)]}

=
1

n
logE{exp[√nmnθ

n∑

k=1

µn,k(ℜ(un,k)ℜ(vn,k)− ℑ(un,k)ℑ(vn,k))]}

= 2I
(1)
2n,2mn

(
θ

2
,

[
Mn 0
0 −Mn

])

(12)

Indeed, for (zn,1, . . . , zn,n) a vector with uniform distribution on the unit sphere of Cn the
vector (ℜ(z1),ℑ(z1), . . . ,ℜ(zn),ℑ(zn)) has uniform distribution on the unit sphere of R2n

(use the realization of such vectors as the projection of standard Gaussian vectors on the
sphere to see it).

Since the singular values of

[
Mn 0
0 −Mn

]

are the one of Mn with multiplicity multiplied

by two, (12) allows to deduce the complex case from the real one.

Let us now prove Theorem 1.2 in the case where all µn,k’s are positive and where β = 1.

3.5. Proof of Theorem 1.2: a) Expression of In(θ) with a Gaussian integral. As
written above, we suppose from now on that all µn,k’s are positive and that β = 1. In
this section, we shall first explain how to replace, in Formula (7),

√
nun,k and

√
mnvn,k by

independent standard Gaussian variables (Formula (17)) and then inject (quite artificially

first) C
(λ)
µ (θ2) in the formula of In(θ) (Equation (21)).

For each n, let us define the function

fn : ((x1, . . . , xn), (y1, . . . , ymn)) ∈ R
n × R

mn 7−→
n∑

k=1

µn,kxkyk.

By [12, Sect. 1.2.1], up to a change of the probability space which does not change
the expectation, one can suppose that there are independent standard Gaussian vectors
xn, yn of Rn, respectively Rmn , such that

un =
xn

‖xn‖
, vn =

yn
‖yn‖

.

Let us fix κ ∈ (0, 1/2). If λ > 0, the precise choice of κ ∈ (0, 1/2) is irrelevant, but if
λ = 0, we choose κ ∈ (α−1

2
, 1
2
) (α is the one of (6)). Let us now define the set

An :=
{

(x, y) ∈ R
n × R

mn ;
∣
∣‖x‖ −

√
n
∣
∣ ≤ n

1
2
−κ, |‖y‖ − √

mn| ≤ m
1
2
−κ

n

}

.
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The event {(xn, yn) ∈ An} is independent of (un, vn) (because the density of the law of a
standard Gaussian vector is a radial function), thus

In(θ) =
1

n
logE

[1(xn,yn)∈An exp(
√
nmnθfn(un, vn))

]
− 1

n
log P(An).

Moreover, by Lemma 3.1, P{(xn, yn) ∈ An} −→ 1 as n → ∞, thus

(13) In(θ) =
1

n
logE

[1(xn,yn)∈An exp(
√
nmnθfn(un, vn))

]
+ o(1).

Moreover, note that on the event {(xn, yn) ∈ An},
√
n− n

1
2
−κ ≤ ‖xn‖ ≤

√
n + n

1
2
−κ

√
mn −m

1
2
−κ

n ≤ ‖yn‖ ≤ √
mn +m

1
2
−κ

n ,

thus, since mn ≥ n,

(14)
√
nmn − 3

√
mnn

1
2
−κ ≤ ‖xn‖‖yn‖ ≤ √

nmn + 3
√
mnn

1
2
−κ.

If λ > 0, since mn/n is bounded, it follows that there is a deterministic constant C
independent of n such that on on the event {(xn, yn) ∈ An},
(15) | ‖xn‖‖yn‖ −

√
nmn | ≤ Cn1−κ.

If λ = 0, it follows from (14) and (6) that for η = 1−α
2

+ κ (which is positive by definition
of κ), for n large enough,

(16) | ‖xn‖‖yn‖ −
√
nmn | ≤ 3n1−η.

Note that by (13),

In(θ) =
1

n
logE[1(xn,yn)∈Ane

θfn(xn,yn)+
θfn(xn,yn)
‖xn‖‖yn‖

(
√
nmn−‖xn‖‖yn‖)] + o(1),

and that for all n, k, 0 ≤ µk,n ≤ K, which implies that
∣
∣
∣
fn(xn,yn)
‖xn‖‖yn‖

∣
∣
∣ ≤ K. Hence by Lemma

3.3 and (15) (or (16) if λ = 0),

(17) In(θ) =
1

n
logE

[1(xn,yn)∈Ane
θfn(xn,yn)

]
+ o(1).

Note that on the event {(xn, yn) ∈ An}, we have

n− 2n1−κ ≤ n− 2n1−κ + n1−2κ ≤ ‖xn‖2 ≤ n + 2n1−κ + n1−2κ ≤ n+ 3n1−κ

n− 2n1−κ ≤ n− 2nm−κ
n + nm−2κ

n ≤ n
mn

‖yn‖2 ≤ n + 2nm−κ
n + nm−2κ

n ≤ n + 3n1−κ.

thus for all n, on the event {(xn, yn) ∈ An},

(18)
∣
∣ ‖xn‖2 − n

∣
∣+
∣
∣
n

mn

‖yn‖2 − n
∣
∣ ≤ 6n1−κ.

Now, let us define, for each n,

(19) γn(θ) = C
( n
mn

)
µn (θ2) for µn =

1

n

n∑

k=1

δµn,k
.
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Note that µn is the singular law of Mn, which tends to µ. Hence by Theorem 2.1, we have

(20) γn(θ) −→
n→∞

C(λ)
µ (θ2) uniformly on every compact subset of (−K−1, K−1),

so by (18), for every such compact set E, there is a constant QE such that for all n, for
all θ ∈ E, on the event {(xn, yn) ∈ An}, we have

|γn(θ)(
1

2
‖xn‖2 +

n

2mn
‖yn‖2 − n)| ≤ QEn

1−κ.

Hence, by (17) and Lemma 3.3,

In(θ)=
1

n
logE

[1(xn,yn)∈An exp

{

θfn(xn, yn)− γn(θ)

(
1

2
‖xn‖2 +

n

2mn
‖yn‖2 − n

)}]

+ o(1)

=γn(θ) +
1

n
logE

[1(xn,yn)∈An exp

{

θfn(xn, yn)− γn(θ)

(
1

2
‖xn‖2 +

n

2mn
‖yn‖2

)}]

︸ ︷︷ ︸

:=Jn(θ)

+o(1).

Thus, by (20),

(21) In(θ) = C(λ)
µ (θ2) +

1

n
log Jn(θ) + o(1).

3.6. Proof of Theorem 1.2: b) Convergence of the Gaussian integral. We have,
assimilating the vectors of Rn and Rmn with column-matrices,

(22) Jn(θ) = (2π)−
n+mn

2

∫

x∈Rn,y∈Rmn

1An(x, y) exp

{

−1

2

[
xt yt

]
Tn

[
x
y

]}

dxdy,

for

Tn :=





an(θ)In Λn(θ) 0n,mn−n

Λn(θ) bn(θ)In 0n,mn−n

0mn−n,n 0mn−n,n bn(θ)Imn−n



 ,

where an(θ) = 1+γn(θ), bn(θ) = 1+ n
mn

γn(θ) and Λn(θ) is the diagonal n×n matrix with
diagonal entries

λn,1(θ) := −θµn,1, . . . , λn,n(θ) := −θµn,n.

Notation: In this section, in order to lighten the notation, we shall write Jn for Jn(θ),
an for an(θ), etc. We shall also use the notation of the matricial functional calculus (thus
assimilate a and aIn, etc.).

Lemma 3.4. Let us fix n ≥ 1 and let a, b be real numbers and Λ an invertible diagonal
real n× n matrix. Let us define

∆ = (b− a)2 + 4Λ2, r± =
a+ b±

√
∆

2
, f± =

1
√

2∆± 2(b− a)
√
∆

and

T =

[
a Λ
Λ b

]

, D =

[
r+ 0
0 r−

]

, P =

[
2Λf+ 2Λf−

(b− a)f+ +
√
∆f+ (b− a)f− −

√
∆f−

]

.

Then P is an orthogonal matrix and we have T = PDP t.
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Proof. One can easily verify that P is orthogonal. Let us define

Q =

[
2Λ 2Λ

(b− a) +
√
∆ (b− a)−

√
∆

]

, H =

[
f+ 0
0 f−

]

.

Then P = QH . One can easily verify that TQ = QD. If follows that TQH = QDH .
Since HD = DH , TQH = QHD, i.e. TP = PD, thus T = PDP t. �

For θ 6= 0, let us define ∆n, r
±
n , f

±
n as in the lemma, using Λn instead of Λ, an instead of

a and bn instead of b. Let us define Pn in the same way, extended to an (n+mn)×(n+mn)
matrix by adding Imn−n on the lower-right corner, i.e.

Pn =





2Λnf
+
n 2Λnf

−
n 0

(bn − an)f
+
n +

√
∆nf

+
n (bn − an)f

−
n −

√
∆nf

− 0
0 0 Imn−n



 ,

and Dn extended to an (n+mn)× (n+mn) matrix by adding bnImn−n on the lower-right
corner, i.e.

Dn =





r+n 0 0
0 r−n 0
0 0 bnImn−n



 .

For θ = 0, we set r±n = 1, Pn = Dn = In+mn .

Let us denote, for X an (n+mn)× (n+mn) matrix, X(An) = {X
[
x
y

]

; (x, y) ∈ An}.
Let us also introduce a standard Gaussian random column vector in Rn+mn , that we shall
denote by

Zn = (Z+
n,1, . . . , Z

+
n,n

︸ ︷︷ ︸

:=Z+
n

, Z−
n,1, . . . , Z

−
n,n

︸ ︷︷ ︸

:=Z−
n

, Z0
n,1, . . . , Z

0
n,mn−n

︸ ︷︷ ︸

:=Z0
n

)t.

We have, by (22) and Lemma 3.4,

Jn = (2π)−
n+mn

2

∫

An

exp{−1

2

[
xt yt

]
PnDnP

t
n

[
x
y

]

}dxdy.

Thus, since Pn is an orthogonal matrix,

Jn = (2π)−
n+mn

2

∫

P t
n(An)

exp{−1

2

[
xt yt

]
Dn

[
x
y

]

}dxdy.

Hence, by definition of Dn, we have

Jn = (2π)−
n+mn

2 [bmn−n
n

n∏

i=1

r+n,ir
−
n,i]

−1/2

∫

√
DnP t

n(An)

exp{−1

2
(‖x‖2 + ‖y‖2)}dxdy,

which, by definition of Zn, can be written

(23) Jn = [bmn−n
n

n∏

i=1

(anbn − λ2
n,i)]

−1/2
P{Zn ∈

√

DnP
t
n(An)}

︸ ︷︷ ︸

=P{PnD
−1/2
n Zn∈An}
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Let Xn = (Xn,1, . . . , Xn,n)
t be the vector of the first n coordinates of PnD

−1/2
n Zn and

Yn = (Yn,1, . . . , Yn,mn)
t be the one of the mn last ones. By definition of the set An, we

have

(24) PnD
−1/2
n Zn ∈ An ⇐⇒

∣
∣‖Xn‖ −

√
n
∣
∣ ≤ n−κ and |‖Yn‖ −

√
mn| ≤ m−κ

n .

Claim : Both events {|‖Xn‖ −
√
n| ≤ n−κ} and

{∣
∣‖Yn‖ −

√
mn

∣
∣ ≤ m−κ

n

}
have prob-

abilities tending to one as n tends to infinity, uniformly on every compact subset of
(−K−1, K−1) (the random vectors Xn and Yn depend indeed on θ).

For θ = 0, Xn (resp. Yn) is a standard Gaussian random vector of Rn (resp. Rmn). For
θ 6= 0, by the definitions of Pn and Dn,

Xn = 2Λn(f
+
n (r

+
n )

−1/2Z+
n + f−

n (r
−
n )

−1/2Z−
n ),

Yn =

[
(bn − an +

√
∆n)f

+
n (r

+
n )

−1/2Z+
n + (bn − an −

√
∆n)f

−
n (r

−
n )

−1/2Z−
n

b
−1/2
n Z0

n

]

.

Thus for each n, Xn (resp. Yn) has the law of

(σn,1G1, . . . , σn,nGn) (resp. (σ′
n,1G1, . . . , σ

′
n,mn

Gmn)),

for (Gi)i≥1 a family of independent real random variables with standard Gaussian law and
where if θ = 0, all σn,i’s and σ′

n,i’s are equal to 1, whereas if θ 6= 0, for each i = 1, . . . , n,

σ2
n,i = 4λ2

n,i

2

(2∆n,i + 2(bn − an)
√

∆n,i)(an + bn +
√

∆n,i)

+4λ2
n,i

2

(2∆n,i − 2(bn − an)
√

∆n,i)(an + bn −
√
∆n,i)

,

for each i = n+ 1, . . . , mn, σ
′
n,i

2 = b−1
n and for each i = 1, . . . , n,

σ′
n,i

2
=

2(bn − an +
√
∆n)

2

(an + bn +
√
∆n)[2(bn − an)

√
∆n + 2∆n]

+
2(
√
∆n − (bn − an))

2

(an + bn −
√
∆n)[−2(bn − an)

√
∆n + 2∆n]

.

Hence by Lemma 3.1, to prove the claim, it suffices to prove:

∀ε > 0, sup
|θ|≤K−1−ε

sup
1≤i≤n
n≥1

σn,i < +∞ and
1

n

n∑

i=1

σ2
n,i = 1,(25)

∀ε > 0, sup
|θ|≤K−1−ε

sup
1≤i≤mn

n≥1

σ′
n,i < +∞ and

1

mn

mn∑

i=1

σ′
n,i

2
= 1.(26)

Note first that (25) and (26) both hold when θ = 0.

A straightforward computation leads, for θ 6= 0, to the formula

σ2
n,i =

−16bnλ
2
n,i

(b2n +∆n,i − a2n)
2 − 4b2n∆n,i

.
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But (removing the indices)

(b2 +∆− a2)2 − 4b2∆ = (2b2 − 2ab+ 4λ2)2 − 4b2(b2 − 2ab+ a2 + 4λ2)

= 16λ4 − 16abλ2.

It follows, writing γn for γn(θ), that

(27) σ2
n,i =

bn
anbn − λ2

n,i

=
1

1 + γn
× T ( n

mn
)(γn)

T ( n
mn

)(γn)− θ2µ2
n,i

=
1

1 + γn
× 1

1− θ2

T
( n
mn

)
(γn)

µ2
n,i

.

By definition of γn(θ), we have γn(θ) ≥ 0, hence T ( n
mn

)(γn(θ)) ≥ 1. Since for all n, i,
|µn,i| ≤ K, it follows that the first part of (25) holds. Moreover, by the definition of µn

given in (19), we have

1

n

n∑

i=1

σ2
n,i =

1

1 + γn(θ)
Mµ2

n

(

θ2

T ( n
mn

)(γn(θ))

)

+
1

1 + γn(θ)
.

By (11), it follows that the second part of (25) also holds.

Let us now prove (26). A straightforward computation leads, for θ 6= 0 and i ≤ n, to
the formula

σ′
n,i

2
=

an
anbn − λ2

n,i

.

Hence for θ 6= 0 and i ≤ n,

σ′
n,i

2
=

1

1 + n
mn

γn(θ)
× 1

1− θ2

T
( n
mn

)
(γn(θ))

µ2
n,i

,

whereas for i = n+1, . . . , mn, σ
′
n,i

2 = 1
1+ n

mn
γn(θ)

. The first part of (26) holds for the same

reasons as the first part of (25) above. Moreover, writing γn for γn(θ), we have

1

mn

mn∑

i=1

σ′
n,i

2
=

n

mn(1 +
n
mn

γn)
Mµ2

n

(

θ2

T ( n
mn

)(γn)

)

+
n

mn(1 +
n
mn

γn)
+

mn − n

mn(1 +
n
mn

γn)
.

By (11), it follows that the second part of (26) also holds.

The proof of the claim is complete. As a consequence, by (24), the probability of the

event {PnD
−1/2
n Zn ∈ An} tends to one as n tends to infinity, uniformly on every compact

subset of (−K−1, K−1) (remember indeed that the matrices Pn and Dn depend on θ). So
by (23), we have, still writing γn for γn(θ),

(28)
1

n
log(Jn(θ)) =

n−mn

2n
log(1 +

n

mn
γn)−

log(T ( n
mn

)(γn))

2
− 1

2

∫

t∈[−K,K]

log{1− θ2

T ( n
mn

)(γn)
t2}dµn(t) + o(1)

= −mn

2n
log(1 +

n

mn
γn)−

log(1 + γn)

2
− 1

2

∫

t∈[−K,K]

log{1− θ2

T ( n
mn

)(γn)
t2}dµn(t) + o(1).
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By hypothesis, µn, which is defined in (19), converges weakly to µ. Using (20) and [1,

Th. C.11], one easily sees that, writing γ for C
(λ)
µ (θ2), we have

1

n
log(Jn(θ)) = − 1

2λ
log(1+λγ)− log(1 + γ)

2
− 1

2

∫

t∈[−K,K]

log{1− θ2

T (λ)(γ)
t2}dµ(t)+ o(1),

where in the case where λ = 0, 1
2λ

log(1 + λγ) has to be understood as γ
2
. By (21), one

gets, still writing γ for C
(λ)
µ (θ2),

(29)

In(θ) = γ − 1

2λ
log(1 + λγ)− log(1 + γ)

2
− 1

2

∫

t∈[−K,K]

log{1− θ2

T (λ)(γ)
t2}dµ(t)

︸ ︷︷ ︸

:=f(θ)

+o(1).

I(0) = f(0) = 0 (indeed, by (9), C
(λ)
µ (0) = 0). So to conclude the proof of Theorem 1.2,

it suffices to verify that I and f have the same derivatives on (−K−1, K−1). Using (11),
it can easily be proved that both derivatives are equal to γ/θ.
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[8] B. Collins, P. Śniady New scaling of Itzykson-Zuber integrals Annales de l’IHP Prob. Stats. 43, 2
(2007), 139–146.
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[17] M. Mäıda Large deviations for the largest eigenvalue of rank one deformation of Gaussian ensembles,

Elec. Jour. Prob. 12 (2007), 1131–1150.
[18] A. Nica, R. Speicher Lectures on the combinatorics of free probability. London Mathematical Society

Lecture Note Series, 335. Cambridge University Press, Cambridge, 2006.
[19] B. Schlittgen, T. Wettig, Generalizations of some integrals over the unitary group J. Phys. A, 36,

3195 (2003).
[20] P. Zinn-Justin, J.-B. Zuber On some integrals over the U(N) unitary group and their large N limit.

J. Phys. A 36, 12 (2003) 3173–3193.
[21] A. Zvonkin Matrix integrals and map enumeration: an accessible introduction. Math. Comput. Mod-

elling 26, 8–10 (1997), 281–304. Combinatorics and physics (Marseilles, 1995).

Florent Benaych-Georges, LPMA, UPMC Univ Paris 6, Case courier 188, 4, Place

Jussieu, 75252 Paris Cedex 05, France, and CMAP, École Polytechnique, route de Saclay,
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