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Abstract. Reliability analysis has become an integral part of system design and
operating. This is especially true for systems performing critical tasks. Moreover,
recent works in reliability involving the use of probabilistic graphical models, also
known as bayesian networks, have been proved relevant. This paper describes a
specific dynamic graphical model, named graphical duration model (GDM), to rep-
resent complex stochastic degradation processes with any kind of state sojourn
time distributions. We give qualitative and quantitative descriptions of the proposed
model and detail a simple algorithm to estimate the system reliability. Finally, we
illustrate our approach with a three-states system subjected to one context variable
and non-exponential sojourn time distributions.
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Introduction

Reliability analysis has become an integral part of system design and operating. This
is especially true for systems performing critical applications. Typically, the results of
such analysis are given as inputs to a decision support tool in order to optimise the main-
tenance operations. Unfortunately, in most of cases, the system state cannot be evalu-
ated exactly. This is one of the reasons which has led to the important development of
probabilistic methods in reliability.

A wide range of works about reliability analysis is available in the literature. For
instance in numerous applications, the aim is to model a multi-state system and therefore
to capture how the system state changes over time. This problematic can be partially
solved using the Markov framework. The major drawback of this approach comes from
the constraint on state sojourn times which are necessarily exponentially distributed. This
issue can be overcome by the use of semi-Markov models [1] which allow to consider any
kind of sojourn time distributions. On the other hand, one can be interested in modeling
the context impacting on the system degradation. A classic manner to address such an
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issue consists in using a Cox model or a more general proportional hazard model [2].
Nevertheless, as far as we know, it is unusual to find works considering both approaches
at the same time.

Moreover, recent works in reliability involving the use of Probabilistic Graphical
Models (PGMs), also known as Bayesian Networks (BNs), have been proved relevant.
For instance, the authors in [3] show how to model a complex system dependability by
means of PGMs. In [4], the authors explain how fault trees can be represented by PGMs.
Finally in [5], the authors explain how to exploit Dynamic PGMs (DPGMs) to study the
reliability of a dynamic system represented by a Markov chain. Our work aims to de-
scribe a general methodology to model the stochastic degradation process of a system,
allowing any kind of state sojourn time distributions along with an accurate context de-
scription. We achieve to meet these objectives using a specific DPGM called Graphical
Duration Model (GDM).

This paper is divided into four sections. Section 1 briefly describes the PGMs and
DPGMs formalism. Then, section 2 introduces the GDMs by defining both its structure
and its quantitative part. Section 3 depicts a simple iterative method to compute the
reliability of a system represented by a GDM. Finally to illustrate our methodology, we
propose to study in section 4 a three states system subjected to one context variable and
non exponential duration distributions.

1. Probabilistic Graphical Models

Probabilistic Graphical Models (PGMs), also known as Bayesian Networks (BNs) [6],
provide a formalism for reasoning about partial belief under conditions of uncertainty.
This formalism relies on the probability theory and the graph theory. Indeed, PGMs are
defined by a Directed Acyclic Graph (DAG) G = (X, E) over a sequence of nodes
X = (X1, . . . , XN ) representing random variables that takes value from given domains
X1, . . . ,XN . The set of edges E encodes the existence of correlations between the linked
variables. The strength of these correlations are quantified by conditional probabilities.

A PGM is a pair (G, {Pn}1≤n≤N ), where G = (X, E) is a DAG and {Pn}1≤n≤N
denotes the set of Conditional Probability Distributions (CPDs) associated to each vari-
able Xn and its parents. We refer to the sequence of random variables Xpan

as the "par-
ents" of Xn in the graph G. Exploiting the conditional independence relationships intro-
duced by the edges of G, the joint probability over X can be economically rewritten with
the product form

P (x1, . . . , xN ) =
N∏
n=1

Pn(xn|xpan
), (1)

where the general notation xS (resp. XS) denotes the projection of a sequence x (resp.
X) over a subset of indices S.

Besides, both the DAG and the CPDs of a PGM can be automatically learnt [7] if
some data or experts’ opinions are available. Using PGMs is also particularly interesting
because of the possibility to propagate knowledge through the network. Indeed, various
inference algorithms can be used to compute marginal probability distributions over the
system variables. The most classical one relies on the use of a junction tree [8]. In ad-



dition, inference in PGMs allows to take into account any variable observations (also
called evidence) so as to update the marginal distributions of the other variables.

On the other hand, the classic PGM formalism is not able to represent temporal
stochastic processes. Thereby the Dynamic Probabilistic Graphical Models (DPGMs,
a.k.a. DBN) have been developed [9]. Strictly speaking, a DPGM is a way to ex-
tend PGM to model probability distributions over a collection of random variables
(Xt)t∈N∗ = (X1,t, . . . , XN,t)t∈N∗ indexed by the discrete-time t. A DPGM is defined
as a pair (M1,M→). M1 is a PGM representing the prior distribution P1(X1) =∏N
n=1 Pn,1(Xn,1|Xpan,1

). M→ is a particular PGM, called s-slice Temporal Prob-
abilistic Graphical Model (s-TPGM) aiming to define the distribution of Xt given
(Xτ )t−(s+1)≤τ≤t−1, where s ≥ 2 denotes the temporal dependency order of the model.
In this paper, we set s = 2 such that M→ is a 2-TPGM representing the distribution
P→(Xt|Xt−1) =

∏N
n=1 Pn,→(Xn,t|Xpan,t

).
Consequently, it is possible to compute the joint distribution over random variables

(Xt)1≤t≤T by simply "unrolling" the 2-TPGM until we have a sequence of length T as
follows

P ((Xt)1≤t≤T ) = P ((X1,t, . . . , XN,t)1≤t≤T ) = P1

T∏
t=2

P→(Xt|Xt−1)

=
N∏
n=1

Pn,1(Xn,1|Xpan,1
)
T∏
t=2

N∏
n=1

Pn,→(Xn,t|Xpan,t
).

Finally, as it is possible to consider a DPGM as a big unrolled PGM, these dynamic
models inherit some of the convenient properties of static PGMs. On the other hand,
performing inference in such models can raise some computation problems if the se-
quence length is too large. Consequently, specific methods have been developed to par-
tially solve this issue [9]. In section 3, a simple inference method is described to compute
the reliability of a system represented by a Graphical Duration Model (GDM).

2. Introducing the Graphical Duration Models

2.1. Graphical structure

In this article, we propose to extend the variable duration models introduced in [9] to
build a comprehensive model for complex survival distributions. The 2-TPGM associated
to the underlying model, called Graphical Duration Model (GDM), is depicted in figure
1. It allows to describe in a flexible and accurate way the discrete survival function of a
system given its context. It relies on the two following variables : the system state Xt;
and the duration variableXD

t describing the time spent in any system states. Moreover, a
binary transition variable Jt is added to explicitly characterise the system transitions from
one state to another. A collection of context variables (covariates) Zt = (Z1,t, . . . , ZP,t)
can also be used to model the system context.

As shown in figure 1, the current system state Xt depends on the previous duration
XD
t−1 and the previous system stateXt−1. Thus, the process generated by a GDM is then



similar to a discrete semi-markovian process [10]. Indeed, thanks to the variableXD
t , it is

possible to specify any kind of state sojourn time distributions. Consequently exploiting
the powerful modelling properties of PGMs, the GDMs account for convenient, intuitive
and easily generalisable tools to represent complex degradation processes.

Figure 1. Representation of a GDM. The Zp,t’s represent the system covariates. Xt is the system state and
XD

t is the duration variable in the current state. Jt is the explicit transition variable of the system.

2.2. CPDs

The following paragraphs address the specification of each CPD involved in a GDM
except those about the distribution of Zt since the system context modelling is strongly
dependant of the application. Hence in the sequel, we suppose that the probability dis-
tribution of Zt is known. In addition as it is usually the case in PGMs, all the CPDs are
assumed to be finite and discrete, i.e. can be shown in the form of a multidimensional
table.

First of all, we refer to X =
{
x1, . . . , xK

}
and Z =

{
z1, . . . ,zL

}
as the do-

main associated to the system state variable and the context variable respectively. Let
begin with the CPD of the initial system state given its context, namely P (X1|Z1). This
CPD describe the probability for the system to start in a given state x ∈ X and given a
particular context configuration z ∈ Z .

Then, it is necessary to define the transition CPD from one state to another. When a
transition occurs at time t, i.e. if the variable Jt−1 = 1, the probability that the system
goes to state xl from state xk conditionally to the context z is given by the homoge-
neous transition matrix A(·, z, ·). On the other hand, while there is no transition, i.e. if
Jt−1 = 0, the system deterministically remains in the previous state xk. Therefore, the
corresponding static transition matrix is reduced to identity whatever the context. As a
result the CPD of Xt, t ≥ 2 is

P (Xt = xl︸ ︷︷ ︸
current state

|Xt−1 = xk︸ ︷︷ ︸
previous state

, Jt−1 = j︸ ︷︷ ︸
transition at time t

, Zt = z︸ ︷︷ ︸
current context

) =
{
A(k, z, l) if j = 1,
δ(k = l) if j = 0. ,



where δ is the characteristic function.

The initial duration CPD encodes the sojourn time distributions for each state given
the context z, such that P (XD

1 = d|Z1 = z, X1 = xl) = ϕ(z, l, d), where ϕ(z, l, d)
gives the probability to remain d time units in each state xl given the context z. Besides
as we made the discrete and finite assumption for all the CPDs, the domain ofXD

t , t ≥ 1
has to be discrete and finite which is not natural for a duration distribution. Basically,
we overcome this issue by setting an upper time bound Dmax large enough compared to
the dynamic of the studied system. Consequently, XD

t takes its values in the set XD =
{1, . . . , Dmax}.

The CPD of XD
t , t ≥ 2 plays an analogous role except it has also to update the

remaining time to spend in the current state at each sequence step. Indeed, while the
remaining previous duration is greater than one (i.e. XD

t−1 > 1), the remaining sojourn
time is deterministically counted down. On the other hand, when the previous remaining
duration reaches the value one, a transition is triggered to occur at time t, then a sojourn
time for the new current state xl is drawn according to ϕ(z, l, ·). In other words, the CPD
of XD

t , t ≥ 2 is defined by

P (XD
t = d︸ ︷︷ ︸
current

remaining time

|Xt−1 = xk, XD
t−1 = d′︸ ︷︷ ︸

previous
remaining time

, Jt−1 = j︸ ︷︷ ︸
transition at

time t

,Zt = z) =
{
δ(d = d′ − 1) if j = 0
ϕ(z, l, d) if j = 1 .

Note that the discrete-time assumption laid on by the DPGM formalism can be easily
overcome. Indeed, authors in [11] present a survey of discrete lifetime distributions and
explain how to derive usual continuous ones (e.g. exponential, Weibull, . . . ) in the dis-
crete case.

Finally, Jt is the random variable characterising transitions between two different
system states. More precisely, when Jt = 1, a transition is triggered at time t and the
system state changes at time t + 1. The system state remains unchanged while Jt = 0.
Besides, a transition is triggered at time t if and only if the current remaining duration
reaches the value one. Consequently, the CPD of Jt is deterministic and merely defined
by P (Jt = 1|XD

t = d) = δ(d = 1).

3. Reliability Estimation using GDM

Let assume that the set of system states X is partitioned into two sets U and D (i.e.
X = U ∪D with U ∩D = ∅), respectively for "up" states and for "down" states (i.e. OK
and failure situations). The discrete-time system reliability is then define as the function
R : N∗ 7→ [0, 1] where R(t) represents the probability that the system has always stayed
in an up state until moment t, i.e. R(t) = P (X1 ∈ U , . . . , Xt ∈ U). In addition, it is
possible to derive some interesting metrics such as the failure rate or the MTTF (cf. [11]
for details) from the reliability definition.

As the reliability estimation boils down to a probability computation, we proposed
the following inference algorithm to compute R(t) :



1: Compute P (X1, X
D
1 ) and find out P (X1) =

∑
XD

1
P (X1, X

D
1 )

2: for t = 2 to T do
3: Compute

P (Xt|Xt−1) =
X

XD
t−1,Jt−1,Zt

P (Xt−1, X
D
t−1)P (Jt−1|XD

t−1)P (Zt)P (Xt|Xt−1, Jt−1, Zt)

4: Compute P (Xt, X
D
t )

5: Find out R(t) = P (X1 ∈ U)
∏t
τ=2 P (Xτ ∈ U|Xτ−1 ∈ U)

6: end for
Note that it is possible to show that the computation of the distribution P (Xt, X

D
t ) can

be achieve by means of any classic PGM inference algorithms. Some details about this
simple inference method are given in [12].

4. Application

To illustrate our approach, we use a GDM to model the behaviour of a 3-states system
representing a production machine. This machine is supposed to be subjected to one co-
variate, namely its production speed. Hence, the resulting GDM consists of : one covari-
ate Z1,t representing the speed level, "low" or "high"; the system state Xt which can be
"nominal" (N) or "degraded" (D) for the up states and "failed" (F) for the down state. ;
and the duration variable XD

t where we arbitrary set Dmax = 150 months which is large
enough since our analysis is performed over only 100 months. the transition matrix A
and the survival distribution ϕ for each state and each context are given in tables 1. Note
in this example that all the sojourn times are assumed to have discrete right censored
Weibull distributions denoted byWr(µ, γ) where µ and γ are the classic scale and shape
parameters and r is the right censoring time bound assuring the finiteness of the distri-
bution. In other words for each context z1 and each state l, the probability of a sojourn
time d is given by

ϕ(z1, l, d) = [F (d− 1)− F (d)] δ(1 ≤ d ≤ r − 1) + [1− F (r − 1)] δ(d = r),

where F is the cumulative distribution function of the well-known continuous Weibull
distribution with scale parameter µz1,l and shape parameter γz1,l.

The GDM used in this example has been implemented in MATLAB R© environment,
using the free Bayes Net Toolbox (BNT). The corresponding reliability estimations are
presented in figure 2(a). The associated failure rate and MTTF are depicted in figures 2(b)
and 2(c) respectively. These figures allow to characterise the behaviour of the studied
system for different functioning policies controlled by the percentage of high speed pro-
duction per time unit. As a consequence, useful information about the covariate effects
can be deduced from such analysis and such survival analysis can be essential inputs for
reliability-based maintenance decision support tools.



(a) A(k, low, l)

N D F

N 0 9/10 1/10
D 0 0 1
F 0 0 1

(b) A(k, high, l)

N D F

N 0 3/10 7/10
D 0 0 1
F 0 0 1

(c) Conditional duration distributions ϕ

state
speed N D
low Wr(30, 1) Wr(20, 3)

high Wr(20, 1) Wr(10, 3)

Table 1. Parameters of the GDM.Wr(µ, γ) denotes the discrete right censored Weibull distribution. The right
censoring parameter r is set to Dmax = 150 months.

5. Conclusion

The proposed method based on the GDMs aims to study the behaviour of a complex
system. Our approach turns to be a satisfying and a comprehensive solution to model and
estimate the reliability of a complex system. Indeed, the proposed modelling is generic
since it is possible to take into account the context of the system along with an accurate
description of its survival distributions. In addition as this work is based on graphical
models, the underlying approach is intuitive and easily generalisable. The encouraging
results presented in this paper confirm that GDMs are competitive reliability analysis
tools for practical problems. Finally in future works, we will address the problem of
maintenance modelling based on system represented by GDMs.
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Figure 2. Reliability and related metrics over time (in months) for different functioning policies.


